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Overview

What is PIXL?
Why PIXL?

- Image processing can often be complicated
- PIXL presents simple syntax for lengthy image manipulations
- example: \texttt{m} performs a vertical flip on the matrix \texttt{m}.
## Overview

### Basics of PIXL
- Compiles to LLVM with garbage collection
- C-like syntax and semantics
- Pixel and matrix types
- Image file I/O

### PIXL Features
- Large PIXL function library:
  - change opacity
  - change RGB
  - grayscale
  - subtraction
- Matrix Operators
  - crop
  - flip horizontal/vertical
Syntax Basics

Type
int, string, pixel, matrix, bool

Control Flow
if, else, while, for, return

Arithmetic Operators
+  -  *  /  ++  --  =

Conditional Operators
==  !=  <  >  <=  >=

Special Pixel/Matrix Operators
~  |  +  -  <<  >>  [ ]  &&,
Some Library Functions

Matrix Cropping

```c
int matrix cropIntMatrix(int matrix m, int r1, int r2, int c1, int c2) {
    int j;
    int a;
    int matrix m2;
    m2 = matrix(r2-r1, c2-c1, int);
    for (i = r1; i < r2; i=i+1)
    {
        for (j = c1; j < c2; j=j+1)
        {
            m2[i-r1][j-c1] = m[i][j];
        }
    }
    return m2;
}
```

Horizontal Image Flip

```c
pixel matrix flipPixelIMatrixH(pixel matrix pm) {
    int height;
    int width;
    int i;
    int j;
    pixel matrix pm2;
    height = pm.rows;
    width = pm.cols;
    pm2 = pm;
    for (i = 0; i < height; i=i+1)
    {
        for (j = 0; j < width; j=j+1)
        {
            pm2[i][j] = pm[i][width-1-j];
        }
    }
    return pm2;
}
```
Implementation
Testing PIXL

Automated test suite
testall.sh

```
Usage:
  testall.sh [options] [p files]

Options:
  -k  Keep intermediate files
  -s  Print this help
  exit 1

Signals:
  1 (error) conditional
      echo "FAILED"
      error = 1
      exit 1
```
4.1 Data Augmentation

The easiest and most common method to reduce overfitting on image data is to artificially enlarge the dataset using label-preserving transformations (e.g., [25, 4, 5]). We employ two distinct forms of data augmentation, both of which allow transformed images to be produced from the original images with very little computation, so the transformed images do not need to be stored on disk. In our implementation, the transformed images are generated in Python code on the CPU while the GPU is training on the previous batch of images. So these data augmentation schemes are, in effect, computationally free.

The first form of data augmentation consists of generating image translations and horizontal reflections. We do this by extracting random $224 \times 224$ patches (and their horizontal reflections) from the $256 \times 256$ images and training our network on these extracted patches. This increases the size of our training set by a factor of 2048, though the resulting training examples are, of course, highly interdependent. Without this scheme, our network suffers from substantial overfitting, which would have forced us to use much smaller networks. At test time, the network makes a prediction by extracting five $224 \times 224$ patches (the four corner patches and the center patch) as well as their horizontal reflections (hence ten patches in all), and averaging the predictions made by the network’s softmax layer on the ten patches.

The second form of data augmentation consists of altering the intensities of the RGB channels in training images. Specifically, we perform PCA on the set of RGB pixel values throughout the ImageNet training set. To each training image, we add multiples of the found principal components, with magnitudes proportional to the corresponding eigenvalues times a random variable drawn from a Gaussian with mean zero and standard deviation 0.1. Therefore to each RGB image pixel $I_{xy} = [I_{xy}^r, I_{xy}^g, I_{xy}^b]^T$ we add the following quantity:

$$ [p_1, p_2, p_3][\alpha_1 \lambda_1, \alpha_2 \lambda_2, \alpha_3 \lambda_3]^T$$

where $p_i$ and $\lambda_i$ are $i$th eigenvector and eigenvalue of the $3 \times 3$ covariance matrix of RGB pixel values, respectively, and $\alpha_i$ is the aforementioned random variable. Each $\alpha_i$ is drawn only once for all the pixels of a particular training image until that image is used for training again, at which point it is re-drawn. This scheme approximately captures an important property of natural images, namely, that object identity is invariant to changes in the intensity and color of the illumination. This scheme reduces the top-1 error rate by over 1%.
Penguins!

```c
int main()
{
    int i;
    int j;
    pixel_matrix cropped;
    pixel_matrix flipped;
    pixel_matrix img;

    img = read("penguin.jpg");
    for (i = 0; i < 32; i=i+1) {
        for (j = 0; j < 32; j=j+1) {
            cropped = img<<i:i+224,j:j+224>>;
            write(cropped, "img" + str_of_int(i) + "," + str_of_int(j), "jpg");
            flipped = ~cropped;
            write(flipped, "img" + str_of_int(i) + "," + str_of_int(j) + "f", "jpg");
        }
    }
    return 0;
}
```
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