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Problem Definition 

  Task: Translate Dialects into Foreign (Target) Languages. 

  Source Japanese dialects: (Kumamoto, Kyoto, Okinawa, Osaka) 

  Target Languages: 

  Indo-European languages (English, German, Russian, Hindi)  

  Asian languages (Chinese, Korean) 

  Problems: 

  Dialects are resource-poor languages: 
  Limited parallel data to train Statistical Machine Translation 

(SMT) 

  Limited NLP tools (e.g., word segmentation) 



Approaches 

  Direct Translation 

  Pivot-based Translation: 

  SMT-based Pivot Translation: Dialect-to-Standard 
SMT followed by Standard-to-Target SMT 

  BCS-based Pivot Translation: Dialect-to-Standard 
Transduction followed by Standard-to-Target SMT 



Statistical Machine Translation 

  A maximization problem:  



Dialect-to-Standard Transduction 

  Bayesian co-segmentation (BCS) model 

  Joint-source channel model (n-gram transliteration 
model) 



Dialect-to-Standard Transduction 

  Transliteration: character-to-character mapping to 
transfer Dialect sentences to Standard word segments. 

  The paper uses a Generative Bayesian Model: 

  Avoids over-fitting.  

  Constructs compact models that have only a small number 
of  well-chosen parameters. 

  Is based on joint source channel model. 

  Is symmetric w.r.t. source and target languages. 



Joint-Source Channel Model 

  A Dialect sentence: σ = l1 , l2 , …, lL (l is a character) 

  A Standard sentence: ω = s1 , s2 , …, sS (s is a word token) 

  There exists an alignment  

 γ=<l1 … lq , s1>, …, <lr … lL , sS> 

of  K transliteration units. 

 The n-gram model: the transliteration probability of  a transliteration 
pair <l, s>k depending on its immediate n preceding transliteration pairs: 



Bayesian co-segmentation (BCS) 

  Two Models: 

  A model for generating an outcome that has already been 
generated at least once before  

  A model for assigning a probability to an outcome that has 
not yet been produced 

  The co-segmentation process is driven by a Dirichlet 
process. The underlying stochastic process for the 
generation of  a corpus of  bilingual phrase pairs (sk,tk): 



Bayesian co-segmentation (BCS) 

  The base measure G0 controls the generation of  novel 
sequence pairs: A joint spelling model to assign 
probabilities to them: 

  The generative model: 



Bayesian co-segmentation (BCS) 

  Sampling: Blocked Gibbs sampler 

  Extended the forward filtering / backward sampling DP 
algorithm to deal with bilingual segmentation. 



Experiments 



Approaches 

  Direct Translation 

  Pivot-based Translation: 

  SMT-based Pivot Translation: Dialect-to-Standard 
SMT followed by Standard-to-Target SMT 

  BCS-based Pivot Translation: Dialect-to-Standard 
Transduction followed by Standard-to-Target SMT 



Direct Translation 



SMT-based Pivot Translation 



Dialect-to-Standard Transduction 



BCS-based Pivot Translation 



Comparison of  Approaches 



Thank You 

Questions? 


