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Abstract

In this report, we present a follow up to our
2013 system which, given a named entity and
the polarity (positive or negative) of an opin-
ion expressed either by or towards it, finds
all entities that could reasonably be the tar-
gets or holders, respectively, of that sentiment.
The system operates in three steps: extract-
ing viable entity pairs, analyzing the subjec-
tivity of the text relating them, and classify-
ing the polarity of the sentiment expressed. In
addition, this year, we developed a sentiment
knowledge base to be used as a prior sentiment
scorer for each query entity.

1 Introduction

When text is presented to its audience as objective,
expressions of sentiment are often elusive, obscured
by evasive language or displaced from one entity to
another. Criticism, for example, is often implicit,
and its source difficult to locate:

As the government wraps up its Trou-
bled Asset Relief Program, the company
that received the most from the fund, the
American International Group, is offering
an exit plan with no clear sense of whether
the taxpayers will end up with a gain or a
loss (NYT, January 10, 2010).

Here, does the reporter express opinion or fact? If
it is sentiment, the target is unclear: perhaps the
unaccountable financial firm, its government care-
taker, or both. Indeed, opinion, though often dif-
ficult to read, permeates text like newswire, found

in a candidate for political office criticizing an op-
ponent, a victorious sports team congratulated by a
rival coach, or an actor put down in a snide review.
But in many cases, it can be difficult for even a hu-
man reader to determine who, exactly, the opinion
comes from, and toward what, exactly, it is targeted.

Through our participation in the Sentiment Slot
filling Task of TAC KBP 2014, we have developed
a system to address the challenges of identifying
pairs of entities related by sentimental expressions,
both in newswire text and online discussion forums.
In this paper, we briefly describe our previous sys-
tem (Rosenthal et al., 2013) which identifies named
entities and entity mentions, establishes grammati-
cal relationships, and determines the polarity of any
sentiment that may exist between them. This year
we have additionally built a sentiment knowledge
base which is used as a prior polarity score for the
candidate entities for the query.

In the rest of this paper, we describe past work in
sentiment detection, our procedure for tackling the
unique challenges of slot filling with sentiment, in-
cluding changes to the 2014 system, provide a brief
error analysis, and our continued work in the area.

2 Related Work

There has been a large amount of work on sentiment
detection. Wilson et al. (2005); Wiebe et al. (2005);
Turney. (2002); Pang and Lee (2004); Beineke et
al. (2004); Kim and Hovy. (2004); Agarwal et al.
(2009), perform sentiment detection on edited text,
while on the other hand, more recent work, Chesley
et al. (2006); Godbole et al. (2007); Yu and Kübler
(2011); Mei et al. (2007a); Go et al. (2009); Bar-



bosa and Feng (2010); Bermingham and Smeaton
(2010); Agarwal et al. (2011); Pak and Paroubek
(2010); Rosenthal and McKeown (2013), gear their
system towards social media, such as Weblogs and
Twitter.

There has been previous work that focuses on sen-
timent towards an entity or topic. One such system is
Godbole et al (2007) where they determine whether
the sentiment towards an entity within a corpus is
positive or negative and how it changes over time.
Mei et al (2007), model sentiment towards the main
topics in a document. Jiang et al (2011) perform sen-
timent towards a topic in Twitter. Nasukawa and Yi
(2003) capture sentiment towards the topics in a doc-
ument by exploring all entities where there is a se-
mantic relationship. Similarly to our approach they
explore the dependency between two entities to de-
termine their semantic relationship.

Our supervised sentiment detection system builds
off of an existing algorithm (Agarwal et al., 2009)
developed for use on newswire documents and
adapted to detect sentiment in social media (Rosen-
thal and McKeown, 2013; Rosenthal et al., 2014).
The system predicts the polarity or subjectivity of
a phrase in a given sentence (or tweet). The sys-
tem initially uses lexical scoring to determine the
polarity or subjectivity of a phrase using the Dictio-
nary of Affect in Language (DAL) (Whissel, 1989)
augmented with WordNet (Fellbaum, 1998). It then
generates many features including lexical, syntactic,
and stylistic features to automatically detect the sub-
jectivity or polarity of the phrase. The system is de-
scribed in further detail in 3.

Our system differs from previous systems in that
it performs subjectivity and polarity detection at
the phrase level using a system developed specifi-
cally for this purpose. This results in a more fine-
grained prediction which is particularly beneficial in
the TAC KBP 2014 evaluation, where the goal is to
determine the sentiment between two entities as op-
posed to the entire document.

3 Method

Given a query, {positive/negative sentiment
from/towards Entity X}, our system first finds all
candidate entities occurring near the query entity. It
then weeds out any entities that do not have a valid

relationship. Afterwards, it determines whether the
sentiment matches that in the query. All duplicate
mentions that co-refer to the same entity (such as
“Klein” and “he”, which refer to U.S. Representa-
tive Ron Klein) are winnowed into a single slot filler
based on the confidence reported by the sentiment
polarity analysis, and the most representative name
is reported. We also experiment with using only
the mention of an Entity that appears closest to the
query. This can be useful as mentions occurring
later tend to be less likely to be relevant based on
distance from the query. Query examples are shown
in Table 1. In the following sections, we describe
each of the steps in greater detail.

3.1 TAC KBP 2013

Our main system techniques are identical to those
developed for TAC 2013 (Rosenthal et al., 2013)
and are discusses in more detail in Rosenthal et al
(2013b). We used the SERIF co-reference/NER an-
notations provided by TAC KBP 2014 to obtain rel-
evant entities for the evaluation. We only looked at
entity mentions that were close in proximity to the
query entity and its mentions. We then used the
Stanford CoreNLP’s dependency parser to identify
whether each entity acted as an object or a subject in
relation to its surrounding text, and removed entity
pairs that did not have the necessary grammatical re-
lationships to each other to be expressing sentiment
in the correct direction.

We perform sentiment detection using the sys-
tem described in prior work (Rosenthal and McK-
eown, 2013; Rosenthal et al., 2014). The sys-
tem pre-processes the sentences to add Part-of-
Speech tags (POS) and chunk the sentences using
the CRF tagger and chunker (Phan, 2006b; Phan,
2006a). It then applies the Dictionary of Affect and
Language (DAL) (Whissel, 1989) augmented with
WordNet (Fellbaum, 1998) to the pre-processed sen-
tences. The DAL is an English language dictionary
used to measure the emotional content of texts with
scores for the pleasantness, activeness, and imagery.
If a word was not found in the DAL, it was looked
up in WordNet to locate synonyms and, barring their
availability, hypernyms of words in the DAL. The
scores were used to generate lexical-stylistic fea-
tures (e.g. slang, hashtags, word lengthening, excla-
mation points), and lexical and syntactical features



Query
(entity,
sentiment)

Text (correct phrase labeled, entities bolded) Valid
Slotfillers

Invalid Slotfillers

Pelosi,
pos-from

Indeed [liberals credit Pelosi] with pressuring
Obama when he was inclined to cave.

liberals “Pelosi” is not an object in re-
lation to “Obama” and “he”;
they are not evaluated for sen-
timent

Barber,
pos-towards

[Talib’s pick in the fourth quarter was about as clutch
of a play that I’ve seen around here in a long, long
time, Ronde Barber] said of his fellow cornerback.

Talib Though “fellow cornerback”
refers to Talib, this mention
would be eliminated because
“said of” is not subjective

Israel,
neg-towards

“This assault proved once again, clearly, that the cur-
rent [government of Israel does not want peace in the
region,” Erdogan] told reporters in Chile.

government
of Israel

Text between “Erdogan” and
“Chile” is not subjective

Benedict,
neg-from

But U.S. [victims of clerical abuse were not im-
pressed by Benedict’s] selections, saying some of
the bishops themselves had “troubling” records on
confronting abuse.

victims “Benedict” is not an object in
relation to “bishops”

Table 1: Examples of queries, expressions of sentiment, and valid and invalid slot fillers

(e.g POS and n-grams for the target phrase and those
surrounding it). These feature sets are reduced using
chi-square in Weka (Hall et al., 2009). In addition,
new to 2014 (Rosenthal et al., 2014), we included
a feature related to the average SentiWordNet (Bac-
cianella and Sebastiani, ) score of the phrase which
provided a small improvement (˜2%) to prior sen-
timent results. We run two variants of the phrase-
based opinion detection system for this task. The
first determines if a phrase is subjective, while the
second classifies polarity.

3.2 Sentiment Knowledge Base

Any given entity will have a tendency towards one
polarity based on the overall opinion towards that
entity. For example, the overall opinion towards a
murderer may be negative whereas the opinion to-
wards a religious leader may be positive. We sur-
mise that this general opinion can be used as prior
knowledge to provide more weight towards the po-
larity expressed to the entity in a specific situation.

We build the knowledge base by finding men-
tions of each query entity throughout the corpus. We
then find the polarity of the sentence the entity oc-
curs in and add it to the knowledge base, storing
the total sum of positive, negative, neutral, objec-
tive, and subjective occurrences. Examples from the
knowledge base are shown in Table 2. For example,
63 occurrences of sentiment towards Bronislaw Ko-

morowski were positive and 37 were negative indi-
cating an overall positive opinion towards the entity.
To improve speed we only took a maximum of 100
sentences per entity across the corpus. In addition
we limited the amount of mentions per document to
5 exact matches of the entity. In the future, we would
like to expand the knowledge base to include all en-
tities in the corpus.

3.3 Confidence

In the overall KBP system, we filter out answers
based on several metrics by reducing or increasing
the overall confidence of the answer:

• Entity is a noun: +.1

• Entities have Subject/Object Relationship: +.2

• Entities have Object/Subject Relationship: −.2

• Prior Sentiment (in Knowledge Base) is the
same as the Query Sentiment: +.1

• Author is the Entity and the word I is in the
justification: +.1

• Author is the Entity and the word I is not in the
justification: −.1



Entity Positive Negative Neutral Objective Subjective
U.N. Watch 0 3 0 0 3

Bronislaw Komorowski 63 37 0 0 100
Fred Phelps 43 57 0 0 100

Morocco 62 40 0 0 102
Falungong 24 76 0 0 100

Luiz Inacio Lula da Silva 39 61 0 0 100

Table 2: Examples of Entities in the Knowledge Base

Error Occurrence
Invalid Entity 14

Incorrect / Lack of Relationship 25
Incorrect Sentiment 6

Sentiment From a Place to the Query 8

Table 4: The common types of errors found by analyzing
a subset of 8 queries consisting of 44 answers

4 Experiments and Results

Our system submission included 5 runs with varying
combinations of filters and a confidence threshold,
outlined in Table 3. We experiment with using or
excluding the knowledge base (KB). We also exper-
iment with using the mention closest (First Mention)
to the query entity as the only candidate answer. Our
best performing system was that which employed
the most permeable filter combination (Run 5), al-
lowing all entity mentions and no threshold, with an
F-Score of 10.3%. Our runs show that the knowl-
edge base caused a decrease in performance as evi-
dent in comparing runs 3 and 4. The change in con-
fidence due to the knowledge base decreased the re-
call more than it increased the precision.

5 Discussion

It is clear from our results that the system did not
perform well. We experimented with changing the
threshold of the answers from run 5 and found that
different variations did not cause the F-score to im-
prove, but rather decrease as shown in the bottom
half of Table 3. This indicates that changes to our
confidence metrics are necessary for our system.

The common cause of error is due to choosing en-
tities poorly. For example, given the query “posi-
tive sentiment towards Federer”, our system chose
the “French” as a candidate entity with the justifica-
tion “Federer said the rivals chatted briefly Wednes-

day, and Nadal congratulated him for winning the
French”. There are several problems with this an-
swer. First of all, places are in general not good
entities. This is especially the case when trying to
find sentiment towards a person as a place can not
have an opinion about a person. The second is-
sue with this answer is that SERIF did a poor job
of extracting the entity as the entity should be the
”French open”. On a more positive note, the senti-
ment of the justification phrase was correctly deter-
mined to positive. Another issue is choosing entities
that are not related to the query entity. For example,
given the query “positive sentiment towards Mayor
Bloomberg”, our system chose “Bush” as the can-
didate entity with the justification “The mayor said
that Obama deserved praise for working out a deal
with Republican leaders to retain Bush”. The error
here is that there is no subject/object relationship be-
tween Bush and Bloomberg.

We analyzed two queries of each type (8 in total)
for a combined total off 44 answers. The types of
errors found are shown in Table 4. It is clear that
the majority of errors are due to invalid entities and
entity relationships indicating that improvement on
top of SERIF and dependency parsing are necessary.
The majority of the sentiment errors shown were re-
lated to one query where the justification was objec-
tive text describing the history of a person. Finally,
we also computed the number of errors due to choos-
ing a place as the candidate entity. This error can be
avoided by excluding all places as answers to pos-
and neg-towards person queries as a place will usu-
ally not have an opinion towards a person.

6 Conclusion and Future Work

Sentiment slot filling continues to remain a difficult
task. Our error analysis indicates that more time



Run First Mention Threshold Knowledge Base Precision Recall F-Score
1 Yes None Yes 7.1% 17% 9.9%
2 Yes None No 7.1% 17% 9.9%
3 Yes .75 Yes 9.8% 8.3% 9.0%
4 Yes .75 No 9.6% 9.2% 9.5%
5 No None Yes 6.8% 20.7% 10.3%
5 No .50 Yes 18.3% 6.6% 9.8%
5 No .75 Yes 12.9% 8.5 % 10.2%

Table 3: The top half indicates runs submitted to TAC 2014. The bottom half refers to varying the threshold value for
the results of run 5.

needs to be focused on finding correct entities and
entity relationships rather than sentiment detection.
In fact, it is likely that an excellent entity relation-
ship system would do well at this task even if sen-
timent was ignored altogether. In the future, we
would like to explore using additional coreference
tools and taking a more thorough look at the gram-
matical parse trees to determine the proper relation-
ship between two entities.
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