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Virtual Machine Migration Use Cases

Source

» Disaster avoidance: migrate virtual machines out of hurricane-prone data center to
a more stable data center during hurricane season

* Dynamic resource management, on-the-fly infrastructure maintenance with low
customer impact

« Spill-over from private to public cloud, load-sharing/off-loading between clouds

» Migrate between test and production environments

 Data Center consolidation and relocation
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Migrate memory, register, and configuration files
of a VM from one hypervisor to another
hypervisor while the VM is running.

shared SAN

volume
8

mgmt / migration
network
production

Live Migration Requirements

LAN
(mature)

network

Network

Migrated
VM uses
same IP
address

High
bandwidth,
short delay,
stable

Storage

Shared
storage

© 2010 IBM Corporation



Xen Live Memory Migration

VM running normally on | Stage 0: Pre-Migration
Host A Active VM on Host A
Alternate physical host may be preselected for migration
Block devices mirrored and free resocurces maintained
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Figure 1: Migration timeline

From [ NSDI '05]
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How long does it take to migrate a running VM?

What is the impact on running applications?

Effect of Migration on Web Server Transmission Rata
tal pracopy, G2 s8cs Lrther teratons

1000

HTD Mbit'ase

723 Mbil/sac

" S8 secs

T oan o : W
% ' s ;
= 600 -
= !
£ an -
=y} =] b= 185ms lodal downteme
E 200
512K files Sampa ovar 100ms
100 cencurren chanis Sampla over 500ms
o ] ] T T T T T I I I | | |
4] i 20 30 4 &0 L] T Bl a0 o 110 120 3
Elapsed time (secs)
Ao Iterative Progress of Live Migration; SPECweh99
330 Cherns (205 af max aad), BO0ME WM
Tatal Dath Trengmitied: QEOME (i 20) In the fing iteretion, the domain s suspended. The remaining
184 ME of dirty pages are senf and the Wi msuwmes axesufion
= || Aree of Bars an the rsmafe maching, n addfiion o the 201ms mquirsd i
S WM memiry treredered. cogy the @t mund of dais, &n edditional Sma slspss wirie e
i b i WM starts up. The lofal downtime for s experiment s 210ms,
L™
=3
=
. The frat iteration (vo/ves & long, relatively wrate fanslsr of
x the ¥M's mamany. In this exarpls, 768 MB ars ransined in
5 841 saconds. Thess early phasss allow non-aritahie wodking
T set clafs do e ansfered with & fow impael an actlve sarvices,

3 j = ESapiuedd Time {s8c|

Figure 9; Results of migrating a running SPECweb VM.

From [ NSDI ’095]
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Planning when to migrate, what to migrate, where to migrate to?




LAN Live Memory Migration

Migrate memory, register, and configuration files
of a VM from one hypervisor to another
hypervisor while the VM is running.
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Pre-copy

“pre-copy the image,
then transfer the
memory” VEE '07 [2]

Post-copy
[6,7]

Pre+Post-copy [8]

Image File Transfer Memory Migration

Intercept, record and transfer written blocks

Memory Migration

Background Image Copy

On-demand Fetching

Image File Transfer

Background for

Memory |
Mlgratlon On-demand
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Networking issues: How can client connections continue to function after

wide area migration?

Scenario 1: Assuming VM undergoes IP

address changes
— Dynamic DNS
— Tunneling
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Live migration performance over the wide area [VEE '07]

scp reyne || Our system
LAN Migration iime (s) | 14%.32 L] 20674
Disruption time (s) | 148.32 T2 3.12
WAN _ Migration ime (5) | 4383 2160 3777
Disruption time (8) | 4385 2749 67.96

Table 2. Companson with freeze-and-copy approaches, with HTTP wraffie carnied over the secondary network.

What can we do to improve this?
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Planning migrations to the cloud [Sigcomm’10]
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Planning hybrid cloud layouts

 Cost savings, Application response times, Bandwidth costs
- Scale and complexity of enterprises applications

Local Data
Center

Center
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Other migration considerations such as migrating security policies

*Security most important initiative for 83% of surveyed operators

*Security policies often realized using Access Control Lists (ACLSs)

*Typical to see hundreds of firewall contexts, ACLs with hundreds
of rules

Local Data
Center

Center
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