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Migration Technologies and Process Steps
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Live Migration In a LAN
•VMWare VMotion
•Xen Live Migration (NSDI ’05 [1])
•KVM Live Migration, KVM Block Migration
•IBM System p Live Partition Mobility
•Hyper-V

Live Migration Across WANs 
•VEE’07 [2]
•CCGRID’09
•VIDC’09
•INM’07 [4]
•Cisco/VMWare White Paper [3]

Migration to Cloud
•Sigcomm ’10 [5]
•P2V Conversion (VMWare vCenter Converter, 
PlateSpin Migrate)
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Virtual Machine Migration Use Cases

Target
Source

• Disaster avoidance: migrate virtual machines out of hurricane-prone data center to 
a more stable data center during hurricane season
• Dynamic resource management, on-the-fly infrastructure maintenance with low 
customer impact
• Spill-over from private to public cloud, load-sharing/off-loading between clouds
• Migrate between test and production environments
• Data Center consolidation and relocation
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Live memory migration capabilities in the LAN

Migrate memory, register, and configuration files 

of a VM from one hypervisor to another 

hypervisor while the VM is running. 
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Xen Live Memory Migration

From [ NSDI ’05]
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How long does it take to migrate a running VM?
What is the impact on running applications?

From [ NSDI ’05]
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Planning when to migrate, what to migrate, where to migrate to?
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Technical challenges for live migration across the wide area
LAN Live Memory Migration 

Migrate memory, register, and configuration files 

of a VM from one hypervisor to another 

hypervisor while the VM is running. 
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Pre-copy vs. post-copy 

Pre-copy
“pre-copy the image, 
then transfer the 
memory” VEE ’07 [2]

Post-copy 
[6,7]

Pre+Post-copy [8]

Image File Transfer Memory Migration

Intercept, record and transfer written blocks

Memory Migration
Background Image Copy

On-demand Fetching

Image File Transfer
Memory 
Migration

Background for 
Dirty Blocks
On-demand 

Fetching

Pros and Cons?
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Networking issues: How can client connections continue to function after 
wide area migration?

Scenario 1: Assuming VM undergoes IP 

address changes
– Dynamic DNS

– Tunneling

Make VM keep its old IP address
– LAN extensions over the wide area (VPN, 

VLAN, VPLS/MPLS)

– Mobile IP
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Live migration performance over the wide area [VEE ’07]

What can we do to improve this?
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Planning migrations to the cloud [Sigcomm’10]
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Planning hybrid cloud layouts

• Cost savings,  Application response times, Bandwidth costs

• Scale and complexity of enterprises applications
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Other migration considerations such as migrating security policies

an ACL
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•Security most important initiative for 83% of surveyed operators

•Security policies often realized using Access Control Lists (ACLs)

•Typical to see hundreds of firewall contexts,  ACLs with hundreds 

of rules 

14
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