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Abstract

We study the fundamental problem of learning an unknown large-margin half-
space in the context of parallel computation.

Our main positive result is a parallel algorithm for learning a large-margin half-
space that is based on interior point methods from convex optimization and fast
parallel algorithms for matrix computations. We show that this algorithm learns
an unknown γ-margin halfspace over n dimensions using poly(n, 1/γ) processors
and runs in time Õ(1/γ) + O(log n). In contrast, naive parallel algorithms that
learn a γ-margin halfspace in time that depends polylogarithmically on n have
Ω(1/γ2) runtime dependence on γ.

Our main negative result deals with boosting, which is a standard approach to
learning large-margin halfspaces. We give an information-theoretic proof that in
the original PAC framework, in which a weak learning algorithm is provided as an
oracle that is called by the booster, boosting cannot be parallelized: the ability to
call the weak learner multiple times in parallel within a single boosting stage does
not reduce the overall number of successive stages of boosting that are required.

1 Introduction

In this paper we consider large-margin halfspace learning in the PAC model: there is a target half-
space f(x) = sign(w ·x), where w is an unknown unit vector, and an unknown probability distribu-
tionD over the unit ball Bn = {x ∈ Rn : ‖x‖2 ≤ 1}which has support on {x ∈ Bn : |w ·x| ≥ γ}.
(Throughout this paper we refer to such a combination of target halfspace f and distribution D
as a γ-margin halfspace.) The learning algorithm is given access to labeled examples (x, f(x))
where each x is independently drawn from D, and it must with high probability output a hypothesis
h : Rn → {−1, 1} that satisfies Prx∼D[h(x) 6= f(x)] ≤ ε. Learning a large-margin halfspace is
a fundamental problem in machine learning; indeed, one of the most famous algorithms in machine
learning is the Perceptron algorithm [25] for this problem. PAC algorithms based on the Percep-
tron [17] run in poly(n, 1

γ ,
1
ε ) time, use O( 1

εγ2 ) labeled examples in Rn, and learn an unknown
n-dimensional γ-margin halfspace to accuracy 1− ε.
A motivating question: achieving Perceptron’s performance in parallel? The last few years have
witnessed a resurgence of interest in highly efficient parallel algorithms for a wide range of compu-
tational problems in many areas including machine learning [33, 32]. So a natural goal is to develop
an efficient parallel algorithm for learning γ-margin halfspaces that matches the performance of the
Perceptron algorithm. A well-established theoretical notion of efficient parallel computation is that
an efficient parallel algorithm for a problem with input size N is one that uses poly(N) processors
and runs in parallel time polylog(N), see e.g. [12]. Since the input to the Perceptron algorithm is a
sample of poly( 1

ε ,
1
γ ) labeled examples in Rn, we naturally arrive at the following:
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Algorithm Number of processors Running time
naive parallelization of Perceptron poly(n, 1/γ) Õ(1/γ2) +O(log n)

naive parallelization of [27] poly(n, 1/γ) Õ(1/γ2) +O(log n)
polynomial-time linear programming [2] 1 poly(n, log(1/γ))

This paper poly(n, 1/γ) Õ(1/γ) +O(log n)

Table 1: Bounds on various parallel algorithms for learning a γ-margin halfspace over Rn.

Main Question: Is there a learning algorithm that uses poly(n, 1
γ ,

1
ε ) processors

and runs in time poly(log n, log 1
γ , log 1

ε ) to learn an unknown n-dimensional γ-
margin halfspace to accuracy 1− ε?

(See [31] for a detailed definition of parallel learning algorithms; here we only recall that an effi-
cient parallel learning algorithm’s hypothesis must be efficiently evaluatable in parallel.) As Freund
[10] has largely settled how the resources required by parallel algorithms scale with the accuracy
parameter ε (see Lemma 6 below), our focus in this paper is on γ and n, leading to the following:

Main Question (simplified): Is there a learning algorithm that uses poly(n, 1
γ )

processors and runs in time poly(log n, log 1
γ ) to learn an unknown n-dimensional

γ-margin halfspace to accuracy 9/10?

This question, which we view as a fundamental open problem, inspired the research reported here.

Prior results. Table 1 summarizes the running time and number of processors used by various par-
allel algorithms to learn a γ-margin halfspace over Rn. The naive parallelization of Perceptron in
the first line of the table is an algorithm that runs for O(1/γ2) stages; in each stage it processes
all of the O(1/γ2) examples simultaneously in parallel, identifies one that causes the Perceptron
algorithm to update its hypothesis vector, and performs this update. We do not see how to obtain
parallel time bounds better than O(1/γ2) from recent analyses of other algorithms based of gra-
dient descent (such as [7, 8, 4]), some of which use assumptions incomparable in strength to the
γ-margin condition studied here. The second line of the table corresponds to a similar naive par-
allelization of the boosting-based algorithm of [27] that achieves Perceptron-like performance for
learning a γ-margin halfspace. It boosts for O(1/γ2) stages over a O(1/γ2)-size sample; using one
processor for each coordinate of each example, the running time bound is Õ(1/γ2) · log n, using
poly(n, 1/γ) processors. (For both this algorithm and the Perceptron the time bound can be im-
proved to Õ(1/γ2) + O(log n) as claimed in the table by using an initial random projection step;
we explain how to do this in Section 2.) The third line of the table, included for comparison, is
simply a standard sequential algorithm for learning a halfspace based on polynomial-time linear
programming executed on one processor, see e.g. [2, 14].

Efficient parallel algorithms have been developed for some simpler PAC learning problems such
as learning conjunctions, disjunctions, and symmetric Boolean functions [31]. [6] gave efficient
parallel PAC learning algorithms for some geometric constant-dimensional concept classes.

In terms of negative results for parallel learning, [31] shows that (under a complexity-theoretic
assumption) there is no parallel algorithm using poly(n) processors and polylog(n) time that
constructs a halfspace hypothesis that is consistent with a given linearly separable data set of n-
dimensional labeled examples. This does not give a negative answer to the Main Question for several
reasons: the Main Question allows any hypothesis representation (that can be efficiently evaluated in
parallel), allows the number of processors to grow inverse polynomially with the margin parameter
γ, and allows the final hypothesis to err on up to (say) 5% of the points in the data set.

Our results. Our main positive result is a parallel algorithm that uses poly(n, 1/γ) processors
to learn γ-margin halfspaces in parallel time Õ(1/γ) + O(log n) (see Table 1). We believe ours
is the first algorithm that runs in time polylogarithmic in n and subquadratic in 1/γ. Our analy-
sis can be modified to establish similar positive results for other formulations of the large-margin
learning problem, including ones (see [28]) that have been tied closely to weak learnability (these
modifications are not presented due to space constraints). In contrast, our main negative result is an
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information-theoretic argument that suggests that such positive parallel learning results cannot be
obtained by boosting alone. We show that if the weak learner must be called as an oracle, boosting
cannot be parallelized: any parallel booster must perform Ω(1/γ2) sequential stages of boosting a
“black-box” γ-advantage weak learner in the worst case. This extends an earlier lower bound of
Freund [10] for standard (sequential) boosters that can only call the weak learner once per stage.

2 A parallel algorithm for learning γ-margin halfspaces over Bn

Our parallel algorithm is an amalgamation of existing tools from high-dimensional geometry, con-
vex optimization, parallel algorithms for linear algebra, and learning theory. Roughly speaking the
algorithm works as follows: given a data set ofm = Õ(1/γ2) labeled examples from Bn×{−1, 1},
it begins by randomly projecting the examples down to d = Õ(1/γ2) dimensions. This essentially
preserves the geometry so the resulting d-dimensional labeled examples are still linearly separable
with margin Θ(γ). The algorithm then uses a variant of a linear programming algorithm of Renegar
[24, 21] which, roughly speaking, solves linear programs with m constraints to high accuracy using
(essentially)

√
m stages of Newton’s method. Within Renegar’s algorithm we employ fast parallel

algorithms for linear algebra [22] to carry out each stage of Newton’s method in polylog(1/γ) par-
allel time steps. This suffices to learn the unknown halfspace to high constant accuracy (say 9/10);
to get a 1 − ε-accurate hypothesis we combine the above procedure with Freund’s approach [10]
for boosting accuracy that was mentioned in the introduction. The above sketch omits many details,
including crucial issues of precision in solving the linear programs to adequate accuracy. In the rest
of this section we address the necessary details in full and prove the following theorem:

Theorem 1 There is a parallel algorithm with the following performance guarantee: Let f,D define
an unknown γ-margin halfspace over Bn as described in the introduction. The algorithm is given as
input ε, δ > 0 and access to labeled examples (x, f(x)) that are drawn independently fromD. It runs
inO(((1/γ)polylog(1/γ)+log(n)) log(1/ε)+log log(1/δ)) time, uses poly(n, 1/γ, 1/ε, log(1/δ))
processors, and with probability 1−δ it outputs a hypothesis h satisfying Prx∼D[h(x) 6= f(x)] ≤ ε.

We assume that the value of γ is “known” to the algorithm, since otherwise the algorithm can use a
standard “guess and check” approach trying γ = 1, 1/2, 1/4, etc., until it finds a value that works.

We first describe the tools from the literature that are used in the algorithm.

Random projection. We say that a random projection matrix is a matrix A chosen uniformly from
{−1, 1}n×d. Given such an A and a unit vector w ∈ Rn (recall that the target halfspace f is
f(x) = sign(w · x)), let w′ denote (1/

√
d)wA. After transformation by A the distribution D over

Bn is transformed to a distribution D′ over Rd in the natural way: a draw x′ from D′ is obtained by
making a draw x from D and setting x′ = (1/

√
d)xA. We will use the following lemma from [1]:

Lemma 1 [1] Let f(x) = sign(w · x) and D define a γ-margin halfspace as de-
scribed in the introduction. For d = O((1/γ2) log(1/γ)), a random n × d projection
matrix A will with probability 99/100 induce D′ and w′ as described above such that

Prx′∼D′

[∣∣∣ w′

‖w′‖ · x
′
∣∣∣ < γ/2 or ‖x′‖2 > 2

]
≤ γ4.

Convex optimization. We recall some tools we will use from convex optimization over Rd [24, 3].

Let F be the convex barrier function F (u) =
∑d
i=1 log

(
1

(ui−ai)(bi−ui)

)
(we specify the values

ai < bi below). Let g(u) be the gradient of F at u; note that g(u)i = 1
bi−ui −

1
ui−ai . Let H(u)

be the Hessian of F at u, let ||v||u =
√

vTH(u)v, and let n(u) = −H(u)−1g(u) be the Newton
step at u. For a linear subspace L of Rd, let F|L be the restriction of F to L, i.e. the function that
evaluates to F on L and∞ everywhere else.

We will apply interior point methods to approximately solve problems of the following form, where
a1, ..., ad, b1, ..., bd ∈ [−2, 2], |bi − ai| ≥ 2 for all i, and L is a subspace of Rd:

minimize − u1 such that u ∈ L and ai ≤ xi ≤ bi for all i. (1)

Let z ∈ Rd be the minimizer, and let opt be the optimal value of (1).
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The algorithm we analyze minimizes Fη(u) def= −ηu1 + F|L(u) for successively larger values of η.
Let z(η) be the minimizer of Fη , let optη = Fη(z(η)), and let nη(u) be its Newton step. (To keep
the notation clean, the dependence on L is suppressed from the notation.)

As in [23], we periodically round intermediate solutions to keep the bit complexity under control.
The analysis of such rounding in [23] requires a problem transformation which does not preserve
the large-margin condition that we need for our analysis, so we give a new analysis, using tools
from [24], and a simpler algorithm. It is easier to analyze the effect of the rounding on the quality
of the solution than on the progress measure used in [24]. Fortunately, [3] describes an algorithm
that can go from an approximately optimal solution to a solution with a good measure of progress
while controlling the bit complexity of the output. The algorithm repeatedly finds the direction of
the Newton step, and then performs a line search to find the approximately optimal step size.

Lemma 2 ([3, Section 9.6.4]) There is an algorithm Abt with the following property. Suppose for
any η > 0, Abt is given u with rational components such that Fη(u) − optη ≤ 2. Then after
constantly many iterations of Newton’s method and back-tracking line search,Abt returns an u+ that
(i) satisfies ||nη(u+)||u+ ≤ 1/9; and (ii) has rational components that have bit-length bounded by a
polynomial in d, the bit length of u, and the bit length of the matrixA such that L = {v : Av = 0}.1

We analyze the following variant of the usual central path algorithm for linear programming, which
we call Acpr. It takes as input a precision parameter α and outputs the final u(k).

• Set η1 = 1, β = 1 + 1
8
√

2d
and ε = 1

d2
√
d(5d/α+

√
d210d/α+2d+1)e .

• Given u as input, run Abt starting with u to obtain u(1) such that ||nη1(u(1))||u(1) ≤ 1/9.

• For k from 2 to 1 + d log(4d/α)
log(β) e perform the following steps (i)–(iv): (i) set ηk = βηk−1;

(ii) set w(k) = u(k−1) +nηk(u(k−1)) (i.e. do one step of Newton’s method); (iii) form r(k)

by rounding each component of w(k) to the nearest multiple of ε, and then projecting back
onto L; (iv) Run Abt starting with r(k) to obtain u(k) such that ||nηk(u(k))||u(k) ≤ 1/9.

The following lemma, implicit2 in [3, 24], bounds the quality of the solutions in terms of the progress
measure ||nηk(u)||u.

Lemma 3 If u ∈ L and ||nηk(u)||u ≤1/9, then Fηk(u)−optηk ≤||nηk(u)||2u and−u1−opt ≤ 4d
ηk
.

The following key lemma shows that rounding intermediate solutions does not do too much harm:

Lemma 4 For any k, if Fηk(w(k)) ≤ optηk + 1/9, then Fηk(r(k)) ≤ optηk + 1.

Proof: Fix k, and note that ηk = βk−1 ≤ 5d/α. We henceforth drop k from all notation.

First, we claim that
κ = min

i
{|ai − wi|, |bi − wi|} ≥ 2−2η−2d−1/9. (2)

Let m = ((a1 + b1)/2, ..., (ad + bd)/2). Since Fη(w) ≤ optη + 1/9, we have Fη(w) ≤ Fη(m) +
1/9 ≤ η + 1/9. But minimizing each term of Fη separately, we get Fη(w) ≥ log

(
1
κ

)
− 2d − η.

Combining this with the previous inequality and solving for κ yields (2).

Since ||w − r|| ≤ ε
√
d, recalling that ε ≤ 1

2
√
d(5d/α+

√
d210d/α+2d+1)

, we have

min
i
{|ai − ri|, |bi − ri|} ≥ 2−2η−2d−1/9 − ε

√
d ≥ 2−2η−2d−1. (3)

1We note for the reader’s convenience that λ(u) in [3] is the same as our ||n(u+)||u+ . The analysis on pages
503-505 of [3] shows that a constant number of iterations suffice. Each step is a projection of H(u)−1g(u)
onto L, which can be seen to have bit-length bounded by a polynomial in the bit-length of u. Composing
polynomials constantly many times yields a polynomial, which gives the claimed bit-length bound for u+.

2The first inequality is (9.50) from [3]. The last line of p. 46 of [24] proves that ||nηk (u)||u ≤ 1/9 implies
||u− z(η)||z(η) ≤ 1/5 from which the second inequality follows by (2.14) of [24], using the fact that ϑ = 2d
(proved on page 35 of [24]).
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Now, define ψ : R→ R by ψ(t) = Fη

(
w + t r−w

||r−w||

)
. We have

Fη(r)− Fη(w) = ψ(||r−w||)− ψ(0) =
∫ ||r−w||

0

ψ′(t)dt ≤ ||r−w||max
t
|ψ′(t)|. (4)

Let S be the line segment between w and r. Since for each t ∈ [0, ||r − w||] the value ψ′(t) is a
directional derivative of Fη at some point of S, (4) implies that, for the gradient gη of Fη ,

Fη(r)− Fη(w) ≤ ||w − r||max{||gη(s)|| : s ∈ S}. (5)

However (3) and (2) imply that min{|ai − si|, |bi − si|} ≥ 2−2η−2d−1 for all s ∈ S. Recalling that
g(u)i = 1

bi−ui −
1

ui−ai , this means that ||gη(s)|| ≤ η +
√
d22η+2d+1 so that applying (5) we get

Fη(r)−Fη(w) ≤ ||w− r||(η+
√
d22η+2d+1). Since ||w− r|| ≤ ε

√
d, we have Fη(r)−Fη(w) ≤

ε
√
d(η +

√
d22η+2d+1) ≤ ε

√
d(5d/α+

√
d210d/α+2d+1) ≤ 1/2, and the lemma follows.

Fast parallel linear algebra: inverting matrices. We will use an algorithm due to Reif [22]:

Lemma 5 ([22]) There is a polylog(d, L)-time, poly(d, L)-processor parallel algorithm which,
given as input a d× d matrix A with rational entries of total bit-length L, outputs A−1.

Learning theory: boosting accuracy. The following is implicit in the analysis of Freund [10].

Lemma 6 ([10]) Let D be a distribution over (unlabeled) examples. Let A be a parallel learning
algorithm such that for all D′ with support(D′) ⊆ support(D), given draws (x, f(x)) from D′, with
probability 9/10 A outputs a hypothesis with accuracy 9/10 (w.r.t. D′) using P processors in T
time. Then there is a parallel algorithm B that with probability 1− δ constructs a (1− ε)-accurate
hypothesis (w.r.t. D) inO(T log(1/ε)+log log(1/δ)) time using poly(P, 1/ε, log(1/δ)) processors.

2.1 Proof of Theorem 1

As described at the start of this section, due to Lemma 6, it suffices to prove the lemma in the case
that ε = 1/10 and δ = 1/10. We assume w.l.o.g. that γ = 1/integer.

The algorithm first selects an n × d random projection matrix A where d = O(log(1/γ)/γ2).
This defines a transformation ΦA : Bn → Rd as follows: given x ∈ Bn, the vector ΦA(x) ∈
Rd is obtained by (i) rounding each xi to the nearest integer multiple of 1/(4d

√
n/γe); then (ii)

setting x′ = (1/2
√
d)xA; and finally (iii) rounding each x′i to the nearest multiple of 1/(8dd/γe).

Given x it is easy to compute ΦA(x) using O(n log(1/γ)/γ2) processors in O(log(n/γ)) time. Let
D′ denote the distribution over Rd obtained by applying ΦA to D. Across all coordinates D′ is
supported on rational numbers with the same poly(1/γ) common denominator. By Lemma 1, with
probability 99/100 over A, the target-distribution pair (w′ = (1/

√
d)wA,D′) satisfies

Pr
x′∼D′

[
|x′ · (w′/‖w′‖)| < γ′

def= γ/8 or ‖x′‖2 > 1
]
≤ γ4. (6)

The algorithm next draws m = c log(1/γ)/γ2 labeled training examples (ΦA(x), f(x)) from
D′; this can be done in O(log(n/γ)) time using O(n) · poly(1/γ) processors as noted above.
It then applies Acpr to find a d-dimensional halfspace h that classifies all m examples correctly
(more on this below). By (6), with probability at least (say) 29/30 over the random draw of
(ΦA(x1), ym), ..., (ΦA(xm), ym), we have that yt(w′ · ΦA(xt)) ≥ γ and ||ΦA(xt)|| ≤ 1 for all
t = 1, . . . ,m. Now the standard VC bound for halfspaces [30] applied to h and D′ implies that
since h classifies all m examples correctly, with overall probability at least 9/10 its accuracy is at
least 9/10 with respect to D′, i.e. Prx∼D[h(ΦA(x)) 6= f(x)] ≤ 1/10. So the hypothesis h ◦ΦA has
accuracy 9/10 with respect to D with probability 9/10 as required by Lemma 6.

It remains to justify the above claim about Acpr classifying all examples correctly, and analyze the
running time. More precisely we show that given m = O(log(1/γ)/γ2) training examples in Bd

with rational components that all have coordinates with a common denominator that is poly(1/γ)
and are separable with a margin γ′ = γ/8, Acpr can be used to construct a d-dimensional halfspace
that classifies them all correctly in Õ(1/γ) parallel time using poly(1/γ) processors.
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Given (x′1, y1), ..., (x′m, ym) ∈ Bd × {−1, 1} satisfying the above conditions, we will apply algo-
rithm Acpr to the following linear program, called LP, with α = γ′/2: “minimize −s such that
yt(v · x′t)− st = s and 0 ≤ st ≤ 2 for all t ∈ [m]; −1 ≤ vi ≤ 1 for all i ∈ [d]; and −2 ≤ s ≤ 2.”
Intuitively, s is the minimum margin over all examples, and st is the difference between each exam-
ple’s margin and s. The subspace L is defined by the equality constraints yt(v · x′t)− st = s.

Our analysis will conclude by applying the following lemma, with an initial solution of s = −1,
v = 0, and st = 1 for all t. (Note that u1 corresponds to s.)

Lemma 7 Given any d-dimensional linear program in the form (1), and an initial solution u ∈ L
such that min{|ui − ai|, |ui − bi|} ≥ 1 for all i, Algorithm Acpr approximates the optimal solution
to an additive ±α. It runs in

√
d · polylog(d/α) parallel time and uses poly(1/α, d) processors.

The LP constraints enforce that all examples are classified correctly with a margin of at least s. The
feasible solution in which v is w′/||w′||, s equals γ′ and st = yt(v ·x′t)−s shows that the optimum
solution of LP has value at most −γ′. So approximating the optimum to an additive ±α = ±γ′/2
ensures that all examples are classified correctly, and it is enough to prove Lemma 7.

Proof of Lemma 7: First, we claim that, for all k, ||nηk(u(k))||u(k) ≤ 1/9; given this, since the
final value of ηk is at least 4d/α, Lemma 3 implies that the solution is α-close to optimal. We induct
on k. For k = 1, since initially mini{|ui−ai|, |ui−bi|} ≥ 1, we have F (u) ≤ 0, and, since η1 = 1
and u1 ≥ −1 we have Fη1(u) ≤ 1 and optη1 ≥ −1. So we can apply Lemma 2 to get the base case.
Now, for the induction step, suppose ||nηk(u(k))||u(k) ≤ 1/9. It then follows3 from [24, page 46]
that ||nηk+1(w(k+1))||w(k+1) ≤ 1/9. Next, Lemmas 3 and 4 imply that Fηk+1(r(k+1))− optηk+1

≤
1. Then Lemma 2 gives ||nηk+1(u(k+1))||u(k+1) ≤ 1/9 as required.

Next, we claim that the bit-length of all intermediate solutions is at most poly(d, 1/γ). This holds for
r(k), and follows for u(k) and w(k) because each of them is obtained from some r(k) by performing
a constant number of operations each of which blows up the bit length at most polynomially (see
Lemma 2). Since each intermediate solution has polynomial bit length, the matrix inverses can be
computed in polylog(d, 1/γ) time using poly(d, 1/γ) processors, by Lemma 5. The time bound
then follows from the fact that there are at most O(

√
d log(d/α)) iterations.

3 Lower bound for parallel boosting in the oracle model

Boosting is a widely used method for learning large-margin halfspaces. In this section we consider
the question of whether boosting algorithms can be efficiently parallelized. We work in the original
PAC learning setting [29, 16, 26] in which a weak learning algorithm is provided as an oracle that is
called by the boosting algorithm, which must simulate a distribution over labeled examples for the
weak learner. Our main result for this setting is that boosting is inherently sequential; being able to
to call the weak learner multiple times in parallel within a single boosting stage does not reduce the
overall number of sequential boosting stages that are required. In fact we show this in a very strong
sense, by proving that a boosting algorithm that runs arbitrarily many copies of the weak learner in
parallel in each stage cannot save even one stage over a sequential booster that runs the weak learner
just once in each stage. This lower bound is unconditional and information-theoretic.

Below we first define the parallel boosting framework and give some examples of parallel boosters.
We then state and prove our lower bound on the number of stages required by parallel boosters. A
consequence of our lower bound is that Ω(log(1/ε)/γ2) stages of parallel boosting are required in
order to boost a γ-advantage weak learner to achieve classification accuracy 1 − ε no matter how
many copies of the weak learner are used in parallel in each stage.

Our definition of weak learning is standard in PAC learning, except that for our discussion it suffices
to consider a single target function f : X → {−1, 1} over a domain X.

Definition 1 A γ-advantage weak learner L is an algorithm that is given access to a source of inde-
pendent random labeled examples drawn from an (unknown and arbitrary) probability distribution

3Noting that ϑ ≤ 2d [24, page 35].
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P over labeled examples {(x, f(x))}x∈X . L must4 return a weak hypothesis h : X → {−1, 1} that
satisfies Pr(x,f(x))←P [h(x) = f(x)] ≥ 1/2 + γ. Such an h is said to have advantage γ w.r.t. P.

We fix P to henceforth denote the initial distribution over labeled examples, i.e. P is a distribution
over {(x, f(x))}x∈X where the marginal distribution PX may be an arbitrary distribution over X.

Intuitively, a boosting algorithm runs the weak learner repeatedly on a sequence of carefully chosen
distributions to obtain a sequence of weak hypotheses, and combines the weak hypotheses to obtain a
final hypothesis that has high accuracy under P. We give a precise definition below, but first we give
some intuition to motivate our definition. In stage t of a parallel booster the boosting algorithm may
run the weak learner many times in parallel using different probability distributions. The probability
weight of a labeled example (x, f(x)) under a distribution constructed at the t-th stage of boosting
may depend on the values of all the weak hypotheses from previous stages and on the value of
f(x), but may not depend on any of the weak hypotheses generated by any of the calls to the weak
learner in stage t. No other dependence on x is allowed, since intuitively the only interface that
the boosting algorithm should have with each data point is through its label and the values of the
weak hypotheses from earlier stages. We further observe that since the distribution P is the only
source of labeled examples, a booster should construct the distributions at each stage by somehow
“filtering” examples (x, f(x)) drawn from P based only on the value of f(x) and the values of the
weak hypotheses from previous stages. We thus define a parallel booster as follows:

Definition 2 (Parallel booster) A T -stage parallel boosting algorithm with N -fold parallelism is
defined by TN functions {αt,k}t∈[T ],k∈[N ] and a (randomized) Boolean function h, where αt,k :
{−1, 1}(t−1)N+1 → [0, 1] and h : {−1, 1}TN → {−1, 1}. In the t-th stage of boosting the weak
learner is run N times in parallel. For each k ∈ [N ], the distribution Pt,k over labeled examples
that is given to the k-th run of the weak learner is as follows: a draw from Pt,k is made by drawing
(x, f(x)) from P and accepting (x, f(x)) as the output of the draw from Pt,k with probability
px = αt,k(h1,1(x), . . . , ht−1,N (x), f(x)) (and rejecting it and trying again otherwise). In stage t,
for each k ∈ [N ] the booster gives the weak learner access to Pt,k as defined above and the weak
learner generates a hypothesis ht,k that has advantage at least γ w.r.t. Pt,k.

After T stages, TN weak hypotheses {ht,k}t∈[T ],k∈[N ] have been obtained from the weak learner.
The final hypothesis of the booster is H(x) := h(h1,1(x), . . . , hT,N (x)), and its accuracy is
minht,k Pr(x,f(x))←P [H(x) = f(x)], where the min is taken over all sequences of TN weak hy-
potheses subject to the condition that each ht,k has advantage at least γ w.r.t. Pt,k.

The parameter N above corresponds to the number of processors that the parallel booster is using;
we get a sequential booster when N = 1. Many of the most common PAC-model boosters in the
literature are sequential boosters, such as [26, 10, 9, 11, 27, 5] and others. In [10] Freund gave a
boosting algorithm and showed that after T stages of boosting, his algorithm generates a final hy-
pothesis that is guaranteed to have error at most vote(γ, T ) def=

∑bT/2c
j=0

(
T
j

) (
1
2 + γ

)j (1/2− γ)T−j

(see Theorem 2.1 of [10]). Freund also gave a matching lower bound by showing (see his Theo-
rem 2.4) that any T -stage sequential booster must have error at least as large as vote(γ, T ), and so
consequently any sequential booster that generates a (1− ε)-accurate final hypothesis must run for
Ω(log(1/ε)/γ2) stages. Our Theorem 2 below extends this lower bound to parallel boosters.

Several parallel boosting algorithms have been given in the literature, including branching pro-
gram [20, 13, 18, 19] and decision tree [15] boosters. All of these boosters take Ω(log(1/ε)/γ2)
stages to learn to accuracy 1 − ε; our theorem below implies that any parallel booster must run for
Ω(log(1/ε)/γ2) stages no matter how many parallel calls to the weak learner are made per stage.

Theorem 2 Let B be any T -stage parallel boosting algorithm with N -fold parallelism. Then for
any 0 < γ < 1/2, whenB is used to boost a γ-advantage weak learner the resulting final hypothesis
may have error as large as vote(γ, T ) (see the discussion after Definition 2).

We emphasize that Theorem 2 holds for any γ and any N that may depend on γ in an arbitrary way.

4The usual definition of a weak learner would allowL to fail with probability δ. This probability can be made
exponentially small by running L multiple times so for simplicity we assume there is no failure probability.
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The theorem is proved as follows: fix any 0 < γ < 1/2 and fix B to be any T -stage parallel
boosting algorithm. We will exhibit a target function f and a distribution P over {(x, f(x))x∈X ,
and describe a strategy that a weak learner W can use to generate weak hypotheses ht,k that each
have advantage at least γ with respect to the distributions Pt,k. We show that with this weak learner
W , the resulting final hypothesis H that B outputs will have accuracy at most 1− vote(γ, T ).

We begin by describing the desired f and P . The domain X of f is X = Z × Ω, where Z =
{−1, 1}n and Ω is the set of all ω = (ω1, ω2, . . . ) where each ωi belongs to {−1, 1}. The target
function f is simply f(z, ω) = z. The distribution P = (PX ,PY ) over {(x, f(x))}x∈X is defined
as follows. A draw from P is obtained by drawing x = (z, ω) from PX and returning (x, f(x)). A
draw of x = (z, ω) from PX is obtained by first choosing a uniform random value in {−1, 1} for z,
and then choosing ωi ∈ {−1, 1} to equal z with probability 1/2 + γ independently for each i. Note
that under P , given the label z = f(x) of a labeled example (x, f(x)), each coordinate ωi of x is
correct in predicting the value of f(x, z) with probability 1/2 + γ independently of all other ωj’s.

We next describe a way that a weak learner W can generate a γ-advantage weak hypothesis each
time it is invoked by B. Fix any t ∈ [T ] and any k ∈ [N ]. When W is invoked with Pt,k it replies as
follows (recall that for x ∈ X we have x = (z, ω) as described above): (i) if Pr(x,f(x))←Pt,k [ωt =
f(x)] ≥ 1/2 +γ then the weak hypothesis ht,k(x) is the function “ωt,” i.e. the (t+ 1)-st coordinate
of x. Otherwise, (ii) the weak hypothesis ht,k(x) is “z,” i.e. the first coordinate of x. (Note that
since f(x) = z for all x, this weak hypothesis has zero error under any distribution.)

It is clear that each weak hypothesis ht,k generated as described above indeed has advantage at least
γ w.r.t. Pt,k, so the above is a legitimate strategy for W . The following lemma will play a key role:

Lemma 8 If W never uses option (ii) then Pr(x,f(x))←P [H(x) 6= f(x)] ≥ vote(γ, T ).

Proof: If the weak learner never uses option (ii) then H depends only on variables ω1, . . . , ωT and
hence is a (randomized) Boolean function over these variables. Recall that for (x = (z, ω), f(x) =
z) drawn from P , each coordinate ω1, . . . , ωT independently equals z with probability 1/2 + γ.
Hence the optimal (randomized) Boolean function H over inputs ω1, . . . , ωT that maximizes the
accuracy Pr(x,f(x))←P [H(x) = f(x)] is the (deterministic) functionH(x) = Maj(ω1, . . . , ωT ) that
outputs the majority vote of its input bits. (This can be easily verified using Bayes’ rule in the usual
“Naive Bayes” calculation.) The error rate of this H is precisely the probability that at most bT/2c
“heads” are obtained in T independent (1/2 + γ)-biased coin tosses, which equals vote(γ, T ).

Thus it suffices to prove the following lemma, which we prove by induction on t:

Lemma 9 W never uses option (ii) (i.e. Pr(x,f(x))←Pt,k [ωt = f(x)] ≥ 1/2 + γ always).

Proof: Base case (t = 1). For any k ∈ [N ], since t = 1 there are no weak hypotheses from
previous stages, so the value of px is determined by the bit f(x) = z (see Definition 2). Hence P1,k

is a convex combination of two distributions which we call D1 and D−1. For b ∈ {−1, 1}, a draw
of (x = (z, ω); f(x) = z) from Db is obtained by setting z = b and independently setting each
coordinate ωi equal to z with probability 1/2 + γ. Thus in the convex combination P1,k of D1 and
D−1, we also have that ω1 equals z (i.e. f(x)) with probability 1/2 + γ. So the base case is done.

Inductive step (t > 1). Fix any k ∈ [N ]. The inductive hypothesis and the weak learner’s strategy
together imply that for each labeled example (x = (z, ω), f(x) = z), since hs,`(x) = ωs for
s < t, the rejection sampling parameter px = αt,k(h1,1(x), . . . , ht−1,N (x), f(x)) is determined
by ω1, . . . , ωt−1 and z and does not depend on ωt, ωt+1, .... Consequently the distribution Pt,k
over labeled examples is some convex combination of 2t distributions which we denote Db, where b
ranges over {−1, 1}t corresponding to conditioning on all possible values for ω1, . . . , ωt−1, z. For
each b = (b1, . . . , bt) ∈ {−1, 1}t, a draw of (x = (z, ω); f(x) = z) from Db is obtained by setting
z = bt, setting (ω1, . . . , ωt−1) = (b1, . . . , bt−1), and independently setting each other coordinate
ωj (j ≥ t) equal to z with probability 1/2+γ. In particular, because ωt is conditionally independent
of ω1, ..., ωt−1 given z, Pr(ωt = z|ω1 = b1, ..., ωt−1 = bt−1) = Pr(ωt = z) = 1/2 + γ. Thus
in the convex combination Pt,k of the different Db’s, we also have that ωt equals z (i.e. f(x)) with
probability 1/2 + γ. This concludes the proof of the lemma and the proof of Theorem 2.
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