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Objectives

There was a lack of syntactically annotated data.
We tried to create a valuable linguistic data set for
the Persian language.
•Second linguistic product by Dadegan
research group after valency lexicon of Persian
verbs [1].

• 30,000 manually annotated sentences.
•The largest syntactic treebank for Persian.
•Extendable to semantic treebank.
•Persian is

• An Indo-European language.
• Spoken by more than 100 million speaker.
• Rich morphology and free word order.
• An under-resourced language.

Why Dependency Trees?

•Dependency representation is useful for showing
• Non-projective trees.
• Compound verbs in Persian.

•Convertible to phrase-structure trees.
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(a) A simple projective dependency
tree for a Persian sentence: “It is based
on that”’.
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(b) A simple non-projective depen-
dency tree for a Persian sentence: “It
is based on that”.

Figure 1: Examples of Persian sentences with the
dependency-based syntactic trees. 1(a) and 1(b) are ex-
amples of a projective and a non-projective dependency
tree, respectively. The first lines show the original words
in Persian. The pronunciation and their meanings are
shown in the second line and the third line respectively. In
the fourth line, the part of speech (POS) tags of the words
are presented. Note that the words are written from right
to left (the direction of Perso-Arabic script). The depen-
dency relations are described in Table 2. The relation is
shown with an arc pointing from the head to the depen-
dent.

previous annotated trees. In the next step, automatic
annotation is corrected manually.

The remainder of this paper is as follows. In Sec-
tion 2, we briefly review the challenges in Persian
language processing. In Sections 3 and 4, the de-
tails about the annotation process, linguistic and sta-
tistical information about the data and the annotator
agreement are reported. In Section 5, the conclusion
and suggestions for future research are presented.

2 Persian Language Processing Challenges

Persian is an Indo-European language that is writ-
ten in Arabic script. There are lots of problems
in its orthography such as encoding problems, hid-
den diacritics and writing standards (Kashefi et al.,
2010). A number of challenges such as the free or-
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Figure 2: Diagram of bootstrapping approach in the de-
velopment of the dependency treebank.

der of words, the existence of colloquial texts, the
pro-drop nature of the Persian language and its com-
plex inflections (Shamsfard, 2011) in addition to the
lack of efficient annotated linguistic data have made
the processing of Persian texts very difficult; e.g.
there are more than 100 conjugates and 2800 de-
clensions for some word forms in Persian (Rasooli
et al., 2011b), some words in the Persian language
do not have a clear word category (i.e. the lexical
category “mismatch”) (Karimi-Doostan, 2011a) and
many compound verbs (complex predicates) can be
separable (i.e. the non-verbal element may be sepa-
rated from the verbal element by one or more other
words) (Karimi-Doostan, 2011b).

After the development of the Bijankhan corpus
(Bijankhan, 2004) with the annotation of word cat-
egories, other kinds of datasets have been created
to address the need for Persian language process-
ing. Among them, a Persian parser based on link
grammar (Dehdari and Lonsdale, 2008), a compu-
tational grammar based on GPSG (Bahrani et al.,
2011), syntactic treebank based on HPSG (Ghay-
oomi, 2012) and Uppsala dependency treebank (Ser-
aji et al., 2012) are the efforts to satisfy the need for
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Figure 1: An example of free-word order in Persian.
syntactic processing in the Persian language.

– XQª Ò⇣K AK. ¯ X AK⌦  P ¯ AÎ ⇣IJ. m⇡ï root

kærdæm to bA zijAdi sohbæthAje
did (1st, sing) you with a lot speaking(s)

V PR PP ADJ N

root

NVE

NPOSTMOD
NPP

POSDEP

(a) A simple dependency tree with compound verb
for a Persian sentence: “I spoke with you a lot”.
The NVE is a relation between a light verb and its
nonverbal element. As shown in the tree, not only
the nonverbal element is not near the light verb, but
also it is inflected for plurality (i.e. speakings).

–  P ˙◊ È  K A  g  ·K⌦ @  P @ – P @ X root

mirævæm xAne Pin Pæz dAræm
go (pres.cont., 1st sing.) house this from have (pres., 1st sing.)

V N PREM PP V

root

PROG

VPP

POSDEP
NPREMOD

(b) A simple dependency tree for a Persian sentence with a pro-
gressive auxiliary: “I am going from this house”. The PROG is a
relation between a verb and its progressive auxiliary.

⇣I ⌘Ç√—Î @Ò  m⇢  ' QK. È  K A  g  ·K⌦ @ ÈK. root

barnæxAhæm gæSt xAne Pin be
return (future, neg., 1st sing.) house this to

V N PREM PP

root
VPP

POSDEP
NPREMOD

(c) A simple dependency tree for a Persian sen-
tence with a an inflected form of a prefixed verb
“I will not return to this house.”. The word QK. is
the prefix, the word —Î @Ò  m⇢  ' is the auxiliary for the
future and the word ⇣I ⌘Ç√ is the main verb. Notice
that the prefix is attached to the auxiliary without
any space and the remaining part of the verb is sep-
arated by a space.

Figure 3: Examples of Persian sentences with the
dependency-based syntactic trees. The format of the rep-
resentation is the same as Figure 1.

3 Persian Dependency Treebank

3.1 Motivation

With the creation of the Virastyar spell checker soft-
ware (Kashefi et al., 2010), many open-source li-
braries were released for Persian word processing
such as POS tagging, encoding refinement, tok-
enization, etc. Regarding the need for syntactic anal-
ysis of Persian texts, we decided to prepare a valu-
able linguistic data infrastructure for Persian syn-
tax. In the first step, there was a need for choosing
from the existing theories of grammar that best suits
Persian. Among grammatical theories, we decided
to choose the dependency grammar. In dependency
grammar, syntactic relations are shown with depen-
dencies between the words. In computational de-
pendency grammar, each word has one head and the
head of the sentence is the dependent of an artificial
root word (Kübler et al., 2009). A sample depen-
dency tree is shown in Figure 1(a) for a Persian sen-
tence. Note that Persian sentences are written from
right to left.

There are several reasons for the preference of
dependency grammar to grammars such as phrase-
based structure grammars. Although in both of the
representations, one can show the syntactic analy-
sis of a sentence, dependency representation has the
power to account for the free word order of many
languages such as Turkish (Oflazer et al., 2003) and
Czech (Hajic, 1998) and also Persian. As an exam-
ple, a sample non-projective dependency tree for the
Persian language is shown in Figure 1(b). The re-
cent advances in very fast dependency parsing mod-
els (e.g. (Nivre, 2009; Bohnet and Nivre, 2012)),
has made the syntactic processing task very popular
in the recent decade.

In the Persian language, in addition to the abun-
dance of crossings of the arcs, another problem oc-
curs with compound verbs and verbs in the progres-
sive aspect: compound and progressive verbs are
multi-word expressions that may be separated de-
pending on the context. Persian compound verbs
consist of a light verb and a non-verbal element and
the non-verbal element can be a noun, an adjective
(in rare cases) or a sequence of a preposition and
a noun (Dabir-Moghaddam, 1997). In addition, the
nonverbal elements can also be inflected. The dis-
tance between the nonverbal element and the light

syntactic processing in the Persian language.
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data.
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•Annotators
• Started with 8 annotators and gradually increased them
to 12 people.

• 12 months of annotation.
•Tools

• Virastyar [2] for spell checking, lemmatization and POS
tagging.

• Persian verb analyzer [3] for recognizing and lemmatizing
verbs.

• MST parser [4] for parsing input sentences.

Statistics

• 29,982 sentences; 498K tokens, and 37K types.
•Avg. sentence length: 16.6
•Number of distinct verbs: 4.7K
• 44 dependency relations
• 17 coarse-grained part of speech tags
• 1.8% non-projective sentences (0.02%
non-projective arcs)

Two Different Representations

There are two possible representations for objects
accompanied by the case marker:
•Case marker as a post-position is the head of the
object phrase.
• Creates more non-projective trees.
• Simplifies the search for objects (closer to the verb than
the object and the object should come before it).

•Object is the head of the case marker.
• Closer to the human interpretation.
• This representation is provided by automatic conversion
from the first representation

verb on the one hand and the possibility of the non-
verbal element being inflected on the other hand
have made the task of compound verb identification
very difficult. For example, in Bijankhan (Peykare)
corpus (Bijankhan et al., 2011), approximately 9%
of nonverbal elements of compound verbs are placed
away from the light verb for the compound verbs
with the light verb  ‡ XQª /kærdæn/ (to do) (Rasooli
et al., 2011a). A group of Persian progressive verbs
are composed of two words, the first being the sim-
ple past or the simple present form derived from
the infinitive  ·⇣� ⌘É @ X /dAStæn/ (to have) and the sec-
ond being the past continuous or the present contin-
uous form of the main verb. The first verb (an auxil-
iary) agrees with the second in number and person.
The problem is that the progressive auxiliary can be
away from the main verb. The sample trees with
compound verbs and progressive auxiliary verbs are
shown in Figures 3(a) and 3(b) respectively.

3.2 Representation and Dependency Relation

In this treebank, we followed the format of the
CoNLL tab-separated format for dependency pars-
ing (Buchholz and Marsi, 2006). In addition to
the lemma, we annotated part of speech tags (both
coarse and fine grained) and person, number and
tense-mood-aspect (only for verbs) of words in sen-
tences. The details of the part of speech tags and
other morphosyntactic features and dependency re-
lations are shown in Tables 1 and 2, respectively.
The part of speech tag set in this treebank is not
the same as that of Bijankhan (Peykare) corpus (Bi-
jankhan et al., 2011) and it is essential to convert the
tagset in Peykare corpus to the tagset in this tree-
bank, in order to use both datasets2. We also tried
to use the writing standard of the Academy of Per-
sian Language and Literature except for the cases
where for a word there were several standards all of
which were used in Persian written texts (e.g. Èm✓⇢

 '�
@

and Èk✓  ‡
�
@ /PAntSe/ (whatever)).

We also prepared two representations for objects
accompanied by the accusative case marker. In the
first representation (done manually), we assume the
accusative case marker @P /rA/ as the head of the two-

2It is important to note that the conversion between the
coarse-grained POS tags is straightforward and does not need
any special effort.

– Y  K @Ò  k ˙ ⇣Ê  Æ√ Èª @P ˙G. A⇣Jª root

xAndæm gofti ke rA ketAbi
read (past, 1st, sing.) said (2nd, sing.) that acc. the book

V V SUBR POSTP N

root

OBJ

PREDEP
NCL

POSDEP

(a) “I read the book that you mentioned.”.

– Y  K @Ò  k ˙ ⇣Ê  Æ√ Èª @P ˙G. A⇣Jª root

xAndæm gofti ke rA ketAbi
read (past, 1st, sing.) said (2nd, sing.) that acc. the book

V V SUBR POSTP N

root
OBJ

ACC-CASE
NCL

POSDEP

(b) “I read the book that you mentioned.”

Figure 4: A sample sentence with two kinds of repre-
sentations of object-verb relation. The first one is done
manually and the second automatically by converting the
dependencies in the first representation.

word sequence object plus rA. The second represen-
tation, that is the automatic conversion of the first,
is the reverse order of the first one in which the ac-
cusative case marker is the dependent of the direct
object and the direct object is considered as the head
of the aforementioned sequence. In the first rep-
resentation, objects are much easier to find by the
parser (because of the uniqueness of the accusative
case marker in Persian and less distance of it from
the verb as its head) but it may increase the num-
ber of non-projective arcs to the syntactic tree. We
prepared both of the representations in two separate
data packs. A sample comparison between the two
structures is shown in Figure 4.

In the treebank, all words are single word forms
(without spaces). There is only one exception for
simple verb inflections where even multi-word to-
kens of simple verbs are shown as only one unit. The
reason is that for many cases such as the case of in-
flections for prefixed verbs it is more straightforward
to analyze the whole part instead of analyzing each

verb on the one hand and the possibility of the non-
verbal element being inflected on the other hand
have made the task of compound verb identification
very difficult. For example, in Bijankhan (Peykare)
corpus (Bijankhan et al., 2011), approximately 9%
of nonverbal elements of compound verbs are placed
away from the light verb for the compound verbs
with the light verb  ‡ XQª /kærdæn/ (to do) (Rasooli
et al., 2011a). A group of Persian progressive verbs
are composed of two words, the first being the sim-
ple past or the simple present form derived from
the infinitive  ·⇣� ⌘É @ X /dAStæn/ (to have) and the sec-
ond being the past continuous or the present contin-
uous form of the main verb. The first verb (an auxil-
iary) agrees with the second in number and person.
The problem is that the progressive auxiliary can be
away from the main verb. The sample trees with
compound verbs and progressive auxiliary verbs are
shown in Figures 3(a) and 3(b) respectively.

3.2 Representation and Dependency Relation

In this treebank, we followed the format of the
CoNLL tab-separated format for dependency pars-
ing (Buchholz and Marsi, 2006). In addition to
the lemma, we annotated part of speech tags (both
coarse and fine grained) and person, number and
tense-mood-aspect (only for verbs) of words in sen-
tences. The details of the part of speech tags and
other morphosyntactic features and dependency re-
lations are shown in Tables 1 and 2, respectively.
The part of speech tag set in this treebank is not
the same as that of Bijankhan (Peykare) corpus (Bi-
jankhan et al., 2011) and it is essential to convert the
tagset in Peykare corpus to the tagset in this tree-
bank, in order to use both datasets2. We also tried
to use the writing standard of the Academy of Per-
sian Language and Literature except for the cases
where for a word there were several standards all of
which were used in Persian written texts (e.g. Èm✓⇢

 '�
@

and Èk✓  ‡
�
@ /PAntSe/ (whatever)).

We also prepared two representations for objects
accompanied by the accusative case marker. In the
first representation (done manually), we assume the
accusative case marker @P /rA/ as the head of the two-

2It is important to note that the conversion between the
coarse-grained POS tags is straightforward and does not need
any special effort.

– Y  K @Ò  k ˙ ⇣Ê  Æ√ Èª @P ˙G. A⇣Jª root

xAndæm gofti ke rA ketAbi
read (past, 1st, sing.) said (2nd, sing.) that acc. the book

V V SUBR POSTP N

root

OBJ

PREDEP
NCL

POSDEP

(a) “I read the book that you mentioned.”.

– Y  K @Ò  k ˙ ⇣Ê  Æ√ Èª @P ˙G. A⇣Jª root

xAndæm gofti ke rA ketAbi
read (past, 1st, sing.) said (2nd, sing.) that acc. the book

V V SUBR POSTP N

root
OBJ

ACC-CASE
NCL

POSDEP

(b) “I read the book that you mentioned.”

Figure 4: A sample sentence with two kinds of repre-
sentations of object-verb relation. The first one is done
manually and the second automatically by converting the
dependencies in the first representation.

word sequence object plus rA. The second represen-
tation, that is the automatic conversion of the first,
is the reverse order of the first one in which the ac-
cusative case marker is the dependent of the direct
object and the direct object is considered as the head
of the aforementioned sequence. In the first rep-
resentation, objects are much easier to find by the
parser (because of the uniqueness of the accusative
case marker in Persian and less distance of it from
the verb as its head) but it may increase the num-
ber of non-projective arcs to the syntactic tree. We
prepared both of the representations in two separate
data packs. A sample comparison between the two
structures is shown in Figure 4.

In the treebank, all words are single word forms
(without spaces). There is only one exception for
simple verb inflections where even multi-word to-
kens of simple verbs are shown as only one unit. The
reason is that for many cases such as the case of in-
flections for prefixed verbs it is more straightforward
to analyze the whole part instead of analyzing each

Figure 4: A sample sentence with two kinds of representations
of object-verb relation.

Correcting Potential Errors

•We provided additional scripts for finding
potential errors;
• E.g. annotation mistakes such as a verb as a subject for a
noun or mismatch with valency lexicon information.

Changes to Unlabeled Relations 4.91%
Changes to Labeled Relations 6.29%
Changes to POS Tags 4.23%

Figure 5: Statistics about changes in the treebank after the
manual correction of the potential errors.

Annotators’ Agreement

5% of the data is doubly annotated.
Unlabeled Relations 97.06%
Labeled Relations 95.32%
POS Tags 98.93%

Figure 6: Statistics about agreements among the annotators.

Future Direction

•Create other resources such as SRL treebank.

Online Treebank Search

An online tool for searching dependency relations

Figure 7: Dadegan dependency treebank search tool.

http://search.dadegan.ir/advance/
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