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Abstract
Valency lexicons are valuable resources for natural language processing. The need for new resources for languages encourages researchers to collect new datasets. One of the most important datasets is valency lexicons. In valency lexicons, information about obligatory and optional complements of words is annotated at the syntactic and semantic levels. In this paper, we report the development of the first syntactic valency lexicon of Persian verbs. This lexicon is part of the Persian Dependency Treebank Project. The lexicon consists of 4282 distinct verb lemmas and 5429 distinct verb-valency pairs.
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1. Introduction
Lexicons and treebanks are considered valuable resources in computational linguistics and natural language processing. One of these main resources is valency lexicons. This kind of resource is very important for free-word order languages like Czech (Hlaváčková, Horák, and Kadlec, 2006). In valency lexicons, there exists information about obligatory and optional complements of words (mostly verbs and occasionally nouns and adjectives). The notion of valency originates from dependency grammar (henceforth DG). DG is a syntactic theory in which syntactic structure is determined by the relation between a head and its dependents.

In the Persian language, the abundance of light verb constructions (LVCCs) increases the need for a feasible list of verbs. The need stems from the fact that it is much easier for the computer to identify a simple verb than a compound one. When confronted by a sentence containing a compound verb, the machine has to decide which one of the other words of the sentence functions as the non-verbal element of the compound verb. Thus, providing the machine with a ready-made list of compound verbs of the language substantially reduces the chance of misrecognition. Since the base structures of sentences rely on the valencies of verbs, one attempting to build a syntactic corpus of Persian needs to identify verbs in sentences first. Moreover, this resource will be valuable for the task of multi-word verb identification. This work is part of the Persian dependency corpus project. This led us to build the first Persian syntactic valency lexicon (the reasons why we chose dependency representation for Persian is stated in section 4). In addition, this lexicon can be enriched with semantic valencies as well as examples from the corpus that we are going to develop.

In this paper, we report the development of the first syntactic valency dictionary of Persian verbs. In section 2, some information about valency and DG is stated. Section 3 has a review of works in other languages. In section 4, our reasons for choosing dependency representation for Persian syntax is stated. Section 5 presents the steps toward creating the lexicon and some statistics related to it. Section 6 concludes the paper and proposes some new tasks to advance the work done here.

2. Valency and Dependency Grammar
Modern DG was first introduced in (Tesnière, 1953). In DG, it is assumed that words in a syntactic structure, have asymmetrical binary relations with each other (Kübler, McDonald, and Nivre, 2009). There are two main assumptions in this grammar. The first is that all sentences have a main verb and the second is that the obligatory and optional valencies of the verb determine the base structure of the sentence. The major difference between DG and generative grammar is the DG’s reliance on words rather than phrases.

The most important notion in DG is known as valency. In DG, the main verb of the sentence bears the central gravity of the sentence and identifies the sentence base structure (Tesnière, 1980). The notion of valency is inspired from chemistry, in which each element has an ability to combine with atoms of other elements (Tesnière, 1980). Thus, verbs, nouns and adjectives have the ability to take certain dependents (some obligatory and some optional) the collection of which is known as valency (Tesnière, 1980).

3. Related Works
One of the earliest developments in building valency lexicons is the work done in (Grishman, Macleod, and Meyers, 1994). In (Baldwin, Bond, and Hutchinson, 1999), a bilingual valency dictionary is used for
Japanese-English machine translation. In (Herbst, Heath, and Roe, 2004), valencies of some verbs, nouns and adjectives in English enriched with examples and notes on their semantics, are collected. The frequency and hardship for foreign language learners were the criteria for selecting the words (Fillmore, 2009). In (Proisl and Kabashi, 2010), the mentioned resource is used for left-associative grammars and authors approve the value of its use for natural language processing tasks. Another valency dictionary for English is introduced in (Korhonen, Krymolowski, and Briscoe, 2006) where information about subcategorization is tagged. The other resource is FrameNet (Fillmore, Johnson, and Petruck, 2003), where some parts of British National Corpus (BNC) are annotated with phrase types, semantic and grammatical roles. The other project is VerbNet (Kipper, Dang, and Palmer, 2000), which is based on Levin's verb classes (Levin, 1993). In VerbNet, selectional preferences, verb senses and argument structure of each English verb is annotated. The other English valency dictionary is in (Semecyk and Cinková, 2006), which is based on Functional Generative Grammar and extracted from Prague English dependency treebank.

There are also some other works on other languages, mostly Czech. In the Czech language, there are resources such as VerbaLex (Hlaváčková, et al., 2006) available which have syntactic annotation of verb valencies. In (Lopatková, Řezníčková, and Žabokrtský, 2006), verb valencies are extended to nouns. Considering semantic roles in FrameNet, the other Valency dictionary of Czech is PDT-Vallex (J. Hajič et al., 2003) extracted from Prague Dependency Treebank (PDT) (Bůmová, Hajič, Hajičová, and Hladká, 2003). In addition, there are resources in other languages, such as French subcategorization lexicon (Messiant, Korhonen, and Poibeau, 2008), Romanian verb valency lexicon (Barbu, 2008), Arabic verb valency lexicon (Biélický and Smrz, 2008) extracted from Prague Arabic Dependency Treebank (PADT) (Jan Hajič, Smrž, Zemánek, Šnaidauf, and Beška, 2004), Croatian lexicon (Agic et al., 2010), German lexicon (Hirnrichs and Telljohann, 2009) and a bank of Russian valencies (Lyashevskaya, 2010).

**4. Persian Valency Lexicon**

One of the major requirements of Persian language processing, is the need for a syntactically annotated corpus. The Process of manually annotating a corpus needs a lot of time. For example, the first phase of Chinese treebank lasted five years (Hwa, Resnik, Weinberg, Cabezás, and Kolak, 2005). Hence, choosing a good representation for the corpus annotation is very important (Hwa, et al., 2005). There are many advantages to dependency representation to encourage one to select this type of representation. The first is its proximity to human interpretation (Kübler, et al., 2009). The second advantage is the appropriateness of this type of annotation for free-word order languages like Persian, i.e. with the non-projectivity in dependency trees free-word order can be represented much more easily. Witness to this claim is the choice of dependency annotation in Czech (Bůmová, et al., 2003), Turkish (Öflazer, Say, Hakkani-Tür, and Tür, 2003), Danish (Kromann, 2003), German (Van der Beek, Bouma, Malouf, and Van Noord, 2002), Arabic (Jan Hajič, et al., 2004) and Latin (McGillivray, Passarotti, and Ruffolo, 2009). The third advantage is that dependency annotation can be automatically converted to phrase-based style, but the reverse is not completely possible (Johnson, 2007). These advantages led us to adopt a dependency representation.

One challenge toward collecting raw data for the treebank, is balancing the data for the purpose of data representativeness. Considering the importance of the contribution of the verb to the overall structure of the sentence, one needs to balance the data based on verb valency frequency distribution. The problem is that no valency dictionary for Persian verbs has ever been developed.

Furthermore, there is no comprehensive list of Persian compound verbs produced based on linguistic criteria. Although the task of manually identifying Persian compound verbs seems to be a simple task, the annotators faced many hardships in agreeing on whether a sequence of words is a real compound verb or not. These problems led the team to collect verb candidates from a large corpus and after omitting non-compound verbs to annotate their valencies. All of the above-mentioned steps took the team more than ten months to collect raw candidates of Persian verbs, omit non-verbs, annotate valencies, proofread the valencies and collect raw sentences based on verb valency distribution.

**4.1. Verb Valency Types in Persian Language**

Verb valency is the total number of complements a verb can take. This is an abstract notion and belongs to the mental lexicon of the native speaker of the language. Verb valency types demonstrate the possible forms in which the verb can be realized, however base structure is a more concrete notion which shows the actual realization of the verb complements in a sentence. In other words, any valency structure present in the lexicon can be realized as one or more base structures.

(Mohadjer-Ghomi, 1978) is the first work to address Persian verb valencies from the lexical valency theory. It specifies ten types of complements for verbs. These are as follows: 1) nominative object, 2) accusative object, 3) genitive object, 4) dative object, 5) prepositional object, 6) adverb of quantity, 7) adverb of direction, 8) number, 9) comparison, and 10) verbal complement.

Another work dealing with syntactic complements of verbs in Persian is (Ahadi, 2001). He identifies 11 syntactic complements for verbs. The complements are 1) subject, 2) direct complement, 3) pre-ezafe complement, 4) ezafe complement, 5) ezafe complement followed by

---

2 The valency lexicon is available at http://dadegan.ir/en/download

3 The ezafe construction is an extremely productive means for modifying nouns as well as linking other nonverbal heads and their complements. The ezafe links a head noun to an adjective
the morpheme “ra”, 6) enclitic complement, 7) place complement, 8) quantity complement, 9) nominal complement, 10) adjectival complement, and 11) verbal complement.

(Tabibzadeh, 2006) is an attempt to determine the syntactic complements of Persian verbs within DG. It enumerates eight kinds of syntactic complements for verbs. They are 1) subject, 2) object, 3) prepositional complement, 4) ezafe complement, 5) complement clause, 6) mosnad⁴, 7) tamiz⁵, and 8) adverbial complement. It also recognizes 23 base structures for Persian sentences. We add to the above mentioned list of complements “second object”. We also add four base structures to those listed in (Tabibzadeh, 2006). Table 2 shows the base structures recognized by the authors of this paper. The last four ones differ from base structures in (Tabibzadeh, 2006). Table 1 gives the list of symbols and abbreviations used in table 2.

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>SBJ</td>
<td>Subject</td>
</tr>
<tr>
<td>NULL-SBJ</td>
<td>Null subject</td>
</tr>
<tr>
<td>VCL</td>
<td>Complement clause of verb</td>
</tr>
<tr>
<td>OBJ</td>
<td>Object</td>
</tr>
<tr>
<td>VPP</td>
<td>Prepositional complement of verb</td>
</tr>
<tr>
<td>EZC</td>
<td>Ezafe complement</td>
</tr>
<tr>
<td>MOS</td>
<td>Mosnad</td>
</tr>
<tr>
<td>AVDC</td>
<td>Adverbial clause</td>
</tr>
<tr>
<td>OBJ2</td>
<td>Second object</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Abbreviation used in Persian valency

### 5. Steps for Creating the Lexicon

Several preprocessing steps were taken for building the lexicon. In the first step, a POS tagger was built from the data in Bijanjkan corpus (Bijanjkan, 2004). In the second step, all texts in Bijanjkan corpus and Hamshahri corpus (Aleahmad, Amiri, Rahgozar, and Orumchian, 2009) (a collection of raw texts with subject category for each document), were tagged and lemmatized. In the third step, after lemmatizing verbs and converting them into their lemmas, association measures for Persian compound verb identification in (Rasooli, Faili, and Minaei-Bidgoli, 2011) were used to find probable candidates of Persian compound verbs. The baseline association measure in this work is pointwise mutual information (PMI) measure. After finishing all of the steps mentioned, the verb candidates were manually tagged with valency types or omitted (because of not being a compound verb). The final results were proofread four times by several annotators, in order to be sure of the output results. In Fig. 1, a sample output of the lexicon in the XML format is shown. The statistics of the lexicon is shown in Table 3.

Fig. 1: A sample output of the valency lexicon

### 6. Conclusion and Further Works

There are many open tasks that can enrich this lexicon such as adding semantic frames, adding sample sentences from corpus to the lexicon and extending the project to noun and adjective valencies. Using datasets such as VerbNet and a bilingual dictionary of Persian-English verbs will add semantic frames to this lexicon automatically, reducing the expenses.

| Number of distinct verbs | 4282 |
| Number of valencies      | 5429 |
| Average distinct valency per verb | 1.268 |
| Maximum number of valency per verb | 5 |

Table 3. Statistics in the valency lexicon
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