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Abstract
The growing number of publicly available infor-
mation sources makes it impossible for individu-
als to keep track of all the various opinions on one
topic. The goal of our artificial believer system
presented in this paper is to extract and analyze
statements of opinion from newspaper articles.

Beliefs are modeled using a fuzzy-theoretic ap-
proach applied after nlp-based information ex-
traction. A fuzzy believer models a human agent,
deciding what statements to believe or reject
based on different, configurable strategies.
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1 Introduction

With the possibility to gain access to huge amounts
of information, for example via the Internet, the Nat-
ural Language Processing (NLP) research community
has developed whole branches that deal explicitly with
vast amounts of information encoded in written natu-
ral language1. One goal is to gain knowledge about
irrefutable facts like “The number of inhabitants of
city X” or the “Name of the president of country X.”
But a lot of information, especially within newspaper
articles, are not hard facts that could be easily proven
right or wrong. Often newspaper articles contain dif-
ferent views of the same event, or state controversial
opinions about a certain topic. In this case the notion
of belief becomes relevant.

For humans this is a daily task, sometimes a con-
scious act, sometimes unconsciously adopted. Depend-
ing on context information and background knowledge,
together with other belief structures, humans tend to
believe certain statements while other statements get
rejected. Although everybody uses the term belief, the
definition is rather vague, and the processes taking
place inside the brain while “someone is believing some-
thing” are not understood. The process of believing

1 for example, Information Extraction, Summarization, or In-
formation Retrieval

also varies between different humans, not only depend-
ing on different background knowledge but on different
attitudes towards a coherent worldview or importance
and ability of logical thinking.

A computational system, whose task should be to
simulate a human newspaper reader by imitating his
belief processing, must take into account not only the
beliefs (of others) stated in an article, but also the
existing beliefs held by the system. Such an artificial
believer2 should also be able to distinguish between dif-
ferent belief strategies, modeling the different human
approaches.

Our Fuzzy Believer system models a human news-
paper reader who develops his own point of view for
current events described in newspaper articles. More
specifically, we only rely on information stated within
the grammatical construct of reported speech. This al-
lows a clear assignment of statements to sources and
enables the system to judge according to different de-
grees of reliability in a source.

Our approach differs from existing work by address-
ing two different problems usually dealt with in isola-
tion: opinion extraction/mining and recognizing tex-
tual entailment. Solving these two tasks is necessary
to implement an artificial believer. The area of opin-
ion mining [3, 5, 7] is dominated by systems limited
to extraction, where the processing of the extracted
opinions is rather rudimentary. On the other side are
systems that deal with the relation of two sentences
to each other [6, 10, 12, 14]. The Pascal RTE Chal-
lenge [2, 4] has led to the development of a number of
new systems dealing with inference or entailment.

Our fuzzy believer combines these approaches and
thereby presents an application capable of “reading”
and evaluating newspaper articles. To internally rep-
resent the extracted statements and process the differ-
ent beliefs, we employ fuzzy set theory techniques [18].
Fuzzy set theory explicitly expresses the intrinsic fuzzi-
ness in natural language, and the handling of ambigu-
ities and similarities in natural languages is done in a
more robust way than crisp approaches. Another rea-
son we chose a fuzzy approach are the existing fuzzy
operations for representation and belief revision [15].

To summarize, the system we present in this paper
2 this term was coined by [1]
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Fig. 1: Overview of the Fuzzy Believer system components

addresses various problems within the NLP domain.
Our main contributions making our research signifi-
cant are: 1. Developing rules to identify and extract
reported speech from newspaper articles; 2. processing
the gained information by applying fuzzy set theory
to natural language processing; 3. creating a working
implementation of these ideas, together with an evalu-
ation environment.

The remainder of this paper is structured as follows:
In the next section, we give an overview of our fuzzy be-
liever system, followed by a more detailed description
of the main component in Section 3. An evaluation of
our approach, using different corpora and evaluation
methods, is presented in Section 4. Section 5 discusses
related work, followed by conclusions in Section 6.

2 System Overview

The starting point of our system is a selection of news-
paper articles. Different components are used to re-
alize specific tasks within the system to process the
input documents, as can be seen in Fig. 1.

After preprocessing an input document, a first im-
portant step is to identify noun phrases. These struc-
tures are important to identify acting entities, like per-
sons within a text. We do full noun phrase coreference
resolution making use of an existing coreferencer [17].

The next step is to identify and extract reported
speech within the document (see Fig. 1: Reporting
Verb Finder, Reported Speech Finder). For this part,
patterns had to be developed representing the different
ways to express reported speech.

Afterwards, we have to combine the results found
in the last two steps. The coreference component
can identify the same source of two different reported
speech utterances enabling us to build profiles (see
Fig. 1: Profile Creator).

The core of our system is the processing of the in-
formation encoded in the profiles. We use external
parsers to extract predicate-argument structures (see
Fig. 1: PAS Extractor) as basis for further processing.
Our focus lies thereby on the analysis of the extracted
PASs of the reported speech utterance and the gener-

ation of held beliefs from it in the last step.
Finding the entailment relation between two sen-

tences is the most complex part, and an active research
field [2, 4]. Do they express the same, similar things,
contradicting things, or are they totally independent?
Our approach uses fuzzy set theory and WordNet3 to
tackle this question.

The final step is, after trying to “understand” what
has been said and by whom, to define what the system
should actually believe. The Fuzzy Believer thus has
to do processing on the created belief structure. To
model different human “believers,” the Fuzzy Believer
component (see Fig. 1: Fuzzy Believer) uses different
believe strategies.

The result of the system is a set of propositions the
system “believes,” and a set of propositions the system
rejected.

In the next section, we will describe the main compo-
nent of our system. For more details about the other
components concerned with steps 1 to 3 covered in the
example shown in Fig. 2, we direct the reader to [9].

3 Fuzzy Believer

The Fuzzy Believer component uses predicate-
argument structures extracted from the output of a
parser to group the statements of the newspaper ar-
ticles according to common topics. To process these
predicate-argument structures using fuzzy set theory
later on, we need to consider a few constraints: The
basic set for fuzzy operations to work on has to be lim-
ited to statements dealing with the same topic or fact
in the world. This is due to the character of fuzzy pro-
cessing always considering the whole set to perform
its operations on. And with beliefs having nothing
to do with each other stored in only one single set, we
could not use a similarity measure between statements
to perform our computations, because this would, for
example, lead to the deletion of dissimilar statements
dealing with independent topics.

The fuzzy processing task therefore has to consist of
four steps:
3 WordNet, http://www.wordnet.princeton.edu

http://www.wordnet.princeton.edu


Step Example Description
1. “Preisig worked as a consultant”, one of the employees said. Sentence in a newspaper article.
2. [Preisig worked as a consultant](content) [one of the em-

ployees](source) [said](reported verb)
Identified reported speech structure.

3. [Preisig](subject) [work](verb) [consultant](object) Extracted predicate-argument struc-
ture from the output of a parser.

4. Preisig – work – consultant (S1, domain38) predicate-argument structure assigned
to a domain according to the topic.
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Fuzzy belief revision: Result of γ-
revision with γ = 0.8 of the two for-
mulas on top. The first formula rep-
resents the existing statements within
a domain by combining the different
atoms to form literals, then clauses, and
then formulas of each statement. The
second formula represents the new state-
ment added to the domain. The result-
ing formula contains only these clauses
that are not contradicting the new one,
or in other words having a similarity de-
gree of at least 0.8. The interpretation
of the result is that the system believes
the new statement and all older state-
ments about the same topic that are not
contradicting the new one.

(1) Grouping statements into domains (topics),
(2) Finding a fuzzy representation for the state-

ments,
(3) Identifying the polarity of statements,
(4) Computing beliefs according to a strategy.
The different strategies make it necessary to iden-

tify the topics statements deal with. And the Fuzzy
Believer has to identify the polarity of the statements
to detect opposite opinions.

The first task is handled by two heuristics (seman-
tic, based on WordNet, and syntactic, based on
string similarity) that compare the extracted predicate-
argument structures (PAS) of two statements. If the
heuristics recognize a similarity degree higher than
a given threshold between two statements, they are
grouped into one domain (topic).

The second and third task is solved by using fuzzy
set theory and representing all statements as degrees
of similarity between the verbs of the statements in
one domain. This similarity is again computed using
WordNet together with the detection of negations
and antonyms.

For the forth task we use three fuzzy set operations
(Union, Expansion, and Revision, see [16]) to model
various belief strategies.

Domain Finding. The task of this component is to
group similar statements together according to their
topics to form a domain. We use a WordNet dis-
tance measure to find similar, related words and as-
sign a score to each word pair. The threshold of this
score can be adjusted as a run-time parameter, allow-
ing a more lenient or a more strict domain classifica-
tion. As another run-time parameter, the maximum
WordNet distance4 can be defined.

A second heuristic currently in use compares the
string representation of two words. This is particularly
useful for proper nouns that do not occur within the
WordNet database. The score of this heuristic de-
pends on the character overlap of the two words, thus
a perfect match is not necessary to gain a score.

To ensure that we compare the appropriate words,
an analysis of the main verb is mandatory. We have
to differentiate between active and passive constructs,
exchanging the syntactic subject and the syntactic ob-
ject.

The requirements for two predicate-argument struc-
tures to match are that at least two element pairs have
a matching score of at least the defined threshold. This
threshold can be set as a run-time parameter, and al-
4 we use the same WordNet distance as [17]



lows for more strict or more lenient domain classifica-
tion.

An advantage of dividing the domain classification
and the actual matching finding process is that we
can use different thresholds for the fuzzy process of
assigning statements to different domains and discover
supporting and conflicting statements. One statement
can belong to more than one domain, exploiting the
possibilities of a fuzzy set representation again. The
result of this component is shown in Fig. 2 in step 4.

Fuzzy Representation. Every predicate-argument
structure is presented as its degrees of similarity with
other PASs in the same domain. Fig. 2 step 5 gives an
example of the representation of one PAS that is an
element of a domain containing five PASs.

Polarity Identification. To identify opposing state-
ments, the fuzzy representation of the PASs is evalu-
ated. If the heuristics yielded small values for the de-
gree of similarity, the meaning of the two statements
are considered opposing. A threshold makes it possible
to decide whether two statements are similar enough
to be considered as expressing the same sense or are
likely to contain opposing views.

Computing Beliefs. The phenomena of opposing
opinions compelling the human reader to take either
one side or to believe neither has to be reflected in
our fuzzy believer system as well. To model different
human believe behavior, the fuzzy believer makes the
decision which statements to believe based on different
strategies. The result is a set of held beliefs and re-
jected beliefs after processing newspaper articles. The
strategies used to model different human behavior are:
(1) Believe everything, (2) believe old news, (3) be-
lieve new news, (4) believe majority, (5) believe certain
source/reporter/newspaper, and (6) believe weighted
majority – a combination of (4) and (5). Let’s take a
closer look at one of the strategies. The “believe new
news” strategy uses a fuzzy operation called revision.
The result of a revision of formula 1 with another for-
mula 2 depends on the order of the formulas, as well
as on an ordering of the clauses of the formulas. The
ordering can be chronological depending on the times-
tamp of the insertion of the clause into the formula, or
any other ordering like ordering according to degrees
of certainty or an order relying on the reporter or news-
paper. We chose as an order the first way enabling us
to model a belief strategy concerned with the chrono-
logical order of news.

The revision process compares statement sets, for-
mally represented by fuzzy formulas in conjunctive nor-
mal form [16], with each other. If the two statements
sets are compatible, the revision process results in a
new set containing the fuzzy union of both sets. How-
ever, in case some of the statements are contradicting
to a degree that is larger than the prescribed mini-
mal consistency γ, the revision operator will remove
individual, inconsistent statements from the first set,
according to a preference ordering [16]. In the example
in Fig. 2 at step 6, we can see the formula generated
in previous steps containing two clauses, and below it,
the new formula, with which we start the revision. The

result shown at the bottom in Fig. 2 is a new formula
containing two clauses. The ordering of the clauses,
which determines the sequence of processing, is again
defined by the date of the statements.

4 Evaluation

So far, we performed a detailed evaluation of the indi-
vidual components of our system. For the evaluation
of the reported speech component, as well as for a more
detailed evaluation, see [9].

Domain Finding. The evaluation of the domain
finding component includes the comparison of the re-
sults obtained with RASP, MiniPar, and manually an-
notated predicate-argument structures. The test data
we use is taken from the MSR corpus5 and comprises
116 paraphrase pairs. We treat all sentences as con-
tent of a reported speech construct. The best result
for recall is 81% and best precision value obtained 52%
with a different configuration. Detailed results also in-
cluding manual PAS annotated test data can be found
in [9].

Domain
Classification

Found same
domain for
entailment
pair?

Polarity
identification

Merged en-
tailment pair
into same
opinion?

sameOpinion-
Sense

diffOpinion-
Sense

diffOpinion-
Domain

YES

NO

YES

NO

Fig. 2: Polarity identification evaluation strategy

Polarity Finding. The data that comes closest to
the conditions we need are the entailment pairs of the
PASCAL challenge corpus [2]. We tested different con-
figurations and computed accuracy for two settings.
For one experiment, we included all results in the eval-
uation counting the entailment pairs that were not
grouped into the same domain by the domain classifi-
cation as non-entailing. In Fig. 2, these are the pairs in
the “diffOpinion-Domain” category. Here, the best re-
sults were around 55% accuracy. The other test setting
only considered the sentence pairs that were actually
grouped into the same domain by the domain classi-
fication component (in Fig. 2 the “same/diffOpinion-
Sense” category) yielding an accuracy of 58% using
MiniPar-extracted PASs. Table 1 gives an overview
of the obtained results with the configuration settings
in the table meaning, from left to right: Maximum
WordNet Distance between (1) subjects, (2) verbs, (3)
objects of two statements. (4) indicates whether a
new statement has to match with one (lenient) or all
(strict) statements within one domain and (5) is the
threshold for assigning the same polarity to a state-
ment.

5 Related Work and Discussion

The extraction of opinions from newspaper articles [3]
or customers reviews [5, 7] has become an active re-
5 MSR-corpus, http://research.microsoft.com/research/
nlp/msr_paraphrase.htm

http://research.microsoft.com/research/nlp/msr_paraphrase.htm
http://research.microsoft.com/research/nlp/msr_paraphrase.htm


Configuration
Accuracy

Sense & Domain Sense Only
Rasp MiniPar Rasp MiniPar

3-3-3-strict-0.7 0.52 0.55 0.53 0.58
5-5-5-lenient-0.7 0.51 0.53 0.51 0.53
5-5-5-strict-0.3 0.52 0.53 0.55 0.51
5-5-5-strict-0.7 0.51 0.54 0.50 0.56
7-7-7-strict-0.7 0.51 0.52 0.51 0.52

Table 1: Polarity Identification: Accuracy values for
different parse methods

search field. Those approaches are usually only con-
cerned with the identification and extraction of infor-
mation without processing it further, except for binary
classification within a clearly specified domain.

In the wake of the PASCAL challenge [2,4], systems
have been developed to deal with the relation of sen-
tences to each other. The different approaches include
the recognition of false entailment [14], or learning en-
tailment [10]. Others are concerned with relatedness
between words and how to measure it [8]. We were not
interested in concentrating on one of these areas but
rather to develop an all-embracing system incorporat-
ing different aspects.

For the domain classification, our best results for
300 paraphrase pairs from the MSR-corpus are, for re-
call, 81% (with a precision of 38%), and for precision
52% (with a recall of 58%). These values can proba-
bly be improved by using more sophisticated heuristics,
although there will be a ceiling set by the parser and
by the use of language in general. The same meaning
can be expressed by various different sentences whose
words are not in close relations to each other and there-
fore hard to detect by current NLP tools. Keeping
these facts in mind, the obtained numbers are rather
satisfactory and promising for future development.

The rather shallow semantic approach sets a practi-
cal limit to the achievable results. This can be inferred
by comparing the numbers obtained using manually
parsed predicate-argument structures with the num-
bers obtained by the parsers. It shows that there is
space for improvement on the side of the parsers, as
well as on the side of the PAS extractor. Combining
the results of different parsers could also lead to better
results, but a precision of 55% and a recall of 85%, as
obtained for the best configuration of the system us-
ing manually parsed PASs, shows that it needs more
and/or better heuristics to get a really significant im-
provement.

The polarity identification task was expectedly the
hardest one. This is illustrated by the rather poor
results we obtained by trying to find different opin-
ions within one domain. Best accuracy values were ob-
tained using MiniPar and were around 58%. This task
is very hard for computational systems. But with more
elaborated heuristics it is possible to increase these
numbers, comparable to the Pascal challenge [2, 4],
where systems also started with around 50% accuracy
and improved over time.

Testing of the different strategies revealed that the
fuzzy processing operators perform in accordance to
their assigned tasks. Further evaluation of the results
would need some kind of measure to get quantitative,

comparable results. This is beyond the scope of this
paper and deferred to future work.

6 Conclusions and Future Work

We developed an artificial believer system that can be
applied in different scenarios: (1) companies evaluat-
ing product reviews on web sites or blogs, (2) govern-
mental organizations interested in dispositions of peo-
ple, or (3), as we demonstrated here, assist individuals
in news analysis.

Apart from the evaluation described above, tests of
the system on actual newspaper articles showed ac-
cepted and rejected beliefs that reflect the desired re-
sults. Embedding the system within an Internet agent
and measuring its effectiveness for a real user will be
the next major step.
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