Digital is Calling the Analog: Robust Prevention of Dial &tks

Alexandros Kapravelos, lasonas Polakis,
Elias Athanasopoulos, Sotiris loannidis, and EvangeldsaPkatos
Institute of Computer Science,
Foundation for Research and Technology Hellas, Greece
email: {kapravel, polakis, elathan, sotiris, markatos}@cs.forth.gr

TR-399, October 2009
FORTH-ICS

Abstract

We carry out attacks using Internet platforms that aim orpkegtelephone devices busy, denying
users any access. We refer to this behavior using the@Ah (Digital Initiated Abuse of teLephones)
or, in the simple formDial attack We develop an intuitive simulation environment for modgla Dial
attack in order to identify its critical characteristicsadgd on the simulation’s results we perform the
attack in the real world. By using a VoIP provider as the &taedia, we manage to hold an existing
landline device busy for 85% of the attack’s duration andstrender the device practically unusable.
The attack has zero cost and requires negligible computdti@sources. Furthermore, as we show,
anyone can practically launch a Dial attack towards anytelee device.

However, in this paper, our primary goal is to protect telaps from Dial attacks. First, we investi-
gate existing countermeasures in VoIP providers and shatthiey follow anall-or-nothingapproach,
but most importantly, their anomaly detection systemstrelmovly against our attacks. We managed
to issue tens of thousands of calls before getting spottedoi®l, using existing software technologies,
Snort and Click, we present a flexible anomaly detectioresgstvhich promotes fairness to the callers.
With our system in place it is hard for an adversary to keepdéngce busy for more than 5% of the
attack’s duration.

1 Introduction

The Internet is a complicated distributed system that aaenects many different kinds of devices and
interfaces with other types of networks. Traditionallymgmuter security deals with attacks that are launched
from Internet hosts and target Internet hosts. Howeverp#metration of Internet services in everyday life
enables potential threats originating from the Internet tangeting non Internet infrastructures. Such a non
Internet infrastructure is the telephony network, a vitahenodity.

The ever increasing number of households that adopt Voiee I8y Technology as their primary tele-
phony system, demonstrates our shifting towards a digitalerconnected community. According to esti-
mations, IP communication subscribers will reach almo#taaillion worldwide by 2012[1]. While this
new technology coexists with the old technology, new method their interaction emerge. Today, an In-
ternet user can place calls to anywhere in the world reaclmnygne that has a telephone device; one can
also take advantage of all the characteristics inherenidh digital technologies and introduce new threats
against traditional telephony systems.

In this paper, we explore the feasibility offaal (Digital Initiated Abuse of teLephones) attaclkn
attack originating from the Internet, carried out using dP/provider and targeting regular landline or



cellular phones. The attack aims on keeping a victim telaptatevice busy by injecting a large fraction of
missed calls towards it. We seek to characterize the piiepdttat will make the attack effective, but most
importantly the means to mitigate it.

Methodology. As far as the first part is concerned, our methodology is theviing:

Analytic Model . We derive an analytic model of a Dial attack based on its foretgal properties. We
assume that an adversary is using an attack media that $sjppotation and termination messages,
just like an ordinary VoIP provider supports. Based on thisformulate the basic goal of an attacker,
which is practically to inject a vast amount of missed catigiast a telephone device through a
hypothetical VoIP provider.

Simulation. We explore the impact of a Dial attack in a simulated envirentn We represent a
telephone device using a programmingck. We use two families of threads which try to acquire
the lock: (a) aggressive threads which follow attempt rabeslar to the rate of an attacker injecting
missed calls towards a telephone device and (b) threadsvioly a Poisson distribution resembling
a legitimate human trying to place a call. All lock-acquimreddock-release operations are modeled
based on experimental measurements with real-world Vaiigers.

Real-World ExperimentdVe carry out Dial attacks using real-world VoIP providerdl. éxperiments
are tuned up according to the results of our simulated runall real-world experiments an attacker
competes with a legitimate caller to reach an existing laedl We measure the availability of the
telephone device as experienced by the legitimate callewek availability implies a higher attack
impact.

As far as mitigation is concerned, our methodology is thevahg:

Reverse EngineeringMe perform a series of reverse engineering experimentsdier @o reveal ex-
isting countermeasures employed by real-world VoIP prendd We aggressively place hundreds of
thousands of calls in order to determine how VoIP anomalgalein systems work. We show that
current schemes follow aall-or-nothing approach, but most importantly, they react slowly against
our attacks. We managed to issue tens of thousands of cédielgetting spotted.

Dynamic Mitigation.We design, develop and evaluate a dynamic system for margat Dial attacks
based on existing software technologies, namely Snorgad]Click[10]. We test a series of different
configurations in order to determine the effectiveness okgatem during a Dial attack. We perform
all real-world attacks again, but with our system in place.

Contributions. Our key contributions span along tbeal Attackand itsDefenses

Dial Attack. We develop an analytical model in order to explore the Ditdckt space. Through a
simulated environment we identify and quantify all of théaek’s fundamental properties. Using
experimental evaluation with real telephone lines, we destrate that aattacker manages to render
an ordinary landline device practically unusable, by halglit busy for 85% of the attack perio@he
attack requires no financial resources and negligible coatipnal resources.

DefensesWe seek to reveal existing countermeasures through theseeeagineering of real-world
VoIP providers. Our findings suggest that current schenesatrefficient since they follow aall-or-
nothingapproach. By using well known software technologies (swcBraort[14] and Click[10]) we
develop and analyze a server-side anomaly detection sysibioh significantly reduces the attack
impact. The attackezan no more hold the line busy for more than 5% of the attacloger
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Organization. This paper is organized as follows. We discuss in detail ootives in Section 2. In
Section 3 we present a threat model and a potential attaclksimaated environment. We carry out the
attack against a real landline device in Section 4. The rielfteopaper is devoted to countermeasures. In
Section 5 we present the results of a short reverse engigeefiort, which aims to reveal the anomaly
detection system employed by popular VoIP providers. Weenkeour anomaly detection system, which
builds on Snort and Click, in Section 6. Finally, we highlighir future steps for a client-side defense system
in Section 7. We review prior work in Section 8 and we conclud8ection 9.

2 Motivation

In this section we present the basic motives that drove uspioee this area and led to the creation of this
paper. We explore our motivation in termsgwal andmedia

Goal. We view telephone devices as thser desktopsf our age. Smart phones and modern mobile
phones allow a user to connect to her contacts using thenktter a telephone network. We argue that these
devices can be seen as laptop replacements for basic nebdsssexchanging e-mails and surfing the Web,
but also as a gateway to traditional communication prastieesing the telephone network to reach your
“buddies”. This traditional communication practice is arportant commodity. Take into account, that over
300 billion domestic calls to landlines were served instdeWS alone in 2005 according to the FCCJ2].

Our thesis is tha&ccess to a telephone device is vital for humans
Considering the importance of the service, an adversarytarggt a telephone device in order to harm a
user. Prohibiting users from accessing certain servicesdbban done in the recent past. For example, a
significant part of computer viruses disrupt Internet catimiy.

Our research is composed of two complementary goals. Thegbed is to find out if it is possible to
render a telephone device unusable. We want to achievedaisvith zero financial resources and negligible
computational effort. We also want to keep the attacker wmmus. The second goal is to design and build
technologies for protecting users from attacks that targjephones. We want to achieve this goal with
minimal deployment effort, minimal user interference agdibing existing well-known technologies.

Media. In order to achieve our goals we use VoIP providers as atthtiopms against telephone de-
vices. Our choice was driven by various reasons. First, waedaan attack platform, which is affordable
and easy to access. There are hundreds of free VolP proyvidkish enable users to access any landline
device with no cost at all or mobile devices with a minimaltc&econd, we wanted to be able to completely
automate the attack and have enough flexibility in fine tutliregcall placement. Most VoIP providers sup-
port the SIP protocol[15] which met our expectations. Thivd wanted to perform the attack anonymously.
The very nature of VoIP technology allows a caller to hidethis identity. And finally, we wanted to launch
the attack from a PC. This is mainly driven by the fact that dveasary may own a BotNet, which can be
used to launch the attack.

One can argue, that parts of the attack described in thisr @apewell-known or can be carried out,
manually, by performing an excessive amount of dialing. @sals the novelty is concerned, to the best of
our knowledge, this paper is the first one to perform and ewala real automated attadkectly targeting a
telephone device. As far as manual dialing is concernedneady enumerated the four reasons, that drove
us to select VoIP as the attack platform. These four reasewsal characteristics of a platform far superior
to humans performing manual dialing.

3 Attack Overview

In this section we present the fundamental properties ofttaeck we developed. We start by defining our
attack model; we list all the assumptions we have made, wefgdbe threat model and the adversary’s
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Figure 1: Schematic representation of a Dial attack. Theckdtr's attempts (gray boxes) are competing
with legitimate attempts (white boxes) in order to acquire tesource. The terattemptin our context can
be either a thread trying to acquire a lock or a real netwoille\fiacket trying to place a call in a telephone
device. In the left figure the attacker’s attempt has acduine resource, but all further attempts inside this
timeframe (boxes with 'B") will fail, as the resource will Bmsy. In the right figure the legitimate attempt
has managed to be placed in the correct inter-gap of twokaitaattempts.
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Figure 2. Schematic representation of a Dial attack. Theclktr’'s attempts (gray boxes) are competing
with legitimate attempts (white boxes) in order to acquiire tesource. The terattemptin our context can
be either a thread trying to acquire a lock or a real netwoille\fiacket trying to place a call in a telephone
device. In the left figure a legitimate attempt has manageattmire the resource, forcing the attacker’s
attempts inside this timeframe (boxes with 'B’) to fail, &g tresource will be busy. In order to reduce the
probability of this case, the attacker has to place attempish have minimal inter-gap with each other (see
right figure). Our simulation experiments suggest that éiniefit inter-gap period is 0.3 secs. Reducing the
inter-gap period, also increases the failed attempts ®attacker.

overall goal. We develop a simulated environment in ordaraioy out the attack virtually. Based on our
findings in this section, we proceed and develop the acttatlaprototype in the next section.

3.1 Attack Modd

The goal of the attacker is to render a telephone device brauséth zero financial cost. This can be
achieved by injecting a significant number missed callsowards a victim telephone device. A call is
considered missed, when it is hanged up prior to being amslveBy placing the calls correctly in the
network, the attacker can keep the target continuously buasgy thus, prevent other users from accessing
the telephone device. Even though many VoIP providers aflalls to landlines free of charge [11], we
designed our attack in a way to be able to attack cell phones ieguch calls are not free. By hanging-up
the placed calls on time, the adversary succeeds in laumthénattack cost freé.

Even if the target telephone device is answered the attaek dot degrade, but rather augments, taking into accountrtha
resource is still in busy state. One can argue that the attaek not remain cost free, but note that the fraction of areivealls
will always be negligible compared to the unanswered ones.
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Figure 3: Representative routing latency times as collefiiem a series of experiments involving a real
VoIP provider. We depict over 7,300 samples collected okwergderiod of one week using a cumulative
distribution function. Note, that a typical call requirdsoat 2 to 3 seconds to be served.

We introduce the following terms in our model. We denote ttiack media as\/, which is respon-
sible for transmitting communication messages, noted'a®ur model has invitation messagés, and
termination message§;. We also denote witlk the resource. The resource has two states; it can either be
available or busy.

The attack aims in keeping in the busy state. In order to do so, the attacker transmiis tarough
M. Upon taking the resource, the attacker transmit% through M in order to release it. Thu® is in the
available state for short time windows. We den6tén) andC}(n) the arrival distributions in time domain
of C; andC}, respectively, where denotes the sequence of sessions. For example, sessidns initiated
by C;(n = 0) and terminates witli’;(n = 0). With this notation, the resourde s in busy state for the time
period of: At(n) = Cy(n) — C;(n), for a givenn. During an attack, the resourégis in busy state for:

Tousy = ZAt(n),n € N. @

Optimally, we want to maximize (1) by sending a large numbaoaipledC; andC; messages.

We enlist some important assumptions. First, we assuméfthatunreliable. That means that commu-
nication messages may be lost, dropped or delayed. Howegeassume that all faults il are stabilized
in the long run. Thus we do not implement message faultdfdn the simulated environment. Second, we
assume thak does not support direct querying, or at least it supportariigdly. There is no way to directly
retrieve all states oR. However, it is possible to implement detection by analgzuarts of the commu-
nication messages. Third, we assume that, while there istackaaking place(;(n) follows a Poisson
distribution A\ = 10). While there is attack taking plac€’;(n) significantly varies from the Poisson distri-
bution. Finally, we make no assumptions about the routitentey forC;, i.e. the time it takes for &’; to
reachR throughM, or the release time far;, i.e. the time it takes for &, to reachR and release it through
M. Instead, we perform real experiments to collect represieetapproximations of these quantities (see
next section).

3.2 Simulation

Based on the attack model we just presented, we developadutased environment. The resourde, is
simulated using a programmingck. An attacker and a legitimate user are simulated using disrézat

try to acquire the lock. We assume that there is a detectiadute@nd different threads can query the status
of the lock. All acquire and release attempts are passeddhra module that simulated. In principle,

M simulates a VoIP provider. Thus, all acquire and releasargits do not happen instantly.
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Figure 4. Rate of successful lock acquisitions marigure 5: Distribution of all acquire attempts issued
aged by an aggressive thread. All attempts werehg-an aggressive thread. All attempts were issued
sued back-to-back with a varying time intervilgk- back-to-back with a varying time intervdb¢king at-

ing attempt intervglfor each simulation run, rangingempt interval for each simulation run, ranging from
from 0.3 to 5 seconds. 0.3 to 5 seconds.
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Figure 6. Percentage of failed lock acquisitions for the aggressive thread which models a legitimate
caller. All attempts were issued back-to-back with a vagytime interval [ocking attempt intervalfor each
simulation run, ranging from 0.3 to 5 seconds. We depict drfamd 10 minutes simulation runs. Observe
that 10 minutes runs approximate the results of 1-hour runs.

In order to simulate the time required for an acquire opernato get fulfilled, we issued 7,300 calls
through a real VoIP provider over the time period of one wemde(Figure 3). In this way, we collected
representative routing latencies of call placements awatimes and days of a typical week. The simulator
maintains a pool with the 7,300 routing latencies and usesramdomly, each time an acquire attempt takes
place. Unfortunately, we could not follow a similar appriodor the release operation, since it is hard to
detect representative values for hang-up times of a red? Yobvider. However, we used the following
approach, which we consider quite realistic. We injecteidspaf calls and hang-up operations in a real
\VoIP provider. We initially started injecting the pairs ban-back. The result was that one of the two calls
always reached the telephone device when it was in the basy. $t other words, the VoIP provider could
not complete the hang-up operation of the first arrived ballore the second arrived. We started increasing
the gap between the call pair, until we could measure thdt balts had reached the telephone device in
ringing state. We managed to successfully issue over 1,0€l9aall pairs with this property. The gap times
ranged from 1 to 2 seconds. We consider this time window ast&alvindow for a hang-up operation.
Thus, we modeled the release operation accordingly. Edease operation takes from 1 to 2 seconds to

get fulfilled.
Based on the above configuration we issued four 1-hour stronleuns, each one having an aggressive
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Figure 7: Percentage of failed lock acquisitions for the aggressive thread which models a legitimate
caller for extreme cases.
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Figure 8: Distribution of all acquire attempts issued by ggrassive thread for extreme cases.

thread placing acquire operations, with different inté&svaVe used intervals of 0.3, 0.5, 1 and 5 seconds.
We concurrently placed a thread trying to acquire the lotlkfiong a Poisson distribution with = 10.

We depict the rate of successful lock acquisitions an agiyeshread managed to issue in Figure 4. The
best we could achieve was more than 30 acquisitions per eirbonsidering that each lock acquisition
implies a successful placed call, this result translatemdoe than 30 ringing calls per minute; a severe
attack rate that would render the resource unusable.

We depict the distribution of all acquire attempts an aggvesthread managed to issue in Figure 5.
Observe that as the interval reduces, the amount of failarasquiring the lock increases. Practically there
is no benefit in reducing the interval below 0.3 seconds.

We depict the percentage of successful acquire attempt®tiraggressive thread, following the Poisson
distribution, managed to issue while racing with the aggivesthread, in Figure 6. First, observe that the
non aggressive thread fails to acquire the lock for more 8G# of the simulation duration. Second, we
can see that the first ten minutes approximate the resuledithduration (1 hour) of the simulation, with
tolerable error (from below 1% to 1.5%) in most cases. Wenrrtliscuss this issue in Section 4.

Based on the above findings we design and conduct real-wxpletienents in the following section.

3.3 Extreme Cases

It is tempting to examine the behavior of the attack for timeivals lower than 0.3 seconds. This interval
basically affects the attack’s impact. The probability ofjairing the lock is increased when the aggressive
thread is placing acquire attempts faster. Or, in other ondving multiple concurrent acquire attempts
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reduces the probability of a lock acquisition for the legdite thread. For example, consider the case, in
which acquire attempts are injected every 0.01 second. fheelegitimate thread competes with 100 lock
attempts issued from the aggressive threads for the clgeeond.

In Figure 7 we depict the impact of lower time intervals on tegitimate thread’s lock acquisition
attempts. Observe that for the time interval of 0.01 the eggive thread owns the lock for 100% of the
simulation run. However, this case affects negatively #tgoaggressive thread. Observe in Figure 8 that
the majority of lock acquisition attempts issued by the aggive thread fail. Moreover, the amount of failed
attempts reach the number of about 200,000.

Picking theideal timeinterval. As we have already discussed, the ideal interval which stgmtwo
acquire attempts in the time domain is vital for the attacdarye interval, such as 1 second, increases the
probability of the legitimate thread to acquire the lock. éwlow interval, such as 0.01 seconds, reduces
significantly the probability of the legitimate thread tajage the lock, but results to a vast amount of failed
attempts for the aggressive thread. In a real-world expgrimeach acquire attempt translates to a call
placement. A very low time interval, such as 0.01 seconasjymes a huge amount of call placements, that
may result in a denial of service attack against the VolPideav Thus, for the real-world experiments which
follow in the next section we use a moderate interval, whiah the optimal impact with as few as possible
failed calls. Indeed, for a time interval of 0.3 seconds, résource is seen busy from the non-aggressive
thread for more than 80% of the simulation run. This is ourdaguition for carrying out real-world
experiments with a time interval of 0.3 seconds.

4 Attack Evaluation

Based on the simulated studies we carried out in the preweasson, we present an attack prototype. Our
aim is to reach the performance we achieved in the simulateidomment, using an existing system which
tries to acquire, not a programming lock, but an actual tedep device.
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Figure 12: Ring signal frequency detection with Fast Feurranformation.

4.1 Attack Prototype

We chose to implement the actual attack prototype using asdiana VoIP providef. For the reason we
chose VoIP in the first hand, please read Section 2.

The service offered by the VoIP provider we use is based ostRd17, 15] protocol for remote com-
munication. SIP is the most common protocol used amongrdiffe/olP services.

We implemented caller modules, which communicate Within our case the VoIP provider, using the
SIP protocol and exchange invite and termination messa@fesused the Python programming language
and thepj si p? library which provides an implementation of the SIP protdoothe callers. We developed
two families of callers: (a) an attacker caller and (b) atlewate caller. The attacker caller places calls
one after the other, trying to keep the telephone device bostinuously. The legitimate caller places calls
following the Poisson distribution\(= 10).

Recall from Section 3, that we assumed that the resourcenddssipport querying, or it supports partial
qguerying. Indeed, the telephone device does not suppargiggeand thus there is no easy way to track down
the status of the device, i.e. ifitis in ringing or busy stadthough, SIP supports querying the status of a

2For obvious reasons we do not reveal the provider's name. edexywe can provide its name upon request over private
communication.

3pJSIPht t p: // ww. pj si p. org/.



placed call, many providers do not implement this featuree ®ne we used is among them. Specifically,
we can retrieve that the line is busy, using a SIP operationywi can not retrieve a ringing status. Having
immediate access to the ringing status is vital for the kitRecall from Section 2, that we want to achieve
the attack with zero financial resources. We want to keepefleplione device busy by injecting short time
lived calls (i.e. missed calls). For the generation of a edssall, the call has to be terminated immediately
after the first ringing tone. To overcome this issue we im@eted a detector module, based on a Fast
Fourier Transformation of the incoming audio signal. Tippmach is more generic, as it is independent
of the signaling protocol, in our case SIP, and always apbl&;, because having access to the audio signal
when calling is essential. Specifically for SIP the audieatn is transported over the Real-time Transport
Protocol (RTP) [16]. The audio signal of each placed calleiseived over RTP and is analyzed by the
detector module to detect if the call is ringing. Once theedigir analyzes the signal and detects a ringing
tone, we place a call termination SIP message. In Figure 1@aetehe spectrum of a ringing signal, as it is
identified by the detector for a real call.

4.2 Real-World Experiments

We conducted several real-world experiments over the garieight months using as a victim a landline
device located in our lab. For the presentation of this sacve issued a series of runs over the duration
of 1 week. This subset of runs is consistent with our overgllee@mental results. For each configuration
we issued 6 runs each with a 10 minute duration. Recall frooti®e3 that the first ten minutes of each
simulation run approximate the result of the full duratidnhpur) of the simulation, with tolerable error
(from below 1% to 1.5%) in most cases. Apparently for the cddke 1 second interval, the approximation
difference is about 8%. Thus we face the following trade-afinducting more short-lived or less long-
lived real-world experiments. We chose the first approachassto be flexible enough to conduct a larger
experimental base.

As was the case with the simulation, we are interested irethreasurements: (i) the call rate of the
attacker, (ii) the call status distribution of the attackand (iii) the probability for a legitimate user to
acquire the resource, while an attack is taking place.

We present the call rate achieved by the attacker in FigurBeéxall that the attacker can detect the
ringing calls by using Fast Fourier Transformation at thmoming audio signal. Observe, that the results
are highly consistent with the simulated ones (see Fig. 4)e ddversary has managed to issue over 45
ringing calls/minute for a calling placement interval 08 @econds.

We present the distribution of all call attempts by the &gadin Figure 10. Again, the results are highly
consistent with the simulated ones (see Fig. 5). Note, thtteacall placement interval reduces, the fraction
of busy calls increases, having a negative impact on thekatta

Finally, in Figure 11 we present the percentage of busy catisived by a legitimate caller, while the
target telephone device was under attack. Observe, thadrersary managed to hold the target landline
device busy for 85% of the attack duration, preventing ag;des most of the time, to the legitimate caller.

4.3 Discussion

Through Sections 3 and 4 we modeled, designed and evalugtedraentally a Dial attack. A threat that
uses as a carrier an Internet platform, a VoIP provider, arahactim any telephone line.

We provisioned using a simulated environment and an acatytidel, that the attack may render a
telephone device practically unusable. We confirmed owltsessing a real-world attack prototype. In fact,
we managed to hold an existing landline busy for 85%, by eidifiy injecting short-lived synchronized
calls towards it. We consider that our attack’s impact hagde wange, from simple annoyance to complete
disruption of critical operations. We believe that our gdaty life is tightly coupled with the services offered
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by the traditional telephony network. Taking into accourdttthese services are vital to our societyy
threat against them must be seriously considered, and misof& for protection should be designed and
employed.

To the best of our knowledge, this is the first attempt for desystic exploration of this new field of re-
search. Inevitably, we left various dimensions unexplpvatich may further amplify the attack’s firepower
or cause different effects, according to the adversaryal.gBor example, consider our attack prototype
driven by a distributed BotNet or consider the attack psgietincorporating multiple VoIP providers from
all over the globe. No doubt, these variations may imposegetahreat, but we have a strong feeling that
our results from the exploration of the attack space, ashigg been outlined in this paper, will constitute
the foundation on which such attacks will be based.

5 Existing Counter measures

In this section we investigate existing countermeasurggistly employed by three real-world VoIP providers.
We do not reveal the providers’ names in this paper, sincéighiihg information collected through reverse
engineering efforts is against the providers’ terms of asdgstead, we refer to each of the involved par-
ties using the symbolic namég,, Vz and V-, respectivelyt V, is a proprietary service offering VolP
communication, whilé/g andV are free VOIP providers based on the SIP protocol.

Our key findings can be summarized as follows. First, exgstiountermeasures follow ati-or-nothing
approach. A possible abuse results in permanently bannisgtaor even the target telephone device from
the system. We describe, later in this section, that thigpd not only inefficient, but can also be part
of further abuse, under certain circumstances. Secondnastimportantly, the existing countermeasures
react slowly upon an abuse case. Indeed, we managed to easeftthousands of calls before getting
spotted. We summarize our findings in Table 1.

5.1 Provider V4

ProviderVy is considered one of the world's leading VoIP providers. sTikireflected by its hundreds of
millions of user accounts. More than 15 million users havenbeoncurrently connected to the system
and 300,000 simultaneous calls being served without arwcgedegradation. As opposed to most VolP
providers that use the SIP protocbly relies on proprietary software and protocols that do n&rogerate
with SIP-based VoIP networks. We chose to focus on revedliflg security measures against users that
try to misuse the infrastructure. Our approach was tolgs® launch attacks with different configurations
and test how/4's mechanisms detect such attacks.

V4 internally uses an anomaly detection system, whose teshtétails are not publicly available. In
order to reverse engineer part of its logic, we used fouerkfiit user accounts and three different landline
devices. We performed experiments with very aggressiveni@lization rates against our landlines, using
V4 as the VoIP carrier. Eventually, all four accounts were kéatcpermanently and all three victim landline
devices were permanently banned from the system. This méaeisthe victim landlines were further
inaccessible banyuser ofV4 provider. We refer to this policy aal-or-nothing meaning that the anomaly
system either permits full access or no access at all to thése

V4 maintains call history data for a period of six months. Wedube call logs from thé/4’s web site
to create the call history of each account and telephone limEigure 13 we present the accumulative time
of the call history of each blocked account. The experimtrik place over a period of about three months.

Our initial intuition is thatV’4 blocks our account when we pass a specific call-rate thrésAplparently,

“We can reveal the providers’ names upon request over piiesenunication.
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Figure 13: Call history of eachs's account, until it Figure 14: Call history of each telephone targeted
is blocked due to abusive behavior. throughVy, until it is blocked.

this threshold must be based on heuristics rather than lEteyministic We believe this, since each
account got blocked when it exceeded a totally differerdghold. True enough, by using the first account
we placed more thanne hundred thousanchlls before the anomaly detection system spotted us. Hee ot
accounts were blocked by making a large number of calls inra sieort time period. This is shown in
Figure 13 by an almost vertical increase of at least fifteenghnd calls.

In addition, V4 also blocked the landline telephone numbers which we useté&®ss. In Figure 14 we
plot the call history of these numbers. Again, all logs arenmadized to a common start time. The graphs
terminate at the time the blocking actually happened. THe gervice allowed us to place more than one
hundred and thirty thousand calls to the first line we usefbrbéblocking it. The rest of the telephone lines
we used were blocked as a result of more aggressive expgsmen

We consider, that thall-or-nothing policy of V4's anomaly detection is highly inefficient and, most
importantly, it can be further abused. As far as efficienaoyoiscerned, we proved that the slow reaction of
the anomaly detection system allowed us to issue tens o$#imals of calls. This would be catastrophic for
any service that is based on telephone communication. Vievbehat the slow reaction is a fundamental
result of theall-or-nothing approach. The penalty is so high (i.e. permanent block}, ttrea anomaly
detection system is triggered only during occasions whegeetis severe abuse. An adversary, could still
carry out the attack in a more stealthy fashion. As far as titerpial abuse of the anomaly detection system
is concerned, we showed that an adversary can intentiobiaiék certain devices frorfr4. All she needs is
to issue a vast amount of missed calls towards the victincdeWote, that we didn’t observe any correlation
between the accounts and the victim landlines. In other sydite anomaly detection system banned the
victim devices completely from the system. No one could hehese landlines througWy; not only our
accounts buany user oft/,4.

5.2 Public Vol P Providers

Apart fromVy, which is a proprietary service offering VolP communicatiave also experimented with two
public VoIP providers)p andVe.

During our experiments with providérz we did not observe any countermeasures. We used their
infrastructure for multiple experiments, issuing hundred thousands calls, aridg did not react to this
behavior. We have been conducting experiments with theiwcgefor over 8 months without being warned
or banned.

On the other side we speculate th&i relies on manual inspection which is not effective and canno
provide adequate defense against such attacks. After essafrinitial experiments we conducted, they

%It is also possible that the anomaly detection is based orahuniervention and manual inspection of call logs.
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blocked the accounts used as well as all the other accounteadereated; note that these accounts had
not been used in the attack experiments. Account bans bastx @correlation of the domain of the email
addresses we used for the account registrations suggestumhpocess of log inspection. However, our
accounts were banned after the experiments had endedng@iin inability of manual countermeasures for
the early detection of our attacks.

We summarize all our experimental findings for all the thre&P\providers we tested in Table 1.

Provider Description Reaction
Va Proprietary Service Heuristic based
VB Public (SIP) No reaction
Vo Public (SIP) Ban of all accounts

Table 1: Reaction of all three real-world VoIP providers lehhey are used as attack platforms for Dial
attacks.

6 Server Side Countermeasures

In Section 5 we investigated currently employed countesuess by VoIP service providers of various sizes.
Our findings concluded that existing solutions are rathefficient. Based on our analysis, we proceed
in this section and propose an anomaly detection systemptbatotes fairness to callers and is able to
successfully mitigate the attack outlined in this paper.diase to stay away from aall-or-nothing policy.

In fact, our policies are dynamic and flexible. We implememt gystem and prove that it can dramatically
reduce the attack. The adversary can hardly keep a telelesiee in busy state for more than 5% of the
attack duration. Recall from Section 4, that our attackgig@e managed to keep a telephone device busy
for 85% of the attack duration.

This section is organized as follows. We first enumerate #séctbuilding blocks of our solution. We
then proceed and present an experimental evaluation. Vi @ar our attack once again, but force the
attacker to pass her requests through our anomaly detesstgtem. We finally discuss our findings at the
end of this section.

6.1 Basic Building Blocks

Our system is based on a detection module and a policy emiertemodule. We decided to implement the
detection module entirely in software, using the well-knokwtrusion Detection System (IDS), Snort[14].
As far as the policy enforcement is concerned, we have twiormgt\We can either implement it in software
or in hardware. For the first case, we can use the built-in fildiwnctionality of Linux operating systems,
i pt abl es.® However, this gives us poor flexibility in complex policie®n the contrary, the hardware
solution gives as a range of functionalities employed by enodouter devices. In order to easily perform
an evaluation of various policies, we chose to use the Chaker[10], which is a rich framework for testing
router configurations. The Click router incorporates a watlege of elements for traffic shaping, dropping
decisions and active queue management, which can also bd foumost modern routers. We present in
detail these two modules, the detection and policy enfoergm

Detection Module. Snort is responsible for the detection. It handles useragiguby monitoring all
incoming traffic and flags flows that belong to hosts thatatdtia large number of calls in a short amount
of time. We further refer to this threshold abt (abuse behavior thresholdyhich is expressed imvite’

SFor the core internals of Linux iptables, please refehtot p: / / www. netfilter.org/ .
"An invite request in SIP is associated with a call placement.
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| Policy | Effect | Implementation | Type |
soft-mute Drops every invite message i pt abl es (software)| mute
hard-mute Drops every invite message Click (hardware) mute
hard-shapg Applies a fixed rate to invite message delivery Click (hardware) shape

Table 2: Policies supported by our anomaly detection systemeh action is applied in messages received
by a host flagged as suspicious for a period of time equatto

requests per second. Since we have no access to the VolRIgr®dftware we can not flag users, but
only hosts (based on IP addresses). We have implementedyrar8le similar to those foport-scansfor
detecting hosts that exceatit Whenever we have a Snort alert, the policy enforcement taasglinvoked,

in order to mitigate the suspicious behavior.

Policy Enforcement Module. Policies are enforced over specific time windows. We refénitoquan-
tity as pew (policy enforcement windowEach policy applies an action to a host, that has been flagged
suspicious by the detection module. We have implementedlifferent types of actions: (i) mute and (ii)
shape. Thenute actiordrops all invitation messages and gtmpe actionmposes a fixed rate of message
delivery in a fashion that approximates a legitimate batravAgain, we consider as legitimate behavior
message arrivals following a Poisson distribution=£ 10). It was tempting to also apply policies found
in existing literature, as we reviewed in the related worttisa. In fact, we did try a policy foselective
dropping which drops packets according to the Random Early Dete¢R&D) algorithm[7P Recall from
Section 8 that we explicitly refer to several existing caurnteasures that alleviate a similar problem, such
as using weighted queues before unsolicited traffic reaghpstentially, victim interface or more strictly
provisioning and partitioning resources[5, 7]. Howevlese mechanisms are designed with congestion
avoidance in mind. As we have stated multiple times througkids paper, our attack consumes negligible
resources and does not lead to any congestion incidentethidlass we artificially generated congestion in
our detector in order to evaluatesalective droppingolicy based on RED. However we consider that our
assumptions, in regards to the conditions a real-world MwtRider may experience, were very unrealistic
and, thus, decided to provide no facts about this policy.

We provide software implementation for theuteaction usingi pt abl es in Linux.? We provide a
hypothetical hardware implementation of battute and shapeactions using the emulation environment
provided by Click. Please, refer to Table 2, for a completarsary of the policies we support, along with
their notation.

6.2 Evaluation

In order to evaluate our anomaly detection system we peddraur attack once again, but this time, both
the attacker and legitimate caller were forced to pass teguests through our system. This was done
at the network level, by rerouting all communication messatiprough a gateway that acts as an anomaly
detection system.

Our original intuition forabt was to select a value that characterizes a behavior, signifjcdeviating
from that of a legitimate behavior. Recall from Section &ttlve have assumed that a legitimate behavior
follows a Poisson distribution\(= 10). However, in order to eliminate false positives we decitedse a
more tolerableabt value, equal to 10 invitation messages per 30 secastds=£ 10msg/30secs). Notice,
that although this decision leaves us with no false post(iedeed, we have measured zero false positives

8More precisely, we used tleentleversion of RED[6], which is the RED implementation for Click
®In a minor note, we trigger the Linux iptables mechanism f@mort using the SnortSam plugint t p: / / www. snor t sam
net/ .
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Figure 15: Attack mitigation for soft-mute and hard-

mute policies for varioupew Notice, we do not pro-Figure 16: A comparison of all policies along with
vide results for hard-shape values for grgw; since the original attack. For each policy we state pesv

the hard-shape policy is enforced for the whole &sed inside parenthesis. Observe, that the attack’s
tack duration. This is not explicitly forced by oufirepower can be reduced to 5% usisgft-muteor
detector, but it comes from the fact that the attackigwn to 30% using a more relaxed polidyard-
does not adapt to the policy, and thewis always shape

extended.

in all experiments), relaxingbtis negative for the mitigation result. The attacker has no@@ortunities to
bypass the legitimate behavior and still be unaletr

In Figure 15 we depict the effects on the attack’s firepoweenvbur policies are enabled. Each policy
is applied for a time duration equal pew Notice, we do not provide results for hard-shape valuesigr
pew since the hard-shape policy is enforced for the whole lattlacation. This is not explicitly forced by
our detector, but it stems from the fact that the attackes aad adapt to the policy, and tipewis always
extended.

In Figure 16 we provide a comparison of all policies alonghvilte original attack. For each policy
we state thgpewused inside parenthesis. Observe that the attack’s firepeavebe reduced to 5% using
soft-muteor up to 30% using a more relaxed politigrd-shape We consider thehapepolicy more relaxed
than themutepolicy, since the suspicious host is not muted and thus theype more tolerable in enforcing
restraints on false positives.

7 Future Work

As part of our future work we consider the experimentatiarpiarely client-side countermeasures. Our plan
is to explore the usage of CAPTCHASs in telephones, sinceetdesices have little means for defending
themselves against a Dial attack. In this section we prgs@timinary results from a full functional call
center incorporating CAPTCHAs, as well as a user study wikchonstrates the applicability of our system.
Note that first-time users managed to successfully solv€&RTCHAS in 71% to 83% of the cases.

7.1 Call-Center Architecture

The goal of our system is to protect landlines from Dial &ta@ssuming that VoIP providers have not
employed any countermeasures. Our system is composed bigngein software and hardware solutions
which are widely available in the market. The software weisishstributed for free and the hardware costs
less than 100 dollars. Below, we describe both software andidare in detail.
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Software. The core component of our platform is the Asterisk PBX, amegpaurce software implemen-
tation of a private branch exchange (PBX). Asterisk carvdeloice over a data network and inter-operate
with the Public Switched Telephone Network (PSTN) so as ¢éater an automated call center for any orga-
nization. It supports Interactive Voice Response (IVRhtedogy, can detect touch tones, that is dual-tone
multi-frequency (DTMF) signaling, and respond with preamled messages or dynamically created sound
files.

Hardware. For Asterisk to handle landlines, the host machine must bhgpgd with specialized hard-
ware that connects it to the PSTN circuit. Depending on thdware used, several landlines can be con-
nected to the host and handled by Asterisk. For our impleatient Asterisk was programmed to handle all
incoming calls to a single landline.

Phone CAPTCHAs. A phone CAPTCHA is a type of CAPTCHA crafted for use with thetekisk
PBX, but that can be deployed by any software PBX that supp¥R technology and call queues. When
an incoming call is received, Asterisk places the call in h @aeue. The caller then receives a phone
CAPTCHA and has a limited time to respond to the test usinghtiome’s dial pad. This short time window is
a way to make laundry-attacks against our system hardermp @at. This mechanism prohibits automated
calls from binding to the end device and consuming resoumebih could prevent legitimate callers from
reaching the destination number. An attacker must incatpautomatic speech recognition software (ASR)
in an effort to successfully launch an attack. Even thoughisinot a complete solution, it poses a significant
obstacle for attackers when the CAPTCHAs are appropriatesigned. On the other hand, it is easy for
legitimate callers to pass the phone CAPTCHA test.

If all telephone calls require solving a CAPTCHA before mpettthrough, it may be annoying for callers.
We recommend that CAPTCHAS be activated only when the teleplis suspected to be under attack. This
way, callers will not always have to solve a CAPTCHA. Simi¢goproaches have been adopted by Web
services such as Google searches.

Figure 17 shows a diagram of a call center incorporating BOAPTCHA technology to be deployed
as a defense measure against the attack outlined in this pape

Phone CAPTCHA
Host

Asterisk PBX
(software)

I

1y

Legitimate
Callers

Phone Lines

| @ Target
Land Lines

s
= %

Malicious
Hosts

Figure 17: Diagram of a call center incorporating Phone CBRA technology as a defense measure.

7.2 User casestudy

We present the results of the user case study we conductegl ausi proof-of-concept CAPTCHA enabled
call-center. Our goal is to measure the usability of the-cafiter and utilize user-feedback to improve
phone CAPTCHA design. The 14 test subjects participate enstihdy are students and staff from our

16



campus, between the ages of 22 and 32. They are randomlyasspanto two user groups, the Informed
Group and the Uninformed Group. The members of the first gevafully informed of the nature of the
experiment, while those of the second group are simply askdal a phone number. The users of the first
group know that there would be a succession of 15 phone CARNEkLs, separated into 3 sets of tests.
The first 5 tests are requesting the user to spell a word, tkiébrte type the result of a simple mathematical
calculation, while the next 5 are a random succession «f tdghe first two types.

User Group Spelling | Calculation || Random
Set Set Set
Informed Group 83 74 71
Uninformed Group| 74 63 71

Table 3: Success rates(%) of the user study.

In Table 3 we present the results. As expected, the informedpgachieves higher success rate (74-
83%) than the uninformed one (63-74%) in the first two setesfst indicating that previous knowledge
of the phone CAPTCHA type can lead to higher success ttés our experiment both user groups have
the same success rate (71%) in the final test set. The usemtlogloups score worse in the case of
mathematical calculations. Most users stated that afeefitst couple of tests, it was easier to solve them.
The phone CAPTCHA tests contain a significant amount of naisieh led users to mistakes because
they couldn't always make out the words. Moreover, sinceRhene CAPTCHAs are in English and
the test subjects have varying degrees of familiarity wilh English language, this deployment represents
an international deployment. We expect the success ratbs tugher for a national deployment (i.e.,
where the language of the Phone CAPTCHASs matches the natigeidge of the users). Nonetheless, the
informed group successfully solves the spelling CAPTCHAI83% of the time, which leads us to believe
that native speakers will be able to solve phone CAPTCHAa (dlon’t incorporate additional noise) with
high probability. This indicates that the robustness ofTehn@ APTCHASs must stem from the vastness
of the vocabulary used and not the incorporation of additiarise. Furthermore, while the calculation
phone CAPTCHA type offers only a marginal improvement inusthess, relatively to the basic type, it
actually results in lower success rates. On the other haadggelling type CAPTCHASs have a much higher
success rate and can utilize an immense vocabulary, makemg far more robust against automated voice
recognition attacks.

8 Reated Work

In this work we use VoIP technology as an attack medium. Gitgelow access cost and its wide deploy-
ment, VoIP services have attracted a lot of attention. Fangle, extensive research has been recently
conducted on VoIP security. Wamg al. exploit the anonymity of VoIP calls by uniquely watermaugitine
encrypted VoIP flow [21]. Wrighet al. investigate whether it is possible to determine the languzfgan
encrypted VoIP conversation by observing the length ofygted VoIP packets [23]. Zhargt al. in [26]
exploit the reliability and trustworthiness of the billing VoIP systems that use SIP [15]. A lot of work has
also focused on man-in-the-middle attacks [24, 25] andevpltarming [22], where VoIP users are tricked
and their calls do not reach their intended destinationthitnpaper we explore new ways for abusing VolP
services as well as identifying possible defenses to thisab

previous studies suggest that blind users are able to s8M&% of audio CAPTCHAS deployed by popular web services,
while sighted users achieve 40-50% success rate on the satad4]. Using sophisticated interfaces, the succesofdte same
set of blind users can increase up to 70%.
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Research for attacks to the telephony network has beerdamt in the past, mostly targeting cellular
networks. For example, it has been shown that a rate of orlySMS messages per second is capable of
clogging both text and voice traffic across GSM networks IroBManhattan [18, 20]. Countermeasures
to alleviate this problem are based on using weighted quieefese traffic reaches the air interface, and/or
more strict provisioning and partitioning resources aftaffic leaves this bottleneck [5, 7]. Ene&k al.
demonstrate the ability to deny voice service by just usirngldle modem [5]. They claim that with the
use of a medium-sized zombie network one could target theeddihited States. Their work also included
suggestions on how to counter SMS-based attacks. Spdyifitey call for the separation of voice and
data channels, increased resource provisioning, andimate bf the on-air interfaces.

The vast amount of Internet connected mobile devices hi&edranother concern. Smart-devices can
be misused and launch attacks against emergency call gd@jenn fact, cellular botnets can be formed
and the large scale compromise and coordination of thes@earmiibnes can be used to attack the core of
cellular networks [19]. This approach is the opposite okpure use the Internet connected VolP providers
and their services to attack the telephone devices, whdatiproach uses the devices to attack the network.
In [13] Racicet al. targeted their attack also against telephone deviceseisahse that they drained the
battery power of internet connected mobile phones throbhgluse of MMS vulnerabilities.

As far as countermeasures are concerned, CISCO has fileérat pat a system that mitigates Denial
of Service (DoS) attacks against call processing serv&isiiilan IP network. Their system comprises of
a network processing device and a controller that prolsaictilly decides whether a call will be accepted
or rejected based on characteristics, such as the serverant load or whether the call originates from
a previously authenticated source. This is highly efficienécenarios where certain calls are of greater
importance and must not be rejected even when the call gioceservers are under heavy load. However,
it is ineffective in cases where legitimate callers are mavith in advance or can not be easily authenticated.

Last but not least, there are concerns in the research coitynalnout attacks that threaten the operation
of emergency services. This is because emergency senasestleir operation on the telephony network.
Aschenbruclet al.report that it is possible to peer VoIP calls to public sesvanswering points (PSAP) [3].
This peering can have grave implications because it makpsstible to carry out DoS attacks against
emergency call centers. In their work they monitored calhenfa real PSAP of a fire department which
serves about one million people. During emergencies theFP@aeived approximately 1100 calls per 15
minutes. These calls overloaded the PSAP and the authogested that the high call-rate was the result
of citizens constantly redialing until they got service.tteir follow-up publication Fuchst al. show that
under heavy load at the same PSAP, up to half of the incomittgware dropped [8].

In this paper, we explore the feasibility, impact and pdssihitigation of cyberattacks against telephone
lines. We measure the resources needed by an attacker thlauch an attack, we propose server-side and
client-side defense mechanisms and we carry out a usertcases measure the usefulness of the proposed
defense mechanisms.

9 Conclusion

In this paper we performed an extensive exploration of a neld 6f research: attacks that are carried out
through an Internet media and target a non-Internet infrestre, the traditional telephony network. We
refer to this activity using the termial attack or Digitally Initiated Abuse of teLephones

Initially, we presented an analytic model of our attack ngssimulations parameterized with values
collected by real experiments. Our theoretical findingsvisioned a potential threat towards telephone
devices. Indeed, we implemented a prototype and carrietthewttack in the wild, proving that an adversary
can keep a telephone device in busy state for 85% of the atiaeition. Our attack requires zero financial
resources and negligible computational resources.
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Considering the severity of such a threat, we proceeded gridre defenses to mitigate the impact of
Dial attacks. We started, by exploring already employechtenmeasures. We performed long-term ex-
periments, over the period of 3 months, to reverse enginemnaly detection systems used by one of the
worlds leading VoIP providers and two public VoIP provideWe concluded that current VOIP infrastruc-
tures employ countermeasures based oalbor-nothing approach, they react slowly to possible abuse or
they offer no protection at all. We consider all these dedsnsighly inefficient. Thus, we presented an
anomaly detection system, based on Snort and Click, thabparate entirely in software or as a combina-
tion of both software and hardware. Our system has flexibdedgmamic policies and we proved that it can
mitigate Dial attacks. An adversary can hardly hold a teteyghdevice busy for 5% of the attack duration,
using a VoIP provider that has deployed our solution. Hawmnmind that deployment in existing servers
is a hard process, and clients (i.e. telephone devices) feayef any at all, means to defend themselves
against such an attack, we proceeded one step further. \Wemed a preliminary study of CAPTCHA
usage in telephone devices, in order to alleviate our atackimplemented a fully functional call center,
that incorporate®hone CAPTCHA® deal with Dial attacks. We plan on extensively explorinig tlefense
measure in future work.

The arising threat of Dial attacks has many unexplored dsioeis. We believe, that this paper is the
beginning of a new arms race for attacks and countermeasurasew field of research in Computer
Security.
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