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Abstract

A padld dgorithm for treating the deformation of structures modeed with Lagrange meshes and
their impact and interaction with each other has been implemented in the AUTODYN-3D program. The
dgorithm, which uses separate paralel decompostions for the structurd deformation cacuation and the
contact detection / interaction computation, alows efficient processng on both Massvely Padld
Processors (MPP) and Scalable Computing Clugters (SCC), including clusters of PC's. This dlows many
gmulations induding impects, explosors and fluid-structure interactions to take advantage of the high-
gpeed computing capabilities of modern pardld processng sysems.

In this paper we describe the nove padle dgorithm and its dynamic load-badancing scheme for
contact detection. We dso andyze the performance of impact cdculaions usng this dgorithm in terms
of timing and scaability on two computer systems:.

A four-workstation cluster using an Ethernet network (10 Mb/s)
A Linux cluster utilizing 16 PCs with afast Ethernet network (100 Mb/s).
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1. Introduction

AUTODYN-3D is a generd-purpose non-linear solid, fluid and gas dynamics program that is
routiney used to cdculate a wide vaiety of impact problems [1]. These caculaions can be highly
computationdly intendve if large numbers of dements are employed and extensve surface aress exig,
that require testing for impact. To adlow such cdculations to be performed in more practicd time frames,
a new padld doman decompostion and contact detection dgorithm have been implemented in
AUTODYN-3D for Lagrange grids. It was developed for message-passing MIMD parale architectures,
such as Massively Parallel Processors (MPP) and Scalable Computing Clusters (SCC).

The approach that has been adopted is straightforward domain decomposition whereby each Lagrange
orid is daticdly partitioned into smdler grids cdled sub-domains. These sub-domains are distributed
amongst the processors of the paralld machine so as to minimize inter-processor communications and
baance the computational load. Contacts occur when a surface dement of one grid interpenetrates
another surface element, necesstating a globa search of Cartesan space to find possble contacts. Since



contacts can occur between sub-domains owned by different processors, a second, dynamic domain
decomposition of Cartesian space is used for the contact calculations.

2. The Serial Contact Algorithm

The Lagrange computation used for each time step in AUTODYN-3D is described in the AUTODYN
Theory Manud [2]. At the end of this computation, the tentative new podtions of surface nodes have
been computed, but there is a possbility that these surfaces may have interpenetrated. A contact
agorithm has been implemented to test for, and deal with such cases.

In principd, any two surface dements anywhere in the Smulaion can come in contact with esch other
during some timestep, even those that belong to the same object (sdf-interaction). Checking for al such
contacts requires a globad search in Catesan space, and in practice can take 50% of the overdl CPU
time. For efficiency, the contact nodes and faces are spatialy sorted to speed this computation and avoid
unnecessary tests of disant dements. Thus, the dgorithm can be conddered in two pats. Firgly, a
cdculation is peformed to identify neighboring nodes/faces that require to be checked for interaction.
Secondly, adetalled interaction calculation is performed for al these identified nodes/faces.

Determining which nodes/faces require to be checked for interactions is achieved by a bucket-sort. A grid
of virtud work units is defined in Cartesan space. Each work unit is a cube, with sdes twice the smallest
face dimenson of dl interacting faces In teds this cube dze was found to not only yidd the most
efficient computing times (due to the fine sort), but dso to generate sufficient work units to dlow
efficent load-badancing for the pardldization (described later). These work units are virtua because
dorage for a paticular work unit is only dlocated when it is determined that the work unit contains
nodes/faces that are to be tested for interaction.

The bucket-sort loops over dl the surface nodes and faces of a problem, and congtructs a linked lig of the
actuad work units required for a particular andyss. The sort is performed in two passes, in which dl the
nodes are sorted, and then the faces are sorted.

Firs, each node is added to the work unit, which contains it. A hash table is used to achieve fast access
time to the virtud work units, effectively speeding the entire sort. If the work unit does not exis, it is
created at that stage.

Next, looping over dl surface faces of the problem, each face is added to dl work units, which contain
nodes that might interact with the face. This is determined by checking each node of the face to see if it is
contained within, or is in cose proximity to, a work unit's domain. At this stage, only work units that
dready contain surface nodes are condgdered. The proximity test is based on the dze of the contact
detection zone used for the interaction logic and the amount of “dack” dlowed to enadle the caculations
described here to be performed |ess frequently than every cycle.

Findly, the node and face tables built for each work unit in the linked list are examined to determine the
totd number of nodefface interactions that will be required to be computed for the work unit (this number
is used to facilitate load-bdancing in the pardld verson). In generd, this will equd the totd number of
nodes in the work unit times the total number of faces. However, this can be reduced if, for example, sdf-
interaction of a subgrid with itsdf is not permitted, or two subgrids have been specified not to interact
with each other. If the tota number of interactions required to be computed for a work unit is found to be
zero, then the work unit is removed from the linked ligt.

At the end of this procedure a compact group of work units has been generated, eech containing a list of
surface nodes and faces that require testing for interaction. Each node has been uniquely assgned to a
particular work unit. Faces have been assigned to multiple work units, as required. These lists may be
vdid for a number of computationd cycles, depending on the proximity test used to determine potentia



node-face interactions and on changes in surface definitions (if Lagrange zones are eroded or removed,
surfaces need to be redefined).

The detalled interaction caculation that is performed between the nodes and faces in each work unit
list is very robugt in that every impact is detected and dedt with correctly regardless of the deformation
and relative movement of bodies or changes in surface definitions. The method is based on the work
published by Thomaand Vinckier [3].

The key to the robustness of this method is
the condruction of a contact detection zone
aound each surface face that provides
complete “padding” to the face. The contact
detection zone for a face is shown in figure 1. It
consgts of two quadrilateral zones (one on each
dde of the face), four semi-cylindricd zones
aong the edges of the face, and sphericd zone
segments that close the areas around the four
corners of the face. If the face is not co-planar,
it is solit into four triangular faces around its
mid-point and these are treated in the same
way. In AUTODYN, the radius of the contact
detection zone is referred to as the “gap” Size.

Since contect  detection zones of  adjacent Figure 1: Contact detection zone (top)
surface faces dways overlgp, the dgorithm with exploded view (bottom)
guarantees that no holes exist in the contact

surface.

Noda forces due to contact are added to the interna forces obtained for each element. These forces
are computed using a pendty method whereby if any node enters the contact detection zone of a face, it is
repelled by a force proportiona the depth of penetration of the node into the zone. The gap size is usualy
st between 10% and 50% of the smallest face dimension.

An additiond time dep condrant is
required for interaction cdculaions, which
satisfies the condition that no node is able to
travel more than 20% of the ggp distance in
one time step.

The example in figure 2 illudrates the use
of the contact detection dgorithm. It shows
the crushing of an octagond <ed girder
impacting a rigid wal a 20 m/s The girder
was modded with 4100 shell dements and in
this case it was possble to accuratdy
amulate the shdl thickness by stting the gap
gze to hdf this dimenson. This problem is a
severe test for any contact logic and despite the gross buckling, no erroneous surface penetrations were
observed.

Figure 2: Crushing of octagond sted girder

3. TheParalle Lagrange Calculation



Padldizing the Lagrange cdculation is a farly draghtforward task. Each Lagrange grid is defined
in a three-dimensond index space (1, JK). Each grid dement interacts only with the neighboring
eements in this index space. For pardld caculaions, each Lagrange grid is divided aong index planes
in the I, J and K directions to form smdler grids caled sub-domains. A load-bdancing dgorithm is
employed to digtribute these sub-domains evenly amongst the available processors, with each sub-doman
being processed as if it were a Lagrange grid in serid processing (this alows most of the source code for
serid processng to be used without modification). When the nodal forces have been cdculated for the
sub-domains, inter-processor communications are required to exchange forces on the boundaries of sub-
domains that are owned by different processors. The load-baancing agorithm attempts to minimize the
amount of data exchanged in this way.

It is important to note that because the grid structure does not normaly change during the smulations
(except Lagrange zones that may be eroded and therefore removed), a datic decompostion of the entire
index space is sufficient to achieve good performance.

4. The Paralld Contact Algorithm

The contact detection agorithm was developed to alow dgraightforward paralldization. The approach
used is very dmilar to that used to pardldize the processing of Lagrange subgrids. The work units
generated to contain the nodes and faces to be tested for impact are treated in much the same way as sub-
domains. Thus, the domain decomposition used for the contact detection dgorithm is differert from thet
used for Lagrange calculations.

A second load-bdancing dgorithm has been implemented that efficiently digributes the work units
among the available processors, assuming each processor has either the same speed or a pre-determined
relative speed provided by the user. Since different domain decompostions are used for the Lagrange
cdculdion and the interaction computation, this adgorithm atempts to minimize the inter-processor
communications required between these two decompositions.

Although a datic decomposition is used for the Lagrange cdculation, a dynamic decompostion is used
for the interaction computation. Consequently, load badancing of the newly formed work units is
performed for each cycle on which a sort is
caried out. This dlows interaction caculaions
to reman wdl load-bdanced even when
surfaces are reconfigured as the gSmulation
progresses, or during the erosion (remova) of
Lagrange zones.

As our results will show, the contact agorithm
generates sufficient work units during the sort
phese to dlow efficdent load badancing for
pardle processng. Furthermore, the scheme
uses dmpler communication patterns than those
tha rey on recursve coordinate bisection
(RCB) to assgn equa amounts of nodes to dl
processors, and adapts well to heterogeneous
sysems where processors may have different
CPU speeds and workloads that may vary with
time.

Figure 3: Benchmark caculation

5. Benchmark Calculations



Two benchmark cdculations have been peformed to tet the efficiency and scdability of the parald
processng for typicd impact Stuations. Both caculations smulated a 30cm x 30cm x 10cm ded
projectile plate impacting a 30cm x 30cm x 20cm aduminum target plate (figure 3). The cdculations used
27,000 dements. The firg benchmark assumed that coincident projectile and target nodes were joined
together forming a continuous, non-dip interface. This meant that no contact detection processng was
necessay and the cdculation teted only the efficiency of the Lagrange cdculaions usng doman
decomposition. The second benchmark assumed free-dip contact surfaces between the projectile and
target and therefore tested the efficiency of both the doman decompostion and the contact detection
process.

Tests were performed on an Ethernet network (10 Mb/s) of four DEC Alpha machines using the PVM
message passing protocol. Calculation times using 1-4 machines are given in table 1 for both benchmarks.

Table 1. Average cycle times for benchmark #1 and benchmark #2 (Ethernet)

No. of Benchmark # 1 Benchmark # 2
machines | Sec/Cycle | Speed-up | Efficiency | Sec/Cycle | Speed-up | Efficiency
1 57.0 1 100% 59.5 1 100%
2 29.5 1.93 97% 31.2 1.91 97%
3 20.1 2.84 95% 21.4 2.78 93%
4 16.0 3.56 89% 17.4 3.42 86%

Smilar benchmarks were performed usng a 16 PC (Pentium 11 300MHz) clugter running Linux on a
fast Ethernet network (100 Mb/s) with PVM. For this system, a larger grid representing a 40cm x 40cm x
10cm ged projectile plate impacting a 40cm x 40cm x 30cm duminum target plate was used. Both
cdculaions used 64,000 eements. Cdculation times on this sygdem ae given in table 2 for these
benchmarks.

Table 2: Average cycle times for benchmark #1 and benchmark #2 (Fast Ethernet)

No. of Benchmark #1 Benchmark # 2
machines | Sec/Cycle | Speed-up | Efficiency | Sec/Cycle | Speed-up | Efficiency
1 90.9 1 100% 94.0 1 100%
2 45.0 2.02 100% 47.8 1.97 98%
4 22.5 4.04 100% 24.4 3.85 96%
8 114 7.97 99% 12.3 7.64 96%
16 5.9 154 96% 6.4 14.69 92%

Figure 4 shows the performance of the two benchmarks and the speed-up obtained, usng the PC
cluster. The dashed line denotes perfect speed-up. In both pardld and serid cdculations, most of the
computation time is spent ether in Lagrange calculations or in contact detection. As the results show,
both portions of the code perform wdl, and a good pardld efficiency is achieved. In spite of the dow
network that incurs reatively large latency, a near-optima speed-up is obtained, with the increase in the
number of processors.
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Figure 4. Performance of both benchmarks on a Linux based PC cluster, with fast Ethernet.

It is interegting to examine the behavior of the pardld interaction agorithm. The benchmark used a
totd of 64,000 eements. Of these, 12,000 (20%) were surface dements. About 3200 work units were
dlocated during the sort, with each work unit holding 4-10 nodes and 12-30 faces. The fine sort
ediminaed unnecessry impact tets, and dlowed large flexibility for the dynamic load-baancing
agorithm to digtribute the workload evenly among the processors. Indeed, the speedup for the second
benchmark is hardly impaired even for 16 processors (with relatively fine problem granularity).

5. Conclusions

An ffident and scdable padld dgorithm for computing the deformaion and interaction of
dructures usng Lagrange grids has been developed. The agorithm uses a datic decompostion for
processing the Lagrange grid and a dynamic decomposition for computing contact surfaces.

Cdculations usng the new adgorithm have been shown to be more than 90% efficient on low-speed
Ethernet networks (10 Mb/s) and close to 100% efficient on a fast Ethernet (100 Mb/s) network.
Benchmark caculaions show dmost perfect scaability for up to 16 processors (the maximum we have
tested so far).

Tedting is currently underway on PC clusters running Windows NT and on the scdable computing
clugter & HUJI utilizing over 80 PCs on a high-speed Myrinet (1200 Mb/s) network.
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