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Machine learning systems are increasingly used
by humans to assist them in decision making. The
systems produce predictions or recommendations
which are then considered by a human decision-
maker, and it is important that the prediction can
be justified: the user will want to understand why
the system produced its recommendation before
making a decision.

For the rule-based expert systems that were
common in past decades, it is often enough to
explain how the system reached its decision by
tracing the exact steps. Knowing how the system
works helps the user decide whether the decision
is justified. This is called the “glass box” or “white
box” model, in contrast to the “black box” model
where explanation is not given.

Recently, machine learning techniques have all
but replaced rule-based methods, often resulting in
increased accuracy and an ability to handle more
complex problems. In contrast to rule-based ex-
pert systems, justifying the predictions of machine
learning models is not a straightforward task: it is
no longer the case that explaining how a predic-
tion was reached automatically justifies it to the
user. Due to the complex, quantitative and unintu-
itive nature of many machine learning models, it is
unreasonable to expect that users who are not ma-
chine learning experts, even if they are experts in
the domain of the prediction, will understand how
the model works, regardless of how transparently
it is presented. In other words, the glass box model
is no longer useful for most users.

A black box with no justification at all, how-
ever, is even worse. We propose what might be
called a “self-explaining box” model, where Nat-
ural Language Generation (NLG) is used to pro-
duce simple, short, qualitative and intuitive justifi-
cations for machine learning predictions, relying
on the domain knowledge embodied in the fea-
tures. Since the source of the generated text is the
quantitative state of the model and the feature val-

ues, this task fits into the data-to-text generation
paradigm.

Previous work shows that small, evidence-
based justifications (in ML, evidence exists in the
form of features) are more satisfactory to users
than other types of explanations (Herlocker et al.,
2000; Symeonidis et al., 2009; Papadimitriou et
al., 2012) and that replacing numbers with linguis-
tic qualifiers also enhances satisfaction (Herlocker
et al., 2000; Lacave and Dı́ez, 2002).

Our justifications, therefore, focus on a small
number of features - those that are most relevant
to the prediction - and present information about
them in a qualitative rather than quantitative way.

The problems that are unique to this task arise
in the content planning stage of NLG, as well as
in earlier stages concerned with transforming the
raw data into messages. In order to allow us to
focus on these problems, our overall architecture
aims to simplify other stages. In the remainder
of this abstract we briefly describe our message
structure, the architecture of our NLG system, and
our approaches to solving the main subtasks.

1 Message structure

We use a shallow semantic structure, the Semantic
Typed Template (STT). An STT is defined using a
small semantic network of typed entity “slots” and
relations among them. For example, the predic-
tion STT contains an entity slot A of type model,
an entity slot B of type prediction, and an entity
slot C of unrestricted type, as well as the relations
madePrediction (A → B) and predicts (A → C).
In addition, each STT contains a set of paraphrasal
templates. The prediction STT, for example, con-
tains the template “the prediction for [C], made by
[A], is [B]”, among others. A Semantic Unit (SU),
in turn, is an instantiated message, which corre-
sponds to an STT and a set of concrete entities that
have the types and relations specified by the STT.

We have created a core set of STTs for the jus-
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Table 1: Architecture comparison: our components shown below the pipeline of Reiter (2007)

tification domain (prediction, feature-has-role-in-
prediction, etc). For this core set, the templates
were manually specified. In addition, we are con-
ducting research into extracting domain-specific
STTs, along with sets of templates, from text cor-
pora, as explained in section 3.

Using this representation, we can treat the mes-
sages as semantic during the content planning
stage and then use a simple template approach in
the microplanning and realization stages.

2 Architecture

Two problems arise that are unique to justification
generation. The first is the problem of selecting
the relevant features for the prediction and rep-
resenting them qualitatively. We call the task of
solving this problem feature selection and charac-
terization. In our architecture, it corresponds to
the signal analysis and data interpretation tasks
of data-to-text generation, as well as to part of the
content selection task of NLG in general.

The second problem is also related to the con-
tent selection task. In a justification, we want to
present two types of content: the “core” content
described above, discussing the state of the model
and feature values that led to a prediction, and sec-
ondary content discussing the real-world interpre-
tations of and relations among the features. While
in online recommender systems the features are
often simple enough that no further explanation is
needed (e.g., the main actor of a movie), general
ML models often have features that require some
explanation. Think of features in medical diag-
nosis (“Erythema Nodosum”), financial price pre-
diction (“EV/EBITDA”) or network analysis sys-
tems (“Clustering Coefficient”). We call the task
of solving this problem feature grounding.

In addition, we must also solve the other usual
subtasks of NLG. While solutions to our two
unique tasks together form our approach to con-
tent selection, we still must address discourse
planning, microplanning and realization. Our ap-
proach to discourse planning, which we do not de-
scribe here for lack of space, also features sim-
ple aggregation (thereby contributing also to mi-
croplanning). The rest of the microplanning tasks,

as well as realization, are left to the templates.
The overall architecture can be seen in Table 1,

in comparison with the standard data-to-text archi-
tecture of Reiter (2007).

3 Component Research

In Biran and McKeown (2014), we describe in de-
tail our approach to feature selection and charac-
terization. Relying on two intuitive measures of
a feature, its effect on the prediction and its im-
portance in the model, we define a discrete role
for each feature in the prediction. Based on these
roles, we select the key features of the prediction
(using one of multiple selection strategies) and
produce simple messages that constitute the core
of the content to generate.

For feature grounding, we have extracted a
large taxonomic lexicon from Wikipedia (Biran
and McKeown, 2013). The taxonomy allows us to
produce messages describing the types of features,
automatically discover groups of semantically re-
lated features (e.g., valuation multiples and techni-
cal analysis signals are major groups of common
financial prediction features), and provides us with
a lexicon of term synonyms.

In addition, we are planning to extract domain-
specific definitional templates (as STTs) from
Wikipedia in order to provide external definitions
for features. For example, in the medical do-
main, features may be symptoms and medical con-
ditions. Wikipedia contains information such as
“hypertension can lead to coronary heart disease”
and “high blood pressure is a major risk factor
for stroke”. Based on these and others, we can
extract the conditionAssociatedWithDisease STT,
with templates such as “[condition] is a major
risk factor for [disease]”, and the knowledge that
this relation holds between the feature hyperten-
sion and the two diseases coronary heart disease
and stroke. These extracted templates and related
knowledge base can then be used to expand on a
feature that has a role in the core set of messages.
In that sense, our final planned NLG system can be
said to be a hybrid of data-to-text and text-to-text
approaches.
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