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Abstract

With applications in nearly every field of computer science, Communication Complexity constitutes one of the most useful methods for proving unconditional lower bounds—the holy grail of complexity theory. Developing tools in communication complexity is a promising approach for making progress in other computational models such as streaming, property testing, distributed computing, circuit complexity and data structures. One striking example of such tool is Shannon’s information theory, introduced in the late 1940’s in the context of the one way data transmission problem. While revealing the intimate connection between information and communication, Shannon’s work and its classical extensions do not readily convert to interactive setups such as the communication complexity model, where two parties must engage in a multi-round conversation to accomplish some desirable interactive task. The research presented in this monograph aspires to extend Shannon’s theory, develop the right tools, and understand how information behaves in interactive setups. The main measure of interest is the Interactive Information Complexity of a function, which informally captures the least amount of information the parties need to disclose each other about their inputs in order to solve the underlying task. We develop information-theoretic tools with applications to some of the most fundamental questions in communication complexity, including the limits of parallel computation, interactive compression, and the KRW conjecture. We then demonstrate the power of information complexity beyond communication complexity, with applications to various theoretical models, including data streaming, circuit lower bounds, privacy and economics. Lurking beneath these results is the fascinating question about the role of interaction and information in obtaining efficient outcomes, where efficiency may be measured in terms of social welfare, space, privacy or communication, depending on the model and context.
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Chapter 1

Introduction

The holy grail of complexity theory is proving lower bounds on different computational models, thereby delimiting computational problems according to the resources they require for solving. One of the most useful abstractions for proving such lower bounds is communication complexity. Since its introduction [154], this model has had a profound impact on nearly every field of theoretical computer science, including streaming algorithms, VLSI chip design, data structures, mechanism design and property testing [149, 130, 61, 25] to mention a few, and constitutes one of the few known tools for proving unconditional lower bounds. As such, developing new tools in communication complexity is a promising approaches for making progress within computational complexity, and in particular, for proving strong circuit lower bounds that appear viable (such as Karchmer-Wigderson games and ACC lower bounds [100, 20]).

One striking example for such a tool is information theory, introduced by Shannon in the late 1940s in the context of one-way communication problems [Sha48]. Shannon’s noiseless coding theorem revealed the tight connection between communication and information, namely, that the amortized description length of a random one-way message \((M)\) is equivalent to the amount of information it contains (its Entropy \(H(M)\)). In the 65 years that have passed since then, information theory has been widely applied and...
developed, and has become the primary mathematical tool for analyzing communication problems.

Although classical information theory provides a complete understanding of the one-way transmission setup (where only one party speaks), it does not readily convert to interactive setups, such as the communication complexity model. Our research goal is to extend Shannons theory, develop appropriate machinery and understand how information behaves in interactive setups, where two (or more) parties must engage in a two-way conversation in order to accomplish some desirable task (e.g. compute a joint function $f(x, y)$ of their respective inputs). Our main measure of interest is the Information Complexity of a function $\text{IC}_\mu(f, \varepsilon)$, which informally measures the average amount of information the players need to reveal each other about their inputs in order to solve $f$ with some prescribed error under the input distribution $\mu$.

From this perspective, communication complexity can be viewed as the extension of transmission problems to general tasks performed by two (or more) parties over a channel. Surprisingly, it turns out that an analogue of Shannons noiseless coding theorem does in fact hold for interactive computation, asserting that the amortized communication cost of computing many independent instances of any function $f$ scales as its information complexity:

**Theorem 1.0.1** ([35]). For any $\varepsilon > 0$ and any two-party communication function $f(x, y)$, it holds that

$$\lim_{n \to \infty} \frac{D_{\mu^n}(f^n, \varepsilon)}{n} = \text{IC}_\mu(f, \varepsilon).$$

This theorem, which plays a central role in this thesis, assigns an operational meaning to $\text{IC}_\mu(f, \varepsilon)$ (namely, one which is grounded in reality) and insinuates that information theory is the “right” tool for studying communication problems. The results we present below provide further evidence for this intuition (a notable one is asserts that Theorem 1.0.1 is in fact a “sharp-threshold” characterization of amortized computation, see Chapter 3).
Broadly speaking, Shannon’s information theory has two general benefits in addressing communication problems. Firstly, it gives us a set of simple yet powerful tools for reasoning about transmission problems and more broadly about relationships between interdependent random variables. Tools that include mutual information, the chain rule, and the data processing inequality [58]. Indeed, a remarkable feature of information complexity, which stems from these simple tools, is that it is a fully additive measure over composition of tasks:

$$IC_{\mu_1 \times \mu_2}(T_1 \otimes T_2) = IC_{\mu_1}(T_1) + IC_{\mu_2}(T_2).$$  \hspace{1cm} (1.1)

It is this benefit that has been primarily used in prior works involving information-theoretic tools in communication complexity [1, 52, 116, 49, 14, 96, 16]. Secondly, in the context of transmission problems – starting with Shannon’s noiseless coding theorem – information theory is known to give tight precise bounds on rates and capacities. In fact, unlike computational complexity, where we often ignore linear, polylogarithmic, and sometimes even polynomial factors, a large fraction of results in information theory provide us with precise answers up to additive lower-order terms. For instance, we know that a sequence of random digits would take exactly $\log_2 10 \approx 3.322$ bits per digit, and that the capacity of a binary symmetric channel with substitution probability 0.2 is exactly $1 - H(0.2) \approx 0.278$ bits per symbol. A program which has emerged in the field over the past few years is to understand whether such fundamental results translate into the interactive setup. While this program is only at its preliminary stage, we provide encouraging results in this direction – For example, the tools we developed enabled us to determine the exact communication complexity of the Set-Disjointness function, which turns out to be surprisingly low: $C_{\text{DISJ}} \cdot n \approx 0.48n$ (see Section 2.3). Such precise results were beyond the reach of analytical techniques before the emergence of information

$^1T_1 \otimes T_2$ denotes the task composed of successfully performing both $T_1$ and $T_2$ on the respective inputs $(X_1, Y_1) \sim \mu_1$ and $(X_2, Y_2) \sim \mu_2$.  
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complexity.

One caveat is that mathematically striking characterizations such as Shannon’s noiseless coding theorem only become possible in the limit, where the size of the message we are trying to transmit over the channel – i.e. the block-length – grows to infinity. One exception is Huffman coding [86], where it was shown that the expected number of bits $C(M)$ needed to transmit a single sample from $M$, is very close (yet not equal!) to the optimal rate ($H(M) \leq C(M) \leq H(M) + 1$). What happens for small block lengths is important for obvious practical and theoretical reasons, and even more so in the interactive regime (see e.g., [16, 40]). Indeed, this distinction between amortized and so called “one-shot” results is one of the main distinguishing features of information complexity from classic information theory. Another distinctive aspect is in that communication complexity often studies functions whose output is only a single bit or a small number of bits, thus counting style direct lower bound proofs rarely apply.

**Organization**

The results of this dissertation are divided into two main categories. The first set of results (Part 1) concerns direct applications of information complexity to communication complexity: New techniques for obtaining strong information and communication lower bounds, with applications to some of the most well studied problems in the literature (the Gap-Hamming, Inner-Product, Greater-Than, Set-Disjointness and Set Intersection problems); New advances on the Direct Sum and Direct Product conjectures and the closely related interactive compression problem (a quest for an interactive analogue of Huffman coding). A by-product of these results is the development of many new tools, frameworks and understanding of how information behaves in interactive setups.

The second set of results (Part 2) describes applications of information complexity to various fields and computational models, including circuit complexity, data streaming,
security and economics. The common feature of these (seemingly disparate) models is that they all involve an interactive system in which information is distributed among multiple agents who are required to solve or optimize some objective function. These agents may be honest, strategic or even adversarial (malicious). We explore the role of information and interaction in obtaining efficient solutions for those various interactive systems, where efficiency may be measured in terms of communication, social welfare, revenue, space or privacy, depending on the context.

1.1 Preliminaries and Background

The following technical background contains basic definitions, notations and facts used throughout this monograph. Additional notations with a specific scope are defined locally in each respective section. For a more thorough and detailed treatment of communication complexity and information theory, we refer the reader to the excellent texts by Cover and Thomas [59] and by Kushilevits and Nisan [111].

1.1.1 Information Theory

**Definition 1.1.1 (Entropy).** The Shannon entropy of a random variable $X$ is

$$H(X) := \sum_x \Pr[X = x] \log(1/\Pr[X = x]).$$

The conditional entropy $H(X|Y)$ is defined to be $\mathbb{E}_{y \in \mathcal{Y}} [H(X|Y = y)]$.

**Fact 1.1.2 (Entropy Chain Rule).** $H(AB) = H(A) + H(B|A)$.

**Definition 1.1.3 (Mutual Information).** The mutual information between two random variables $A, B$, denoted $I(A; B)$ is defined to be the quantity

$$H(A) - H(A|B) = H(B) - H(B|A).$$
The conditional mutual information $I(A; B|C)$ is $H(A|C) - H(A|BC)$.

In analogy with the fact that $H(AB) = H(A) + H(B|A)$,

**Proposition 1.1.4 (Chain Rule).** Let $C_1, C_2, D, B$ be random variables. Then

$$I(C_1C_2; B|D) = I(C_1; B|D) + I(C_2; B|C_1D).$$

We also use the notion of **divergence** (also known as Kullback-Leibler distance or relative entropy), which is a different way to measure the distance between two distributions:

**Definition 1.1.5 (Kullback-Leibler Divergence).** The informational divergence between two distributions is

$$\mathbb{D}(p||q) := \sum_x p(x) \log(p(x)/q(x)).$$

By a slight abuse of notation, when $A$ and $B$ are two random variables, we write $\mathbb{D}(A||B) := \sum_x A(x) \log(A(x)/B(x))$ to mean the divergence between the corresponding distribution of $A$ and $B$.

For example, if $B$ is the uniform distribution on $\{0, 1\}^n$ then $\mathbb{D}(A||B) = n - H(A)$.

**Proposition 1.1.6.** Let $A, B, C$ be random variables in the same probability space. For every $a$ in the support of $A$ and $c$ in the support of $C$, let $B_a$ denote $B|A = a$ and $B_{ac}$ denote $B|A = a, C = c$. Then $I(A; B|C) = \mathbb{E}_{a,c\in\mathcal{R},A,C} [\mathbb{D}(B_{ac}||B_c)]$.

### 1.1.2 Communication Complexity

Let $\mathcal{X}, \mathcal{Y}$ denote the set of possible inputs to the two players, who we call Alice and Bob. A **private-coin protocol** for computing a function $f : \mathcal{X} \times \mathcal{Y} \to \mathcal{Z}_K$ is a rooted tree with the following structure:

- Each non-leaf node is *owned* by Alice or by Bob.
Each non-leaf node owned by a particular player has a set of children that are owned by the other player. Each of these children is labeled by a binary string, in such a way that this coding is prefix free: no child has a label that is a prefix of another child.

Every node is associated with a function mapping $\mathcal{X}$ to distributions on children of the node and a function mapping $\mathcal{Y}$ to distributions on children of the node.

The leaves of the protocol are labeled by output values.

On input $x, y$, the protocol $\pi$ is executed as in Figure 1.1.

---

**Generic Communication Protocol**

1. Set $v$ to be the root of the protocol tree.
2. If $v$ is a leaf, the protocol ends and outputs the value in the label of $v$. Otherwise, the player owning $v$ samples a child of $v$ according to the distribution associated with her input for $v$ and sends the label to indicate which child was sampled.
3. Set $v$ to be the newly sampled node and return to the previous step.

Figure 1.1: A communication protocol.

A *public coin* protocol is a distribution on private coins protocols, run by first using shared randomness to sample a random string $R$ and then running the corresponding private coin protocol $\pi_R$. Every private coin protocol is thus a public coin protocol (however, the distinction between private and public coin protocols will be crucial when dealing with information complexity, as elaborated in Subsection 1.1.6). The protocol is called deterministic if all distributions labeling the nodes have support size 1.

**Definition 1.1.7** (Communication Complexity notation). For a function $f : \mathcal{X} \times \mathcal{Y} \to \mathcal{Z}$, a distribution $\mu \in \Delta \mathcal{X} \times \mathcal{Y}$ supported on $\mathcal{X} \times \mathcal{Y}$, and a parameter $\varepsilon > 0$, $D_\mu(f, \varepsilon)$ denotes the communication complexity of the cheapest deterministic protocol computing $f$ on inputs sampled
according to \( \mu \) with error (at most) \( \varepsilon \). We call this the distributional communication complexity of \( f \) with respect to \( \mu \). \( R(f, \varepsilon) \) denotes the cost of the best randomized public coin protocol for computing \( f \) with error at most \( \varepsilon \) over all possible inputs. We call this the randomized communication complexity of \( f \). When measuring the communication cost of a particular protocol \( \pi \), we sometimes use the notation \( \|\pi\| \) for brevity, to denote the maximum length of a path in the protocol tree of \( \pi \). When clear from context, we use the notation \( D_\mu(f) \) for the deterministic communication complexity of \( f \).

The following theorem due to Yao, relates the randomized communication complexity of a function to its distributional communication complexity:

**Theorem 1.1.8** (Yao’s Min-Max). \( R_\mu(f) = \max_\mu D_\mu(f) \).

Given a communication protocol \( \pi \), \( \pi(x, y) \) denotes the concatenation of the public randomness with all the messages that are sent during the execution of \( \pi \) (for information purposes, this is without loss of generality, since the public string \( R \) conveys no information about the inputs). We call this the transcript of the protocol. When referring to the random variable denoting the transcript, rather than a specific transcript, we will use the notation \( \Pi(x, y) \) — or simply \( \Pi \) when \( x \) and \( y \) are clear from the context.

### 1.1.3 Two-Party Information Complexity

This subsection introduces some of the central concepts used throughout this monograph. For a more detailed overview of information complexity, we refer the reader to [28].

We begin by defining the information cost of a protocol, which informally captures the (average) amount of additional information that Alice and Bob learn about each others inputs from the protocol \( \pi \):
Definition 1.1.9. The (internal) information cost of a protocol ([14, 17]) over inputs drawn from a distribution $\mu$ on $X \times Y$, is given by:

$$IC_\mu(\pi) := I(\Pi; X|Y) + I(\Pi; Y|X).$$

(1.2)

Intuitively, the definition in (1.2) captures how much the two parties learn about each other’s inputs from the execution transcript of the protocol $\pi$. The first term captures what the second player learns about $X$ from $\Pi$ – the mutual information between the input $X$ and the transcript $\Pi$ given the input $Y$. Another information measure which makes sense at certain contexts is the external information cost of a protocol,

$$IC^\text{ext}_\mu(\pi) := I(\Pi; XY).$$

This definition captures what the first player learns about $Y$ from $\Pi$. The second definition captures what an external observer learns on average from the transcript of $\pi$, about the inputs of both players. The latter quantity will be of minor interest in this writeup.

Note that the information of a protocol $\pi$ depends on the prior distribution $\mu$, as the mutual information between the transcript $\Pi$ and the inputs depends on the prior distribution on the inputs. To give an extreme example, if $\mu$ is a singleton distribution, i.e. one with $\mu(\{(x, y)\}) = 1$ for some $(x, y) \in X \times Y$, then $IC_\mu(\pi) = 0$ for all possible $\pi$, as no protocol can reveal anything to the players about the inputs that they do not already know a-priori. Similarly, $IC_\mu(\pi) = 0$ if $X = Y$ and $\mu$ is supported on the diagonal $\{(x, x) : x \in X\}$. Since one bit of information can never reveal more than one bit of communication, the communication cost $\|\pi\|$ of $\pi$ is always an upper bound on its information cost over any distribution $\mu$:

Lemma 1.1.10 ([35]). For any distribution $\mu$, $IC_\mu(\pi) \leq \|\pi\|$. 
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One can now define the *information complexity* of a function $f$ with respect to $\mu$ and error $\varepsilon$ as the least amount of information the players need to disclose each other in order to compute $f$ with error at most $\varepsilon$:

**Definition 1.1.11.** The Information Complexity of $f$ with respect to $\mu$ (and error $\varepsilon$) is

$$IC_\mu(f, \varepsilon) := \inf_{\pi: \Pr_\mu[\pi(x,y) \neq f(x,y)] \leq \varepsilon} IC_\mu(\pi).$$

### 1.1.4 General Useful Facts

We denote by $|p - q|$ the *total variation* distance between the distributions $p$ and $q$. Pinsker’s inequality bounds statistical distance in terms of the divergence:

**Lemma 1.1.12 (Pinsker’s inequality).** $|p - q|^2 \leq \mathbb{D}(p\|q)$. 

**Lemma 1.1.13 (Mutual information in terms of Divergence).**

$$I(A; B|C) = \mathbb{E}_{b,c} \left[ \mathbb{D} ((A|bc)|| (A|c)) \right] = \mathbb{E}_{a,c} \left[ \mathbb{D} ((B|ac)|| (B|c)) \right].$$

**Lemma 1.1.14 (Conditioning on independent variables increases information).** Let $A, B, C, D$ be four random variables in the same probability space. If $A$ and $D$ are conditionally independent given $C$, then it holds that $I(A; B|C) \leq I(A; B|CD)$.

**Proof.** We apply the chain rule twice. On one hand, we have

$$I(A; BD|C) = I(A; B|C) + I(A; D|CB) \geq I(A; B|C)$$

since mutual information is nonnegative. On the other hand,

$$I(A; BD|C) = I(A; D|C) + I(A; B|CD) = I(A; B|CD)$$
since \( I(A; D|C) = 0 \) by the independence assumption on \( A \) and \( D \). Combining both equations completes the proof.

\[ \square \]

**Fact 1.1.15** (Divergence is Non-negative). \( \mathbb{D}(p(a)\|q(a)) \geq 0 \).

**Fact 1.1.16** (Chain Rule). If \( a = a_1, \ldots, a_s \), then

\[
\mathbb{D}(p(a)\|q(a)) = \sum_{i=1}^{s} \mathbb{E}_{p(a_{<i})} \left[ \mathbb{D}(p(a_i|a_{<i})\|q(a_i|a_{<i})) \right].
\]

**Fact 1.1.17** (Convexity of divergence). Let \( Q = \mathbb{E}_x[Q_x] \), \( P \) be two distributions. Then

\[
\mathbb{E}_x \left[ \mathbb{D}(P||Q_x) \right] \geq \left[ \mathbb{D}(P||Q) \right].
\]

**Fact 1.1.18** (Data Processing Inequality). Let \( X \rightarrow Y \rightarrow Z \) be a Markov Chain in the same probability space (i.e., \( Z \perp X|Y \)). Then \( I(X; Y) \geq I(X; Z) \).

The following lemma asserts that if a random variable \( Y = g(X) \) allows one to reconstruct \( X \) with high probability, then \( Y \) must "consume" most of the entropy of \( X \):

**Lemma 1.1.19** (Fano’s Inequality). Let \( X \) be a random variable chosen from domain \( X \) according to distribution \( \mu_X \), and \( Y \) be a random variable chosen from domain \( Y \) according to distribution \( \mu_Y \). Then for any reconstruction function \( g : Y \rightarrow X \) with error \( \varepsilon_g \), it holds that \( H(X|Y) \leq H(\varepsilon_g) + \varepsilon_g \log(|X| - 1) \).

1.1.5 Additivity of Information Cost

Perhaps the single most remarkable property of information complexity is that it is a fully additive measure over composition of tasks. This property is what makes information complexity such a natural "relaxation" for addressing direct sum and product conjectures in communication complexity. The main ingredient of the following lemma appeared first in the works of [136, 134] and more explicitly in [17, 55, 28].
Lemma 1.1.20 (Additivity of IC). $\text{IC}_{\mu^n}(f^n, \varepsilon) = n \cdot \text{IC}_{\mu}(f, \varepsilon)$.

Proof. The $(\leq)$ direction of the lemma is easy, and follows from a simple argument that applies the single-copy optimal protocol independently to each copy of $f^n$, with independent randomness. We leave the simple analysis of this protocol as an exercise to the reader.

The $(\geq)$ direction is the main challenge. We will prove it in a contra-positive fashion: Let $\Pi$ be an $n$-fold protocol for $f^n$, such that $\text{IC}_{\mu^n}(f^n, \varepsilon) = I$. We shall use $\Pi$ to produce a single-copy protocol for $f$ whose information cost is $\leq I/n$, which would complete the proof. The guiding intuition for this is that $\Pi$ should reveal $I/n$ bits of information about an average coordinate.

To formalize this intuition, let $(x, y) \sim \mu$, and denote $X := X_1 \ldots X_n$, $X_{\leq i} := X_1 \ldots X_i$, and similarly for $Y, Y_{\leq i}$. Alice and Bob will “embed” their respective inputs $(x, y)$ to a (publicly chosen) random coordinate $i \in [n]$ of $\Pi$. However, $\Pi$ is defined over $n$ input copies, so in order to execute it, the players need to “fill in” the rest $(n - 1)$ coordinates, each according to $\mu$. How should this step be done? The first attempt is for Alice and Bob to try and complete $X_{\neg i}, Y_{\neg i}$ privately. This approach fails if $\mu$ is a non-product distribution, since there’s no way the players can sample $X$ and $Y$ privately, such that $(X, Y) \sim \mu$ if $\mu$ correlates the inputs. The other extreme – sampling $X_{\neg i}, Y_{\neg i}$ using public randomness only – would resolve the aforementioned correctness issue, but would leak too much information: An instructive example is where the first message of $\Pi$ is the XOR of Alice’s $n$-bit uniform input $M = X_1 \oplus X_2 \oplus \ldots \oplus X_n$. Conditioned on $X_{\neg i}, Y_{\neg i}$, $M$ reveals 1 bit of information about $X_i$ to Bob, while we way to argue that in this case, only $1/n$ bits are revealed about $X_i$. It turns out that the “right” way of breaking the dependence across the coordinates is by sampling publicly the random variable

$$R := X_{<i}, Y_{>i}.$$
Note that given $R$, Alice can complete all her missing inputs $X_{>i}$ privately according to $\mu$, and Bob can do the same for $Y_{<i}$. Let us denote by $\theta(x, y)$ the protocol produced by running $\Pi(X_1, \ldots, X_{i-1}, x, X_{i+1}, \ldots, X_n, Y_1, \ldots, Y_{i-1}, y, Y_{i+1}, \ldots, Y_n)$ and outputting its answer on the $i$'th coordinate.

By definition, $\Pi$ computes $f^n$ with a per-copy error of $\varepsilon$, and thus in particular $\theta(x, y) = f(x, y)$ with probability $\geq 1 - \varepsilon$. To analyze the information cost of $\theta$, we write:

$$I(\theta; x | y) = \mathbb{E}_R[I(\theta; x, y, R)] = \sum_{i=1}^n \frac{1}{n} \cdot I(\Pi; X_i | Y_i, R)$$

$$= \frac{1}{n} \sum_{i=1}^n I(\Pi; X_i | Y_i, X_{<i}Y_{>i}) = \frac{1}{n} \sum_{i=1}^n I(\Pi; X_i | X_{<i}Y_{>i})$$

$$\leq \frac{1}{n} \sum_{i=1}^n I(\Pi; X_i | X_{<i}Y) = \frac{1}{n} \cdot I(\Pi; X | Y),$$

where the inequality follows from Lemma 1.1.14, since $I(Y_{<i}; X_i | X_{<i}) = 0$ by construction, and the last transition is by the chain rule for mutual information. By symmetry of construction, an analogous argument shows that $I(\theta; y | x) \leq I(\Pi; Y | X)/n$, and combining these facts gives

$$IC_\mu(\theta) \leq \frac{1}{n} (I(\Pi; X | Y) + I(\Pi; Y | X)) = \frac{1}{n}. \quad (1.3)$$

**1.1.6 The importance of private randomness**

A subtle but vital issue when dealing with information complexity, is understanding the role of private vs. public coins. In randomized communication complexity, one often ignores the usage of private coins in a protocol. This is justified by the fact that private coins can be always simulated by public coins (on a "separate" part of the shared public tape), and [Newman]. Moreover, in the distributional model, when inputs arrive from some prior distribution $\mu$, the averaging principle asserts that the communication cost can
be minimized by some fixed choice of the public randomness (which is why we consider only deterministic protocols in this model).

When dealing with information complexity, the situation is somewhat the opposite: Public coins are essentially a redundant resource (as it can be easily show by the chain rule that $\text{IC}_\mu(\pi) = \mathbb{E}_R[\text{IC}_\mu(\pi_R)]$) while the usage of private coins is crucial for minimizing the information cost of the protocol, and fixing these coins is prohibitive even when the information is measured with respect to a specific distribution. Consider the simple example where in the protocol $\pi$, Alice sends Bob her 1-bit input $X$, XORed with some random bit $Z$. If $Z$ is private, Alice’s message clearly reveals 0 bits of information to Bob about $X$. However, for any fixing of $Z$, this message would reveal $X$! The general intuition is that a protocol with minimum information cost requires the parties to reveal information about their inputs “carefully”, and the usage of private coins serves to “conceal” parts of their inputs. This is not a theorem (and in fact, quantifying the role of private coins in minimizing information cost would essentially resolve the interactive compression problem, see e.g., [25]), but many known examples (e.g., [31]) support this intuition.

Thus, for the remainder of this article, communication protocols $\pi$ are assumed to use private coins (and thus in particular, they are randomized even conditioned on the inputs $x, y$), while $\text{IC}_\mu(\pi) = I(\Pi; X|Y R) + I(\Pi; Y|X R)$ is the information conditioned on the public randomness $R$, but never on the private coins of $\pi$. 
Part I

Applications to Communication Complexity
Chapter 2

Information Lower Bounds: New Techniques and Applications

The “Information = Amortized Communication” theorem (Theorem 1.0.1) asserts that proving lower bounds on the information complexity of \( f \) is equivalent to proving a lower bound on the amortized communication complexity of \( f \). In particular, if \( f \) satisfies \( IC(f) = \Omega(CC(f)) \), i.e. that its information cost is asymptotically equal to its communication complexity, then a strong direct sum theorem holds for \( f \). In addition to the intrinsic interest of understanding the amount of information exchange that needs to be involved in computing \( f \), direct sum and product theorems (see Chapter 3) motivate the development of techniques for proving lower bounds on the information complexity of functions.

Another important motivation for proving information lower bounds stems from privacy aspects and understanding the limits of security in two-party computation (more on this in Chapter 7). In a celebrated result Ben-Or et al. [21] (see also [10]) showed how a multi-party computation (with three or more parties) may be carried out in a way that reveals no information to the participants except for the computation’s output. The protocol relies heavily on the use of random bits that are shared between some, but not all,
parties. Such a resource can clearly not exist in the two-party setting. While it can be shown that a perfect information security is unattainable by two-party protocols [53, 12], quantitatively it is not clear just how much information must the parties “leak” to each other to compute \( f \). The quantitative answer depends on the model in which the leakage occurs, and whether quantum computation is allowed [107]. Information complexity answers this question in the strongest possible sense for classical protocols: the parties are allowed to use private randomness to help them “hide” their information, and the information revealed is measured on average. Thus an information complexity lower bound of \( I \) on a problem implies that the average (as opposed to worst-case) amount of information revealed to the parties is at least \( I \).

As mentioned above, the information complexity is always upper bounded by the communication complexity of \( f \). The converse is not known to be true. Moreover, lower bound techniques for communication complexity do not readily translate into lower bound techniques for information complexity. The key difference is that a low-information protocol is not limited in the amount of communication it uses (an extreme example of this feature follows in Section 2.3), and thus rectangle-based communication bounds do not readily convert into information lower bound. No general technique has been known to yield sharp information complexity lower bounds. A linear lower bound on the communication complexity of the disjointness function has been shown in [137]. An information-theoretic proof of this lower bound [14] can be adapted to prove a linear information lower bound on disjointness [27]. One general technique for obtaining (weak) information complexity lower bounds was introduced in [27], where it has been shown that any function that has \( I \) bits of information complexity, has communication complexity bounded by \( 2^{O(I)} \). This immediately implies that the information complexity of a function \( f \) is at least the log of its communication complexity (\( IC(f) \geq \Omega(\log(CC(f))) \)). In fact, this result easily follows from the stronger result we prove below (Theorem 2.1.6).
In this section, we present general and specific techniques for proving information lower bounds on functions, and use them to prove strong communication lower bounds on several important functions: Gap-Hamming, Inner-Product, Greater-Than, Set-Disjointness and Set Intersection.

2.1 A Discrepancy Lower Bound for Information Complexity

Our first result is a general technique for proving information lower bounds on two-party unbounded-rounds communication problems. We show that the discrepancy lower bound, which applies to randomized communication complexity, also applies to information complexity. More precisely, if the discrepancy of a two-party function $f$ with respect to a distribution $\mu$ is $\text{Disc}_\mu(f)$, then any two-party randomized protocol computing $f$ must reveal at least $\Omega(\log(1/\text{Disc}_\mu(f)))$ bits of information to the participants.

The proof we shall see establishes a general relationship between “weak” interactive compression results and information lower bounds, which has played a central role in the recent breakthrough work of Kerenidis et al. [102], who showed that almost all known lower bound techniques for communication complexity (and not just discrepancy) apply to information complexity.

By proving that the discrepancy of the Greater-Than function is $\Omega(1/\sqrt{n})$, we will use the above tool as a corollary to reprove Viola’s [148] $\Omega(\log n)$ lower bound on the communication (and information) complexity of this well-studied function.

The Formal Result

The discrepancy of $f$ with respect to a distribution $\mu$ on inputs, denoted $\text{Disc}_\mu(f)$, measures how “unbalanced” can $f$ get on any rectangle, where the balancedness is measured
with respect to $\mu$:

$$\text{Disc}_\mu(f) \triangleq \max_{\text{rectangles } R} \left| \Pr_\mu[f(x, y) = 0 \land (x, y) \in R] - \Pr_\mu[f(x, y) = 1 \land (x, y) \in R] \right|.$$  

A well-known lower bound (see e.g [112]) asserts that the distributional communication complexity of $f$, denoted $D^\mu_{1/2-\varepsilon}(f)$, when required to predict $f$ with advantage $\varepsilon$ over a random guess (with respect to $\mu$), is bounded from below by $\Omega(\log 1/\text{Disc}_\mu(f))$:

$$D^\mu_{1/2-\varepsilon}(f) \geq \log(2\varepsilon/\text{Disc}_\mu(f)).$$

Note that the lower bound holds even if we are merely trying to get an advantage of $\varepsilon = \sqrt{\text{Disc}_\mu(f)}$ over random guessing in computing $f$. We prove that the information complexity of computing $f$ with probability $9/10$ with respect to $\mu$ is also bounded from below by $\Omega(\log(1/\text{Disc}_\mu(f)))$.

**Theorem 2.1.1.** ([39]) Let $f : \mathcal{X} \times \mathcal{Y} \to \{0, 1\}$ be a Boolean function and let $\mu$ be any probability distribution on $\mathcal{X} \times \mathcal{Y}$. Then

$$\text{IC}_\mu(f, 1/10) \geq \Omega(\log(1/\text{Disc}_\mu(f))).$$

**Remark 2.1.2.** The choice of $9/10$ is somewhat arbitrary. For randomized worst-case protocols, we may replace the success probability with $1/2 + \delta$ for a constant $\delta$, since repeating the protocol constantly many times would yield the aforementioned success rate, while the information cost of the repeated protocol differs only by a constant factor from the original one. In particular, using prior-free information cost [28] this implies $\text{IC}f_{1/2 - \delta} \geq \Omega_{\delta}(\log(1/\text{Disc}_\mu(f)))$.

In particular, Theorem [2.1.1] implies a linear lower bound on the information complexity of the inner product function $IP(x, y) = \sum_{i=1}^{n} x_i y_i \mod 2$, and on a random boolean function $f_r : \{0, 1\}^n \times \{0, 1\}^n \to \{0, 1\}$, expanding the (limited) list of functions for which nontrivial information-complexity lower bounds are known:
Corollary 2.1.3. The information complexity $IC_{\text{uniform}}(IP, 1/10)$ of $IP(x, y)$ is $\Omega(n)$. The information complexity $IC_{\text{uniform}}(f_r, 1/10)$ of a random function $f_r$ is $\Omega(n)$, except with probability $2^{-\Omega(n)}$.

We study the communication and information complexity of the Greater-Than function ($GT_n$) on numbers of length $n$. This is a very well-studied problem [145, 124, 112]. Only very recently the tight lower bound of $\Omega(\log n)$ in the public-coins probabilistic model was given by Viola [148]. We show that the discrepancy of the $GT_n$ function is $\Omega(1/\sqrt{n})$:

Lemma 2.1.4. There exist a distribution $\mu_n$ on $X \times Y$ such that the discrepancy of $GT_n$ with respect to $\mu_n$ satisfies

$$\text{Disc}_{\mu_n}(GT_n) < \frac{20}{\sqrt{n}}.$$  

Due to space constrains, we omit the proof of this lemma and refer the reader to the full version of the paper [39]. Lemma 2.1.4 provides an alternative (simpler) proof of Viola’s [148] lower bound on the communication complexity of $GT_n$. By Theorem 2.1.1, Lemma 2.1.4 immediately implies a lower bound on the information complexity of $GT_n$:

Corollary 2.1.5. $IC_{\mu_n}(GT_n, 1/10) = \Omega(\log n)$

This settles the information complexity of the GT function, since this problem can be solved by a randomized protocol with $O(\log n)$ communication (see [112]). This lower bound is particularly interesting since it demonstrates the first tight information-complexity lower bound that is not linear.

The key technical idea in the proof of Theorem 2.1.1 is a new simulation procedure that allows us to convert any protocol that has information cost $I$ into a (two-round) protocol that has communication complexity $O(I)$ and succeeds with probability $> 1/2 + 2^{-O(I)}$, yielding a $2^{-O(I)}$ advantage over random guessing. Combined with the discrepancy lower bound for communication complexity, this proves Theorem 2.1.1.
Comparison and connections to prior results

The most relevant prior work is an article by Lee, Shraibman, and Špalek [114]. Improving on an earlier work of Shaltiel [140], Lee et al. show a direct product theorem for discrepancy, proving that the discrepancy of $f^\otimes k$ — the $k$-wise XOR of a function $f$ with itself — behaves as $\text{Disc}(f)^{\Omega(k)}$. This implies in particular that the communication complexity of $f^\otimes k$ scales at least as $\Omega(k \cdot \log \text{Disc}(f))$. Using the fact that the limit as $k \to \infty$ of the amortized communication complexity of $f$ is equal to the information cost of $f$ [34], the result of Lee et al. “almost” implies the bound of Theorem 2.1.1. Unfortunately, the amortized communication complexity in the sense of [34] is the amortized cost of $k$ copies of $f$, where each copy is allowed to err with some probability (say $1/10$). Generally speaking, this task is much easier than computing the XOR (which requires all copies to be evaluated correctly with high probability. Thus the lower bound that follows from Lee et al. applies to a more difficult problem, and does not imply the information complexity lower bound.

Another generic approach one may try to take is to use compression results such as [17] to lower bound the information cost from communication complexity lower bounds. The logic of such a proof would go as follows: “Suppose there was a information-complexity-$I$ protocol $\pi$ for $f$, then if one can compress it into a low-communication protocol one may get a contradiction to the communication complexity lower bound $f$”. Unfortunately, all known compression results compress $\pi$ into a protocol $\pi'$ whose communication complexity depends on $I$ but also on $\text{CC}(\pi)$. Even for external information complexity (which is always greater than the internal information complexity, the bound obtained in [17] is of the form $I_{\text{ext}}(\pi) \cdot \text{polylog}(\text{CC}(\pi))$. Thus compression results of this type cannot rule out protocols that have low information complexity but a very high (e.g. exponential) communication complexity.

Our result can be viewed as a weak compression result for protocols, where a protocol for computing $f$ that conveys $I$ bits of information is converted into a protocol that
uses $O(I)$ bits of communication and giving an advantage of $2^{-O(I)}$ in computing $f$. This strengthens the result in [27] where a compression to $2^{O(I)}$ bits of communication has been shown. We still do not know whether compression to a protocol that uses $O(I)$ bits of communication and succeeds with high probability (as opposed to getting a small advantage over random) is possible.

**Proof of Theorem 2.1.1**

To establish the correctness of Theorem 2.1.1, we prove the following “weak simulation” theorem, which is the central result of [39]:

**Theorem 2.1.6.** Suppose that $|C_{\mu}(f, 1/10) = I_{\mu}$. Then there exist a protocol $\pi'$ such that

- $CC(\pi') = O(I_{\mu})$.
- $\Pr_{(x,y)\sim\mu}[\pi'(x,y) = f(x,y)] \geq 1/2 + 2^{-O(I_{\mu})}$

We first show how Theorem 2.1.1 follows from Theorem 2.1.6.

**Proof of Theorem 2.1.1** Let $f, \mu$ be as in theorem 2.1.1 and let $|C_{\mu}(f, 1/10) = I_{\mu}$. By theorem 2.1.6, there exists a protocol $\pi'$ computing $f$ with error probability $1/2 - 2^{-O(I_{\mu})}$ using $O(I_{\mu})$ bits of communication. Applying the discrepancy lower bound for communication complexity we obtain

$$O(I_{\mu}) \geq D_{1/2 - 2^{-O(I_{\mu})}}^{\mu}(f) \geq \log(2 \cdot 2^{-O(I_{\mu})}/Disc_{\mu}(f)) \quad (2.1)$$

which after rearranging gives $I_{\mu} \geq \Omega(\log(1/Disc_{\mu}(f)))$, as desired.

We now turn to prove Theorem 2.1.6. The main step is the following sampling lemma.
Lemma 2.1.7. Let $\mu$ be any distribution over a universe $U$ and let $I \geq 0$ be a parameter that is known to both $A$ and $B$. Further, let $\nu_A$ and $\nu_B$ be two distributions over $U$ such that $\mathbb{D}(\mu || \nu_A) \leq I$ and $\mathbb{D}(\mu || \nu_B) \leq I$. The players are each given a pair of real functions $(p_A, q_A), (p_B, q_B), p_A, q_A, p_B, q_B : U \rightarrow [0, 1]$ such that for all $x \in U$, $\mu(x) = p_A(x) \cdot p_B(x)$, $\nu_A(x) = p_A(x) \cdot q_A(x)$, and $\nu_B(x) = p_B(x) \cdot q_B(x)$. Then there is a (two round) sampling protocol $\Pi_1 = \Pi_1(p_A, p_B, q_A, q_B, I)$ which has the following properties:

1. at the end of the protocol, the players either declare that the protocol “fails”, or output $x_A \in U$ and $x_B \in U$, respectively (“success”).

2. let $\text{suc}$ be the event that the players output “success”. Then $\text{suc} \Rightarrow x_A = x_B$, and

$$0.9 \cdot 2^{-50(I+1)} \leq \Pr[\text{suc}] \leq 2^{-50(I+1)}.$$

3. if $\mu_1$ is the distribution of $x_A$ conditioned on $\text{suc}$, then $|\mu - \mu_1| < 2/9$.

Furthermore, $\Pi_1$ can be “compressed” to a protocol $\Pi_2$ such that $\text{CC}(\Pi_2) = 211I+1$, whereas $|\Pi_1 - \Pi_2| \leq 2^{-59I}$ (by an abuse of notation, here we identify $\Pi_i$ with the random variable representing its output).

We will use the following technical fact about the information divergence of distributions.

Claim 2.1.8 (3). [Claim 5.1 in [27]] Suppose that $\mathbb{D}(\mu || \nu) \leq I$. Let $\varepsilon$ be any parameter. Then

$$\mu \left\{ x : 2^{(I+1)/\varepsilon} \cdot \nu(x) < \mu(x) \right\} < \varepsilon.$$

For completeness, we repeat the short proof in the appendix.

Proof of Lemma 2.1.7. Throughout the execution of $\Pi_1$, Alice and Bob interpret their shared random tape as a source of points $(x_i, \alpha_i, \beta_i)$ uniformly distributed in $U \times [0, 2^{50(I+1)}] \times [0, 2^{50(I+1)}]$. Alice and Bob consider the first $T = |U| \cdot 2^{100(I+1)} \cdot 60I$
such points. Their goal will be to discover the first index \( \tau \) such that \( \alpha_\tau \leq p_A(x_\tau) \) and \( \beta_\tau \leq p_B(x_\tau) \) (where they wish to find it using a minimal amount of communication, even if they are most likely to fail). First, we note that the probability that an index \( t \) satisfies \( \alpha_t \leq p_A(x_t) \) and \( \beta_t \leq p_B(x_t) \) is exactly \( 1/|U|2^{50(I+1)}2^{50(I+1)} = 1/|U|2^{100(I+1)} \). Hence the probability that \( \tau > T \) (i.e. that \( x_\tau \) is not among the \( T \) points considered) is bounded by

\[
(1 - 1/|U|2^{100(I+1)})^T < e^{-T/|U|2^{100(I+1)}} = e^{-60I} < 2^{-60I} \tag{2.2}
\]

Denote by \( \mathcal{A} \) the following set of indices \( \mathcal{A} := \{ i \leq T : \alpha_i \leq p_A(x_i) \text{ and } \beta_i \leq 2^{50(I+1)} \cdot q_A(x_i) \} \), the set of potential candidates for \( \tau \) from A’s viewpoint. Similarly, denote \( \mathcal{B} := \{ i \leq T : \alpha_i \leq 2^{50(I+1)} \cdot q_B(x_i) \text{ and } \beta_i \leq p_B(x_i) \} \).

The protocol \( \Pi_1 \) is very simple. Alice takes her bet on the first element \( a \in \mathcal{A} \) and sends it to Bob. Bob outputs \( a \) only if (it just so happens that) \( \beta_\tau \leq p_B(a) \). The details are given in Figure 1.1 in the appendix.

We turn to analyze \( \Pi_1 \). Denote the set of “Good” elements by

\[
\mathcal{G} := \{ x : 2^{50(I+1)} \cdot \nu_A(x) \geq \mu(x) \text{ and } 2^{50(I+1)} \cdot \nu_B(x) \geq \mu(x) \}.
\]

Then by Claim 2.1.8 \( \mu(\mathcal{G}) \geq 48/50 = 24/25 \). The following claim asserts that if it succeeds, the output of \( \Pi_1 \) has the “correct” distribution on elements in \( \mathcal{G} \).

**Claim 2.1.9.** Assume \( \mathcal{A} \) is nonempty. Then for any \( x_i \in U \), the probability that \( \Pi_1 \) outputs \( x_i \) is at most \( \mu(x_i) \cdot 2^{-50(I+1)} \). If \( x_i \in \mathcal{G} \), then this probability is exactly \( \mu(x_i) \cdot 2^{-50(I+1)} \).

**Proof.** Note that if \( \mathcal{A} \) is nonempty, then for any \( x_i \in U \), the probability that \( x_i \) is the first element in \( \mathcal{A} \) (i.e, \( a = x_i \)) is \( p_A(x_i)q_A(x_i) = \nu_A(x_i) \). By construction, the probability that
\( \beta_i \leq p_B(a) \) is \( \min \{ p_B(x_i)/(2^{50(I+1)}q_A(x_i)), 1 \} \), and thus

\[
\Pr[\Pi_1 \text{ outputs } x_i] \leq p_A(x_i)q_A(x_i) \cdot \frac{p_B(x_i)}{2^{50(I+1)}q_A(x_i)} = \mu(x_i) \cdot 2^{-50(I+1)}.
\]

On the other hand, if \( x_i \in \mathcal{G} \), then we know that \( p_B(x_i)/q_A(x_i) = \mu(x_i)/\nu_A(x_i) \leq 2^{50(I+1)} \), and so the probability that \( \beta_i \leq p_B(a) \) is exactly \( p_B(x_i)/(2^{50(I+1)}q_A(x_i)) \). Since \( \Pr[\Pi_1 \text{ outputs } x_i] = \Pr[a = x_i] \Pr[\beta_i \leq p_B(a)] \) (assuming \( A \) is nonempty), we conclude that:

\[
x_i \in \mathcal{G} \implies \Pr[\Pi_1 \text{ outputs } x_i] = p_A(x_i)q_A(x_i) \cdot \frac{p_B(x_i)}{2^{50(I+1)}q_A(x_i)} = \mu(x_i) \cdot 2^{-50(I+1)}.
\]

We are now ready to estimate the success probability of the protocol.

**Proposition 2.1.10.** Let \( \text{suc} \) denote the event that \( A \neq 0 \) and \( a \in B \) (i.e., that the protocol succeeds). Then

\[
0.9 \cdot 2^{-50(I+1)} \leq \Pr[\text{suc}] \leq 2^{-50(I+1)}.
\]

**Proof.** Using Claim 2.1.9, we have that

\[
\Pr[\text{suc}] \leq \Pr[a \in B \mid A \neq \emptyset] = \sum_{i \in \mathcal{U}} \Pr[a = x_i] \Pr[\beta_i \leq p_B(a)] \leq \sum_{i \in \mathcal{U}} \mu(x_i) \cdot 2^{-50(I+1)} = 2^{-50(I+1)}
\]

For the lower bound, we have
\[ \Pr[\text{suc}] \geq \Pr[\beta_i \leq p_B(a) \mid A \neq \emptyset] \cdot \Pr[A \neq \emptyset] \geq \\
\geq (1 - 2^{-60I}) \left( \sum_{i \in U} \Pr[a = x_i] \Pr[\beta_i \leq p_B(a)] \right) \geq \\
\geq (1 - 2^{-60I}) \left( \sum_{i \in G} \Pr[a = x_i] \Pr[\beta_i \leq p_B(a)] \right) = \\
= (1 - 2^{-60I}) \left( 2^{-50(I+1)} \sum_{x_i} \mu(x_i) \right) = (1 - 2^{-60I}) \left( 2^{-50(I+1)} \mu(G) \right) \geq \\
\geq \frac{24}{25} (1 - 2^{-60I}) 2^{-50(I+1)} \geq 0.9 \cdot 2^{-50(I+1)} \quad (2.4) \]

where the equality follows again from claim 2.1.9. This proves the second claim of Lemma 2.1.7.

The following claim asserts that if suc occurs, then the distribution of \( a \) is indeed close to \( \mu \).

**Claim 2.1.11 (4).** Let \( \mu_1 \) be the distribution of \( a|\text{suc} \). Then \( |\mu_1 - \mu| \leq 2/9 \).

**Proof.** The claim follows directly from proposition 2.1.10. We defer the proof to the appendix.

We turn to the “Furthermore” part of of Lemma 2.1.7. The protocol \( \Pi_1 \) satisfies the premises of the lemma, except it has a high communication cost. This is due to the fact that Alice explicitly sends \( a \) to Bob. To reduce the communication, Alice will instead send \( O(I) \) random hash values of \( a \), and Bob will add corresponding consistency constraints to his set of candidates. The final protocol \( \Pi_2 \) is given in Figure 2.1.

Let \( \mathcal{E} \) denote the event that in step 4 of the protocol, Bob finds an element \( x_i \neq a \) (that is, the probability that the protocol outputs “success” but \( x_A \neq x_B \)). We upper bound the probability of \( \mathcal{E} \). Given \( a \in A \) and \( x_i \in B \) such that \( a \neq x_i \), the probability (over possible choices of the hash functions) that \( h_j(a) = h_j(x_i) \) for \( j = 1..d \) is \( 2^{-d} \leq 2^{-211I} \). For any \( t \),
Information-cost sampling protocol $\Pi_2$

1. Alice computes the set $A$. Bob computes the set $B$.

2. If $A = \emptyset$, the protocol fails. Otherwise, Alice finds the first element $a \in A$ and sets $x_A = a$. She then computes $d = \lceil 211I \rceil$ random hash values $h_1(a), \ldots, h_d(a)$, where the hash functions are evaluated using public randomness.

3. Alice sends the values $\{h_j(a)\}_{1 \leq j \leq d}$ to Bob.

4. Bob finds the first index $\tau$ such that there is a $b \in B$ for which $h_j(b) = h_j(a)$ for $j = 1 \ldots d$ (if such an $\tau$ exists). Bob outputs $x_B = x_\tau$. If there is no such index, the protocol fails.

5. Bob outputs $x_B$ (“success”).

6. Alice outputs $x_A$.

Figure 2.1: The sampling protocol $\Pi_2$ from Lemma 2.1.7

\[
\Pr[t \in B] \leq \frac{1}{|U|} \sum_{x_i \in U} p_B(x_i) q_B(x_i) \cdot 2^{50(I+1)} = \frac{1}{|U|} \sum_{x_i \in U} \nu_B(x_i) \cdot 2^{50(I+1)} = 2^{50(I+1)} / |U|. \]

Thus, by a union bound we have

\[
\Pr[\mathcal{E}] \leq \Pr[\exists x_i \in B \text{ s.t. } x_i \neq a \wedge h_j(a) = h_j(x_i) \forall j = 1, \ldots, d] \leq T \cdot 2^{50(I+1)} \cdot 2^{-d} / |U| = 2^{150(I+1)} \cdot 60I \cdot 2^{-211I} \ll 2^{-60I}. \quad (2.5)
\]

By a slight abuse of notation, let $\Pi_2$ be the distribution of $\Pi_2$’s output. Similarly, denote by $\Pi_1$ the distribution of the output of protocol $\Pi_1$. Note that if $\mathcal{E}$ does not occur, then the outcome of the execution of $\Pi_2$ is identical to the outcome of $\Pi_1$. Since $\Pr[\mathcal{E}] \leq 2^{-60I}$, we have

\[
|\Pi_2 - \Pi_1| = \Pr[\mathcal{E}] \cdot |[\Pi_2 | \mathcal{E}] - [\Pi_1 | \mathcal{E}]| \leq 2 \cdot 2^{-60I} \ll 2^{-59I}
\]

which finishes the proof of the lemma.
Using the above lemma, we are now ready to prove our main theorem.

**Proof of Theorem 2.1.6.** Let $\pi$ be a protocol that realizes the value $I_\mu := I_{C_\mu(f, 1/10)}$. In other words, $\pi$ has an error rate of at most $1/10$ and information cost of at most $I_\mu$ with respect to $\mu$. Denote by $\pi_{xy}$ the random variable that represents that transcript $\pi$ given the inputs $(x, y)$, and by $\pi_x$ (resp. $\pi_y$) the protocol conditioned on only the input $x$ (resp. $y$). We denote by $\pi_{XY}$ the transcripts where $(X, Y)$ are also a pair of random variables. By Claim 2.1.8, we know that

$$I_\mu = I(X; \pi_{XY}|Y) + I(Y; \pi_{XY}|X) = \mathbb{E}_{(x,y)\sim\mu}[D(\pi_{xy}||\pi_x) + D(\pi_{xy}||\pi_y)].$$  \hfill (2.6)

Let us now run the sampling algorithm $\Pi_1$ from Lemma 2.1.7, with the distribution $\mu$ taken to be $\pi_{xy}$, the distributions $\nu_A$ and $\nu_B$ taken to be $\pi_x$ and $\pi_y$ respectively, and $I$ taken to be $20I_\mu$.

At each node $v$ of the protocol tree that is owned by player $X$ let $p_0(v)$ and $p_1(v) = 1 - p_0(v)$ denote the probabilities that the next bit sent by $X$ is 0 and 1, respectively. For nodes owned by player $Y$, let $q_0(v)$ and $q_1(v) = 1 - q_0(v)$ denote the probabilities that the next bit sent by $Y$ is 0 and 1, respectively, *as estimated by player $X$ given the input $x$*. For each leaf $\ell$ let $p_X(\ell)$ be the product of all the values of $p_b(v)$ from the nodes that are owned by $X$ along the path from the root to $\ell$; let $q_X(\ell)$ be the product of all the values of $q_b(v)$ from the nodes that are owned by $Y$ along the path from the root to $\ell$. The values $p_Y(\ell)$ and $q_Y(\ell)$ are defined similarly. For each $\ell$ we have $\Pr[\pi_{xy} = \ell] = p_X(\ell) \cdot p_Y(\ell)$, $\Pr[\pi_x = \ell] = p_X(\ell) \cdot q_X(\ell)$, and $\Pr[\pi_y = \ell] = p_Y(\ell) \cdot q_Y(\ell)$. Thus we can apply Lemma 2.1.7 so as to obtain the following protocol $\pi'$ for computing $f$:

- If $\Pi_1$ fails, we return a random unbiased coin flip.
- If $\Pi_1$ succeeds, we return the final bit of the transcript sample $T$. Denote this bit by $T_{out}$. 
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To prove the correctness of the protocol, let \( Z \) denote the event that both \( \mathbb{D}(\pi_{xy}\parallel\pi_x) \leq 20I_\mu \) and \( \mathbb{D}(\pi_{xy}\parallel\pi_y) \leq 20I_\mu \). By (2.6) and Markov inequality, \( \Pr[Z] \geq 19/20 \) (where the probability is taken with respect to \( \mu \)). Denote by \( \delta \) the probability that \( \Pi_1 \) succeeds. By the assertions of Lemma 2.1.7, \( \delta \geq 0.9 \cdot 2^{-50(I+1)} \). Furthermore, if \( \Pi_1 \) succeeds, then we have \( |T - \pi_{xy}| \leq 2/9 \), which in particular implies that \( \Pr[T_{out} = \pi_{out}] \geq 7/9 \). Finally, \( \Pr[\pi_{out} = f(x,y)] \geq 9/10 \), since \( \pi \) has error at most \( 1/10 \) with respect to \( \mu \). Now, let \( \mathcal{W} \) denote the indicator variable whose value is 1 iff \( \pi'(x,y) = f(x,y) \). Putting together the above,

\[
\mathbb{E}[\mathcal{W} | Z] = (1 - \delta) \cdot \frac{1}{2} + \delta \cdot \left( \frac{7}{9} - \frac{1}{10} \right) > \frac{1}{2} + \delta \cdot \frac{1}{6} > \frac{1}{2} + \frac{1}{8} \cdot 2^{-50(I+1)}. \tag{2.7}
\]

On the other hand, note that by lemma 2.1.7 the probability that \( \Pi_1 \) succeeds is at most \( 2^{-50(I+1)} \) (no matter how large \( \mathbb{D}(\pi_{xy}\parallel\pi_x) \) and \( \mathbb{D}(\pi_{xy}\parallel\pi_y) \) are!), and so \( \mathbb{E}[\mathcal{W} | \neg Z] \geq (1 - 2^{-50(I+1)})/2 \).

Hence we conclude that

\[
\mathbb{E}[\mathcal{W}] = \mathbb{E}[\mathcal{W} | Z] \cdot \Pr[Z] + \mathbb{E}[\mathcal{W} | \neg Z] \cdot \Pr[\neg Z] \geq \left( \frac{1}{2} + \frac{1}{8} \cdot 2^{-50(I+1)} \right) \cdot \frac{19}{20} + \\
+ \left( 1 - 2^{-50(I+1)} \right) \cdot \frac{1}{2} \cdot \frac{1}{20} \geq \frac{1}{2} + \frac{1}{12} \cdot 2^{-50(I+1)} > \frac{1}{2} + \frac{1}{12} \cdot 2^{-1000(I_\mu+1)}. 
\]

Finally, Lemma 2.1.7 asserts that \( |\Pi_1 - \Pi_2| < 2^{-50I} \). Thus if we replace \( \Pi_1 \) by \( \Pi_2 \) in the execution of protocol \( \pi' \), the success probability decreases by at most \( 2^{-50I} \ll \frac{1}{12} \cdot 2^{-50(I+1)} \).

Furthermore, the amount of communication used by \( \pi' \) is now

\[
211I = 4220I_\mu = O(I_\mu).
\]

Hence we conclude that with this modification, \( \pi' \) has the following properties:

- \( \text{CC}(\pi') = 4220 \cdot I_\mu; \)
\[
\Pr (x, y) \sim \mu[\pi'(x, y) = f(x, y)] \geq 1/2 + 2^{-1000(I_{\mu}+1)-4};
\]

which completes the proof. \qed

**Remark 2.1.12.** Using similar techniques, it was recently shown in [27] that any function \( f \) whose information complexity is \( I \) has communication cost at most \( 2^{O(I)} \) \(^1\), thus implying that \( IC(f) \geq \Omega(\log(CC(f))) \). We note that this result can be easily derived (up to constant factors) from Theorem 2.1.6. Indeed, applying the “compressed” protocol \( 2^{O(I)} \log(1/\varepsilon) \) independent times and taking a majority vote guarantees an error of at most \( \varepsilon \) (by a standard Chernoff bound\(^2\)), with communication \( O(I) \cdot 2^{O(I)} = 2^{O(I)} \). Thus, our result is strictly stronger than the former one.

### 2.2 Information Lower Bounds via Self Reducibility

In this short section we illustrate a more specific technique for deriving strong information complexity lower bounds for “self-reducible” functions. This approach is somewhat opposite to the standard one, in that the information lower bounds are obtained from postulated (known) communication complexity lower bounds. We note that such information lower bounds are valuable even if a communication bound is already known, since they imply strong direct sum (and product) theorems for such functions (See Chapter 3), and also an inherent limit on the privacy required to solve such functions, as noted in the introduction of this chapter. Due to space constraints, we only outline our main results and techniques, and refer the reader to the full version of this paper [32] for the complete proofs.

The technique we present works for functions that exhibit a “self-reducible structure”. Informally speaking \( f \) has a self-reducible structure, if for large enough inputs, solving \( f_{nk} \) essentially amounts to solving \( f_{n}^k \) (\( f_{nk} \) denotes the function \( f \) under inputs of length \( nk \), while \( f_{n}^k \) denotes \( k \) independent copies of \( f \) under inputs of size \( n \)).

\(^1\)More precisely, it shows that for any distribution \( \mu \), \( D_{\varepsilon+\delta}^{\mu}(f) = 2^{O(1+IC_{\mu}(f,\varepsilon)/\delta^2)} \)

any means). Assuming self-reducibility, the same bound applies to \( f_n^k \), which through the “Information= Amortized Communication” theorem [35], implies a lower bound on the information complexity of \( f_n \). In the following work we develop tools to make this reasoning go through.

We use the self-reducibility technique to prove results about the information complexity of Gap Hamming Distance and Inner Product. We prove that the information complexity of the Gap Hamming Distance problem with respect to the uniform distribution is linear. This was explicitly stated as an open problem by Chakrabarti et al. [50]. Formally, let \( IC_\mu(GHD_{n,t,g},\varepsilon) \) denote the information cost of the Gap Hamming promise problem, where inputs \( x, y \) are \( n \)-bit strings distributed according to \( \mu \), and the players need to determine whether the Hamming distance between \( x \) and \( y \) is at least \( t + g \), or at most \( t - g \), with error at most \( \varepsilon \) under \( \mu \). We prove

**Theorem 2.2.1** ([32]). There exists an absolute constant \( \varepsilon > 0 \) for which

\[
IC_\mu(GHD_{n,n/2,\sqrt{n}},\varepsilon) = \Omega(n)
\]

where \( \mu \) is the uniform distribution.

For the Inner Product problem, where the players need to compute

\[
\sum_{i=1}^{n} x_i y_i \pmod{2},
\]

we prove a stronger bound on its information complexity. Formally

**Theorem 2.2.2** ([32]). For every constant \( \delta > 0 \), there exists a constant \( \epsilon > 0 \), and \( n_0 \) such that

\[
\forall n \geq n_0, IC_{U_n}(IP_n,\epsilon) \geq (1 - \delta)n. \text{ Here } U_n \text{ is the uniform distribution over } \{0, 1\}^n \times \{0, 1\}^n.
\]

Note that \( IC_{U_n}(IP_n,\epsilon) \leq (1 - 2\epsilon)(n + 1) \), since the parties can always output a random value \( \in \{0, 1\} \) with probability \( 2\epsilon \), and have one of the parties send its entire input with probability \( 1 - 2\epsilon \) (Indeed, this protocol has error \( (1/2) \cdot 2\epsilon + (1 - 2\epsilon) \cdot 1 = 1 - \epsilon \), and information cost \( (1/2) \cdot 0 + (1 - 2\epsilon) \cdot (n + 1) = (1 - 2\epsilon) \cdot (n + 1) \)). Also it is known that \( IC_{U_n}(IP_n,\epsilon) \geq \Omega(n) \), for all \( \epsilon \in [0, 1/2] \) [38]. We prove that the information complexity of
IP, can be arbitrarily close to the trivial upper bound $n$ as we keep decreasing the error (though keeping it a constant).

We refer the reader to [32] for a broader discussion and the full proofs of Theorems 2.2.1 and 2.2.2.

### 2.3 From Information to Exact Communication

Traditional communication complexity lower bound techniques were combinatorial in nature and most of them rely on studying the combinatorial and analytic properties of the communication matrix $M_f$ corresponding to the function $f$ (notable examples are the rank, Discrepancy, corruption and “smooth rectangle” lower bounds). While most existing state-of-the-art communication lower bounds were proved this way (including recently ones such as the lower bound for Gap Hamming Distance [48, 143]), such techniques often lose constants by design, and are too crude to give exact communication bounds.

In contrast, information theory is known to give precise bounds on rates and capacities. This important feature essentially stems from the additivity property of information complexity (see equation 1.1), which can be viewed as a generalization of Shannon’s noiseless coding theorem to the interactive setup. For example, we know that a sequence of random digits would take exactly $\log_2 10 \approx 3.322$ bits per digit, and that the capacity of a binary symmetric channel with substitution probability 0.2 is exactly $1 - H(0.2) \approx 0.278$ bits per symbol. Generally speaking, prior to this work, this benefit has not been fully realized in an interactive communication complexity scenario.

In this section, we present a framework for proving exact (zero-error) information lower bounds, thereby bringing tight bounds into the realm of communication complexity: We develop a new local characterization of the zero-error information complexity function for two-party communication problems, and use it to compute the exact internal
and external information complexity of the 2–bit \textit{AND} function: $IC(\text{AND}, 0) = C_\wedge \approx 1.4923$ bits, and $IC^{\text{ext}}(\text{AND}, 0) = \log_2 3 \approx 1.5839$ bits. We shall see that this leads to a tight (upper and lower bound) characterization of the communication complexity of the \textit{set intersection} problem (where players are required to compute the intersection of their sets), whose randomized communication complexity tends to $C_\wedge \cdot n \pm o(n)$ as the error tends to zero.

The information-optimal protocol we present has an \textit{infinite} number of rounds. We shall see that this tradeoff is necessary by proving that the rate of convergence of the $r$–round information cost of \textit{AND} to $IC(\text{AND}, 0) = C_\wedge$ behaves like $\Theta(1/r^2)$, i.e. that the $r$-round information complexity of \textit{AND} is $C_\wedge + \Theta(1/r^2)$.

We will then leverage the tight analysis obtained for the information complexity of \textit{AND} to calculate and prove the exact communication complexity of the \textit{set disjointness} function $\text{Disj}_n(X, Y) = \neg \lor_{i=1}^n \text{AND}(x_i, y_i)$ with error tending to 0, which turns out to be $= C_{\text{DISJ}} \cdot n \pm o(n)$, where $C_{\text{DISJ}} \approx 0.4827$. Our rate of convergence results imply that an asymptotically optimal protocol for set disjointness will have to use $\omega(1)$ rounds of communication, since every $r$-round protocol will be sub-optimal by at least $\Omega(n/r^2)$ bits of communication.

In a similar spirit, we obtain a tight bound of $\frac{2}{\ln 2} k \pm o(k)$ on the communication complexity of disjointness of sets of size $\leq k$, sharpening the asymptotic bound of $\Theta(k)$ previously shown by Håstad and Wigderson.

### 2.3.1 Main Results

Let $\pi$ be a communication protocol attempting to solve some two-party function $f(x, y)$ with zero error where inputs are sampled according to a joint distribution $\mu$. Our first contribution is a characterization of the zero-error information cost function $IC_\mu(f, 0)$ in terms of certain local concavity constrains. A related – but more abstract – characteriza-
tion was given in the information theory literature by Ma and Ishwar [120]. Let $\Delta(\mathcal{X} \times \mathcal{Y})$ denote the set of distributions over $\mathcal{X} \times \mathcal{Y}$.

**Lemma 2.3.1.** For any function $f : \mathcal{X} \times \mathcal{Y} \to \mathcal{Z}$ there exists a family $\mathcal{C}(f)$ of functions $C : \Delta(\mathcal{X} \times \mathcal{Y}) \to \mathbb{R}^+$ satisfying certain local concavity constraints, such that for any distribution $\mu$, and any protocol $\pi$ solving $f$ with zero error under $\mu$, it holds that

$$\forall \ C \in \mathcal{C}(f) \quad C(\mu) \leq IC_\mu(\pi).$$

Furthermore, $IC_\mu(f, 0)$ is the point-wise maximum of $\mathcal{C}(f)$.

This lemma gives a very general technique for proving information-complexity lower bounds, and plays a central role in one of our main results: the exact information complexity of the 2-bit AND function $f(x, y) = x \land y$. Since the inputs of the parties consist of only 2 bits, the information complexity of this function is trivially bounded by 2. By fixing $x = 1$, it is also easy to see that 1 is a lower bound on the information complexity. We present a zero-error “clocked” protocol which has an infinite number of rounds and computes the AND function, under any input distribution $\mu$, with information cost at most $C_\land \approx 1.4923$. The maximum external information cost of our protocol is $\log_2 3 \approx 1.58496$. While the analysis itself is nontrivial, the main bulk of effort is proving this protocol is in fact optimal, both in the internal and external sense:

**Theorem 2.3.2.**

$$IC(\text{AND}, 0) = C_\land \approx 1.4923$$

**Theorem 2.3.3.**

$$IC^{\text{ext}}(\text{AND}, 0) = \log_2 3 \approx 1.58496$$

We also analyze the rate of convergence to the optimal information cost, as the number $r$ of permitted rounds increases. We view this result as a step towards proving that information complexity of functions is computable.
Theorem 2.3.4. For all \( \mu \in \Delta(\{0, 1\} \times \{0, 1\}) \) with full support we have

\[
\text{IC}_\mu^r(\text{AND}, 0) = \text{IC}_\mu(\text{AND}, 0) + \Theta_\mu \left( \frac{1}{r^2} \right).
\]

In the second part of our work we show how tight information bounds may lead to exact communication bounds.

We leverage our in-depth information analysis of AND to prove the exact randomized communication complexity of the \( \text{Disj}_n \) function, with error tending to zero. For the general disjointness function we get:

Theorem 2.3.5. For all \( \varepsilon > 0 \), there exists \( \delta = \delta(\varepsilon) > 0 \) such that \( \delta \to 0 \) as \( \varepsilon \to 0 \) and

\[
(C_{\text{DISJ}} - \delta) \cdot n \leq R(\text{DISJ}_n, \varepsilon) \leq C_{\text{DISJ}} \cdot n + o(n).
\]

where \( C_{\text{DISJ}} \approx 0.4827 \) bits.

For the case of disjointness \( \text{DISJ}_n^k \) of sets of size \( \leq k \) we get

Theorem 2.3.6. Let \( n, k \) be such that \( k = \omega(1) \) and \( n/k = \omega(1) \). Then for all constant \( \varepsilon > 0 \),

\[
\left( \frac{2}{\ln 2} - O(\sqrt{\varepsilon}) \right) \cdot k - o(k) \leq R(\text{DISJ}_n^k, \varepsilon) \leq \frac{2}{\ln 2} \cdot k + o(k).
\]

We also observe that Theorem 2.3.2 leads to the exact (randomized) communication complexity of the Set Intersection problem, which turns out to be \( C_{\land} \cdot n \approx 1.492 \cdot n \).

Our results rely on new insights for understanding communication protocols from an informational point of view, as functionals on the space of distributions. This requires further development of new properties of the information cost function. One such property is the continuity of the information complexity function at \( \varepsilon = 0 \):

Theorem 2.3.7. For all \( f : \mathcal{X} \times \mathcal{Y} \to \mathcal{Z} \) and \( \mu \in \Delta(\mathcal{X} \times \mathcal{Y}) \) we have

\[
\lim_{\varepsilon \to 0} \text{IC}_\mu(f, \varepsilon) = \text{IC}_\mu(f, 0), \quad (2.8)
\]
\[ \lim_{\epsilon \to 0} IC_{\mu}^{\text{ext}}(f, \epsilon) = IC_{\mu}(f, 0). \]

**Preliminaries**

**Notation**

For random variables \( A \) and \( B_i (i \in [n]) \) and elements \( b_i \in \text{range } B_i (i \in [n]) \) we write \( A_{b_1 b_2 \ldots b_n} \) to denote the random variable \( A \) conditioned on the event “\( B_1 = b_1, B_2 = b_2, \ldots, B_n = b_n \)”.

For notational convenience, in this section we shall sometimes view a probability distribution \( \mu \) on a sample space \( \mathcal{X} \times \mathcal{Y} \) as a \(|\mathcal{X}| \times |\mathcal{Y}|\) matrix, where the rows are indexed by elements of \( \mathcal{X} \) and columns are indexed by elements of \( \mathcal{Y} \) in some standard order (e.g., lexicographic order when \( \mathcal{X} \) and \( \mathcal{Y} \) are sets of binary strings). For example, we shall often write distribution \( \mu \) on \( \{0,1\} \times \{0,1\} \) as \( \mu = \begin{pmatrix} \alpha & \beta \\ \gamma & \delta \end{pmatrix} \) meaning that \( \mu(0,0) = \alpha, \mu(0,1) = \beta, \mu(1,0) = \gamma, \text{ and } \mu(1,1) = \delta. \)

For a particular distribution \( \mu \) on \( \mathcal{X} \times \mathcal{Y} \) we use \( \mu^T \) to denote the probability distribution on \( \mathcal{Y} \times \mathcal{X} \) that is given by the transpose of the matrix representation of \( \mu \).

In this section we will be interested in the information revealed by protocols under the “worst distribution”. To capture this, we use the notion of prior-free information complexity (or simply, the information cost of \( f \)) with error \( \epsilon \) is defined as

\[ \text{IC}(f, \epsilon) := \inf_{\pi} \max_{\mu \in \Delta(\mathcal{X} \times \mathcal{Y})} \text{IC}_{\mu}(\pi). \]

where the infimum is over protocols that work correctly for each input, except with probability \( \epsilon \). The external prior-free information cost is defined analogously.

The special case \( \text{IC}(f, 0) \) is referred to as the zero error information complexity of \( f \), and will be of primary interest in this paper. It turns out that for this special case (\( \epsilon = 0 \)), we may reverse the order of quantifiers:
Theorem 2.3.8. \cite{29}

\[ IC(f, 0) = \max_{\mu} \inf_{\pi \text{ correct on support of } \mu} IC_\mu(\pi), \]

i.e., we can choose the protocol dependent on the distribution and yet the information cost doesn’t decrease.

For \( r \in \mathbb{N} \), the \( r \)-round information complexity of a function \( f \) is defined as

\[ IC^r_\mu(f, \epsilon) := \inf_{\pi} IC_\mu(\pi), \]

where the infimum ranges over all \( r \)-round protocols \( \pi \) solving \( f \) with error at most \( \epsilon \) when inputs are sampled according to \( \mu \). The \( r \)-round external information cost is defined analogously.

### 2.3.4 Optimal Information-Theoretic Protocol for AND

The information complexity of a function is the infimum over protocols of the information cost of the protocol. Therefore the information complexity may not be achieved by any single protocol. This is indeed the case for the AND function, as we will see in Section 2.3.7. Nevertheless if we allow slightly more powerful protocols we can find a single optimal protocol for the AND function. In this section we present a “protocol with a clock” (see Protocol \[1\]) whose information cost is exactly equal to the information cost of the AND function. The inputs \((X, Y)\) to AND are distributed according to a prior \( \mu = \begin{pmatrix} \alpha & \beta \\ \gamma & \delta \end{pmatrix} \).

Protocol \[1\] consists of two parts. In the first part (steps 1 and 2), Alice and Bob check to see if their prior is symmetric, and if it is not they communicate “a bit” to make it symmetric. During this communication one of the players may reveal that his or her input is 0, in which case the protocol terminates, as the answer to AND can be deduced by both players. In the second part (steps 3 – 6), Alice and Bob privately generate random numbers \( N^A \in [0, 1] \) and \( N^B \in [0, 1] \) and observe the clock as it increases from 0 to 1. When
1. If $\beta < \gamma$ then Bob sends bit $B$ as follows

$$B = \begin{cases} 
1 & \text{if } y = 1 \\
0 & \text{with probability } 1 - \beta / \gamma \text{ if } y = 0 \\
1 & \text{with probability } \beta / \gamma \text{ if } y = 0
\end{cases}$$

If $B = 0$ the protocol terminates and players output 0.

2. If $\beta > \gamma$ then Alice sends bit $B$ as follows

$$B = \begin{cases} 
1 & \text{if } x = 1 \\
0 & \text{with probability } 1 - \gamma / \beta \text{ if } x = 0 \\
1 & \text{with probability } \gamma / \beta \text{ if } x = 0
\end{cases}$$

If $B = 0$ the protocol terminates and players output 0.

3. If $x = 0$ then Alice samples $N^A \in_R [0, 1)$ uniformly at random. If $x = 1$ then Alice sets $N^A = 1$.

4. If $y = 0$ then Bob samples $N^B \in_R [0, 1)$ uniformly at random. If $y = 1$ then Bob sets $N^B = 1$.

5. Alice and Bob monitor the clock $C$, which starts at value 0.

6. The clock continuously increases to 1. If $\min(N^A, N^B) < 1$, when the clock reaches $\min(N^A, N^B)$ the corresponding player sends 0 to the other player, the protocol ends, the players output 0. If $\min(N^A, N^B) = 1$, once the clock reaches 1, Alice sends 1 to Bob, the protocol ends, and the players output 1.

Protocol 1: Protocol $\pi$ for the AND-function

some player’s private number is reached by the clock, the player immediately notifies the other player. The rules for picking a private number ensure that the number is less than 1 if and only if the owner of the number has 0 as input. Therefore once one of the players speaks in the second part, both players can deduce the answer to AND, so the protocol terminates.

From the description of Protocol $\pi$, it is clear that it correctly solves AND on all inputs. The proof of the optimality of the information cost of this protocol proceeds in two steps. The first step is to analyze the information cost of Protocol $\pi$. The result of this analysis is a precise and simple formula for $I(\mu) := I_{C_{\mu}}(\pi)$ in terms of $\alpha, \beta, \gamma, \delta$. In addition, we
conclude that $I(\mu) \geq IC_{\mu}(\text{AND}, 0)$. For the second step, we need a new technique to prove exact information lower bounds. This technique relies on the new characterization of the information cost presented in Section 2.3.5. In that section we show that any function satisfying certain local concavity constraints is a lower bound on the information cost. To complete the proof that $I(\mu) = IC_{\mu}(\text{AND}, 0)$ we simply check that $I(\mu)$ satisfies those local concavity constraints, and indeed it does.

We attempt to demystify the steps of this protocol by presenting the intuition behind optimality of its information cost. To this end, we may view any protocol as a random walk on the space of distributions on $\mathcal{X} \times \mathcal{Y}$. We observe that for the AND function the space of distributions $\mu$ on $\{0, 1\}^2$ may be divided into three regions:

**Alice's region** consists of all distributions $\mu$ with $\beta > \gamma$, i.e., those distributions $\mu$, for which Alice has greater probability of having 0 than Bob.

**Bob's region** consists of all distributions $\mu$ with $\beta < \gamma$, i.e., those distributions $\mu$, for which Bob has greater probability of having 0 than Alice.

**Diagonal region** consists of symmetric distributions $\mu$, i.e., $\beta = \gamma$ and both players are equally likely to have 0 as input.

We note that a protocol in which Alice talks in Bob's region and then the players play optimally, reveals more information about the inputs than a protocol in which Bob talks in Bob's region and then players play optimally (and similarly for Alice's region). A formalization of this argument appears in the full version of this paper. Therefore in an optimal protocol, each player should speak only in his own region. The interesting scenario is when the protocol finds itself in the diagonal region. Suppose that players want to convince each other that they are more likely to have 1 as input. If Bob makes a random step, he will step into Alice's region with some probability revealing suboptimal amount of information. The same goes for Alice. What we'd like them to do is to walk “along the diagonal region”. This can be accomplished without revealing suboptimal amount of information.
information only if we allow the players to take infinitesimal steps. This is precisely what the clock from our protocol achieves. As the clock increases from 0 to 1, the distribution stays symmetric, but gets modified simultaneously by increasing its mass on (1, 1)-entry.

**Remark 2.3.9.** It turns out that Protocol $\text{1}$ achieves both internal and external information costs. The analysis reveals that the internal and external information costs are different for the AND function.

We refer an interested reader to the full version of the paper for the details on how to make the above intuition precise, and for a careful analysis of the information cost of Protocol $\text{1}$. In the rest of this section we present a summary of results (omitting the proofs) that we were able to achieve using the above techniques.

Observe that since AND is a symmetric function $\text{IC}_\mu(\text{AND}, 0) = \text{IC}_{\mu_T}(\text{AND}, 0)$, therefore it suffices to compute the information cost for the AND function only for distributions with $\beta \leq \gamma$.

**Theorem 2.3.10** ([31]). For a symmetric distribution $\nu = \begin{bmatrix} \alpha & \beta \\ \beta & \delta \end{bmatrix}$ we have

$$\text{IC}_\nu(\text{AND}, 0) = \frac{\beta}{\ln 2} + 2\delta \log \frac{\beta + \delta}{\delta} + 2\beta \log \frac{\beta + \delta}{\beta} + \frac{\beta^2}{\alpha} \log \frac{\beta}{\beta + \alpha} + \alpha \log \frac{\alpha + \beta}{\alpha}. \quad (2.10)$$

For a distribution $\mu = \begin{bmatrix} \alpha & \beta \\ \gamma & \delta \end{bmatrix}$ where $\beta < \gamma$, we have

$$\text{IC}_\mu(\text{AND}, 0) = I(Y; B|X) + t\text{IC}_\nu(\pi)$$
where \( t = \delta + 2\beta + \frac{\alpha \beta}{\gamma}, \tilde{\nu} = \frac{\beta \alpha}{\gamma t}, \frac{\beta}{t}, \frac{\delta}{t} \) and

\[
I(Y; B | X) = (\alpha + \beta) H \left( \frac{\beta}{\gamma} \cdot \frac{\alpha + \gamma}{\alpha + \beta} \right) + (\gamma + \delta) H \left( \frac{\delta + \beta}{\gamma + \delta} \right) - (\alpha + \gamma) H \left( \frac{\beta}{\gamma} \right).
\]

**Theorem 2.3.11** ([31]). *(Theorem 2.3.2 restated)*

\[ \text{IC}(\text{AND}, 0) = C^\land = 1.49238 \ldots \]

The distribution that achieves this maximum is

\[ \mu = \begin{bmatrix} 0.0808931 \ldots & 0.264381 \ldots \\ 0.264381 \ldots & 0.390346 \ldots \end{bmatrix} \]

**Remark 2.3.12.** Observe that the maximum of \( \text{IC}(\text{AND}, 0) \) is achieved for a symmetric distribution. This is not a coincidence. Let \( f \) be a symmetric function and \( \mu \) be an arbitrary distribution on the inputs of \( f \). Then \( \text{IC}_\mu(f, 0) = \text{IC}_{\mu^T}(f, 0) \) and it is easy to see that the information complexity is a concave function in \( \mu \). Thus for \( \mu^\prime = \mu/2 + \mu^T/2 \), which is symmetric, we have \( \text{IC}_{\mu^\prime}(f, 0) \geq \text{IC}_\mu(f, 0)/2 + \text{IC}_{\mu^T}(f, 0)/2 = \text{IC}_\mu(f, 0) \).

**Theorem 2.3.13** ([31]). *(Theorem 2.3.3 restated)*

\[ \text{IC}^\text{ext}(\text{AND}, 0) = \log 3 = 1.58396 \ldots \]
The distribution that achieves this maximum is

\[ \mu = \begin{pmatrix} 0 & 1/3 \\ 1/3 & 1/3 \end{pmatrix} \]

In Section 2.3.5 on communication complexity results, distributions \( \mu \) that place 0 mass on \((1, 1)\) entry play a crucial role. Note that for such distributions we still insist that the protocol solving AND has 0 error on all inputs.

**Theorem 2.3.14** ([31]). For symmetric distributions \( \mu = \begin{pmatrix} \alpha & \beta \\ \beta & 0 \end{pmatrix} \) we have

\[
\overline{\text{IC}}_{\mu}(\text{AND}, 0) = \frac{\beta}{\ln 2} + \frac{\beta^2}{\alpha} \log \frac{\beta}{\alpha + \beta} + \alpha \log \frac{\alpha + \beta}{\alpha}.
\]

**Theorem 2.3.15** ([31]). For distributions \( \mu = \begin{pmatrix} \alpha & \beta \\ \gamma & 0 \end{pmatrix} \) we have

\[
\overline{\text{IC}}_{\mu}(\text{AND}, 0) = (\alpha + \beta)H \left( \frac{\beta \alpha + \gamma}{\gamma \alpha + \beta} \right) - \alpha H \left( \frac{\beta}{\gamma} \right) +
\]

\[+ t \overline{\text{IC}}_{\nu}(\text{AND}, 0), \]

where \( t = 2\beta + \frac{\alpha \beta}{\gamma} \) and \( \nu = \begin{pmatrix} \frac{\beta \alpha}{\gamma t} & \frac{\beta}{t} \\ \frac{\beta}{t} & 0 \end{pmatrix} \)

**Theorem 2.3.16** ([31]).

\[
\max_{\mu: \mu(1,1)=0} \overline{\text{IC}}_{\mu}(\text{AND}, 0) = 0.482702 \ldots
\]

The distribution that achieves this maximum is

\[ \mu = \begin{pmatrix} 0.36532 \ldots & 0.31734 \ldots \\ 0.31734 \ldots & 0 \end{pmatrix} \]
2.3.5 A Local Characterization of the Information Cost Function

In this section we prove Lemma 2.3.1, a local characterization of the zero-error information cost function. More precisely, for an arbitrary function $f : \mathcal{X} \times \mathcal{Y} \to \mathcal{Z}$ we shall define a family $\mathcal{C}(f)$ of functions $\Delta(\mathcal{X} \times \mathcal{Y}) \to \mathbb{R}$ satisfying certain local concavity constraints. Then we show that each member of $\mathcal{C}(f)$ is a lower bound on the zero-error information cost function $I(\mu) := I_{\mu}(f, 0)$ of $f$. It will be evident that $I(\mu)$ itself satisfies the local concavity constraints, i.e., $I(\mu) \in \mathcal{C}(f)$. Thus the zero-error information cost of a function $f$ is a point-wise maximum over all functions in the family $\mathcal{C}(f)$. This technique is used to prove that the information cost of Protocol $\Pi$ is exactly $I_{\mu}(\text{AND}, 0)$.

It turns out that the number of local concavity constraints that are used to define $\mathcal{C}(f)$ can be greatly reduced if we assume that every bit sent in a protocol $\pi$, nearly achieving the information cost of $f$, is uniformly distributed from an external point of view. In other words, for each node $u$ in a protocol $\pi$ we have

$$P(\text{owner of } u \text{ sends } 0 | \Pi \text{ reaches } u) = 1/2.$$  

We say that such a protocol is in normal form. The proof that the normal form assumption can be made without loss of generality is straightforward and appears in the full version of the paper. Now we proceed to define the family $\mathcal{C}(f)$.

**Definition 2.3.17.** Let $f : \mathcal{X} \times \mathcal{Y} \to \mathcal{Z}$ be a given function. Define a family $\mathcal{C}(f)$ of all functions $C : \Delta(\mathcal{X} \times \mathcal{Y}) \to \mathbb{R}^+$ satisfying the following constraints:

- $(\forall \mu \in \Delta(\mathcal{X} \times \mathcal{Y}))(f|_{\supp(\mu)} \text{ is constant} \Rightarrow C(\mu) = 0)$,

- $(\forall \mu, \mu_0^A, \mu_1^A \in \Delta(\mathcal{X} \times \mathcal{Y}) \text{ if Alice can send bit } B \text{ (that is a randomized function of Alice's input } x) \text{ from } \mu \text{ s.t. } P(B = 0) = P(B = 1) = 1/2 \text{ and } \mu_i^A(x, y) = P(\mathcal{X} = x, \mathcal{Y} = y | B = i) \text{ for } i \in \{0, 1\} \text{ then}$

$$C(\mu) \leq C(\mu_0^A)/2 + C(\mu_1^A)/2 + I(\mathcal{X}; B|\mathcal{Y}),$$
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Here \((X, Y) \sim \mu\).

- \(\forall \mu, \mu^B_0, \mu^B_1 \in \Delta(X \times Y)\) if Bob can send bit \(B\) (that is a randomized function of Bob’s input \(y\)) from \(\mu\) s. t. \(P(B = 0) = P(B = 1) = 1/2\) and \(\mu^B_i(x, y) = P(X = x, Y = y|B = i)\) for \(i \in \{0, 1\}\) then
  \[
  C(\mu) \leq C(\mu^B_0)/2 + C(\mu^B_1)/2 + I(Y; B|X),
  \]

**Remark 2.3.18.** The notation \(f|_{\text{supp}(\mu)} \equiv \text{Constant}\) means that both parties can determine the function’s output under \(\mu\) by looking at their own input - We do not consider the player’s output as part of the protocol transcript, so the latter condition need not imply that the function is determined under \(\mu\) from an external point of view. The example \(f(0, 0) = 0, f(1, 1) = 1, \mu(0, 0) = \mu(1, 1) = 1/2\) illustrates this point.

**Lemma 2.3.19.** Let \(f : \mathcal{X} \times \mathcal{Y} \rightarrow \mathcal{Z}\) be a given function. Let \(\pi\) be a protocol that solves \(f\) correctly on all inputs. Then for all \(C \in \mathcal{C}(f)\) and all \(\mu \in \Delta(\mathcal{X} \times \mathcal{Y})\) we have \(C(\mu) \leq IC_{\mu}(\pi)\).

*Proof by induction on \(c := CC(\pi)\). When \(c = 0\) the claim is clearly true, since then \(f|_{\text{supp}(\mu)}\) is constant and hence \(C(\mu) = 0\). Also \(IC_{\mu}(\pi) = 0\).

Assume the claim holds for all \(c\)-bit protocols where \(c \geq 0\). Consider a \(c+1\)-bit protocol \(\pi\). As discussed prior to the proof, we may assume that \(\pi\) is in normal form. Assume that Alice sends the first bit \(B\). If this bit is 0 then Alice and Bob end up with a new distribution on the inputs \(\mu^A_0\), otherwise they end up with distribution \(\mu^A_1\). After the first bit, the protocol \(\pi\) reduces to a \(c\)-bit protocol \(\pi^0\) if 0 was sent and \(\pi^1\) if 1 was sent. Since Alice’s bit is uniformly distributed we have

\[
I(\pi; X|Y) = I(\pi^1; X|Y) + I(\pi^{\geq 2}; X|Y^{\pi_1})
\]

\[
= I(B; X|Y) + I(\pi^0; X|Y)/2 + I(\pi^1; Y|X)/2.
\]
Similarly for $I(\pi; Y|X)$. Thus we obtain

$$I_{C\mu}(\pi) = I_{C\mu_0}(\pi^0)/2 + I_{C\mu_1}(\pi^1)/2 + I(X; B|Y)$$

$$\geq C(\mu^0)/2 + C(\mu^1)/2 + I(X; B|Y) \quad \text{(by induction)}$$

$$\geq C(\mu) \quad \text{(by properties of C)}$$

\[\square\]

**Corollary 2.3.20.** For all $f : \mathcal{X} \times \mathcal{Y} \to \mathcal{Z}$ we have

1. $I_{C\mu}(f, 0) \in \mathcal{C}(f)$,

2. for all $\mu \in \Delta(\mathcal{X} \times \mathcal{Y})$ and for all $C \in \mathcal{C}(f)$ we have $I_{C\mu}(f, 0) \geq C(\mu)$.

3. for all $\mu \in \Delta(\mathcal{X} \times \mathcal{Y})$ we have $I_{C\mu}(f, 0) = \max_{C \in \mathcal{C}(f)} C(\mu)$.

### 2.3.6 The Exact Communication Complexity of Set Disjointness

In this section we leverage our in-depth analysis of the information complexity of the $\textbf{AND}$ function to compute the exact randomized communication complexity of three well-studied problems in the communication complexity literature: **Set-Intersection** ($\text{Int}_n(X, Y) = \{i : X_i \land Y_i = 1\}$), **Disjointness** ($\text{Disj}_n(X, Y) = \neg \bigvee_{i=1}^n (X_i \land Y_i)$) and **$k$-Disjointness** ($\text{Disj}_n^k(X, Y) = \neg \bigvee_{i=1}^n (X_i \land Y_i)$) where $|X| = |Y| = k$.

While the $\textbf{AND}$ function “embeds” to all three communication problems, they differ in their difficulty. It turns out that solving each of the three problems above is equivalent to solving $n$ independent copies of the $\textbf{AND}$ function, albeit under a different subset of distributions on $\{0, 1\}^2$.

The Set-Intersection problem corresponds to solving $n$ independent copies of $\textbf{AND}$ under the “worst” possible distribution $\mu = \begin{pmatrix} \alpha & \beta \\ \gamma & \delta \end{pmatrix}$
because of “information equals amortized communication” ([29]), Thus Theorem 2.3.2
(along with continuity of information cost at error = 0) implies that

**Corollary 2.3.21.** For all \( \varepsilon > 0 \), there exists \( \delta = \delta(\varepsilon) > 0 \) such that \( \delta \to 0 \) as \( \varepsilon \to 0 \) and

\[
(C_{\wedge} - \delta) \cdot n \leq R(\text{Int}_n, \varepsilon) \leq C_{\wedge} \cdot n + o(n),
\]

where \( C_{\wedge} \approx 1.492 \).

For the Set Disjointness problem, we show that solving

\( \text{Disj}_n(X, Y) \) is equivalent to solving \( n \) independent copies of \( \text{AND} \) under the “worst”
distribution \( \mu \) on \( \{0, 1\}^2 \) satisfying \( \mu(1, 1) = 0 \). This distribution therefore has the form:

\[
\mu = \begin{pmatrix}
\alpha & \beta \\
\gamma & 0
\end{pmatrix}
\]

The intuition as to why the above quantity captures the communication required to
solve \( \text{Disj}_n \) is as follows: Since solving Disjointness is equivalent to solving \( \bigvee_{i=1}^n (X_i \wedge Y_i) \),
then if the (marginal) distribution of a coordinate \( \mu_i(X_i, Y_i) \) satisfies \( \mu_i(1, 1) \geq \omega(1/n) \), the
parties can simply exchange a small (sublinear) number of random coordinates, and finish
the job with very small communication (since with very high probability they will find
an overlapping coordinate). Thus, the above set of distributions captures the hardness of
this task. In fact, our result for the Set Disjointness problem follows from a more general
theorem we prove, which characterizes the exact randomized communication complexity
of “\( \bigvee \)”-type functions with error tending to zero, in terms of the informational quantity
\( IC^0_f(0) \), which informally measures the information complexity of \( f \) under the “worst”
distribution supported on \( f^{-1}(0) \).

**Theorem 2.3.22** ([31]). For any Boolean function \( f : \{0, 1\}^k \times \{0, 1\}^k \to \{0, 1\} \), let \( g(\bar{x}, \bar{y}) := \bigvee_{i=1}^n f(x_i, y_i) \), where \( \bar{x} = \{x_i\}_{i=1}^n, \bar{y} = \{y_i\}_{i=1}^n \) and \( x_i, y_i \in \{0, 1\}^k \). Then for all \( \varepsilon > 0 \), there exists

\( \delta = \delta(\varepsilon) > 0 \) such that

\[
(C_{\vee} - \delta) \cdot n \leq R(\text{Int}_n, \varepsilon) \leq C_{\vee} \cdot n + o(n),
\]

where \( C_{\vee} \approx 1.492 \).

An analogous result holds for “\( \bigwedge \)”-type functions.
δ = δ(f, ε) > 0 such that δ → 0 as ε → 0 and

\[ IC^0(f, 0) - δ \cdot n \leq R(g_n, ε) \leq IC^0(f, 0) \cdot n + o(n \cdot k), \]

where IC^0(f, 0) := max_{μ, μ(1,1) = 0} IC_μ(f, 0).\(^4\)

The formal proof is given in the full version of this paper. Here we only present the main ideas. The high-level idea for the upper bound is to produce a low information protocol for computing \( g_n \) and then use the fact that information = amortized communication to obtain a low communication protocol. To this end, we exploit the self-reducible structure of \( ∨ \)-type functions. For the lower bound, we show that a low-error protocol for \( g_n \) which uses \(< IC^0(f, 0) \cdot n \) communication, can be used to produce a low-error protocol for a single copy of \( f \), whose information under any distribution supported on \( f^{-1}(0) \) is \(< IC^0(f, 0) \). Now by using continuity of information cost at error = 0 (Theorem 2.3.7), we get a contradiction.

Theorem 2.3.5 now follows from Theorem 2.3.22. For convenience, we restate it below

**Corollary 2.3.23 (Theorem 2.3.5 restated).** For all ε > 0, there exists \( δ = δ(ε) > 0 \) such that \( δ → 0 \) as ε → 0 and

\[ (C_{DISJ} - δ) \cdot n \leq R(Disj_n, ε) \leq C_{DISJ} \cdot n + o(n). \]

where \( C_{DISJ} \approx 0.4827 \) bits.

**Proof.** Since randomized communication complexity is closed under complementation, \( R(Disj_n, ε) = R(\bigvee_{i=1}^n (X_i \wedge Y_i), ε) \), and thus Theorem 2.3.22 (with \( f = AND \) and \( k = 1 \)) implies that

\[ (IC^0(AND, 0) - δ) \cdot n \leq R(Disj_n, ε) \leq IC^0(AND, 0) \cdot n + o(n). \]

\(^4\)Note that this quantity is not zero, since our definition of IC_μ(f, 0) ranges only over protocols which solve \( f \) for all inputs.
But Theorem 2.3.16 asserts that \( \max_{\mu(1,1)=0} I_C(\mu, \text{AND}, 0) = 0.4827 \ldots \), which completes the proof.

The communication complexity of the \( k \)-Disjointness problem is known to be \( \Theta(k) \) [80]. We are able to determine the exact constant in this regime as well.

**Theorem 2.3.24 ([31]).** (Theorem 2.3.6 restated) Let \( n, k \) be such that \( k = \omega(1) \) and \( n/k = \omega(1) \). Then for all constant \( \varepsilon > 0 \),

\[
\frac{2}{\ln 2} - O(\sqrt{\varepsilon}) \cdot k - o(k) \leq R_\varepsilon(DISJ_n^k) \leq \frac{2}{\ln 2} \cdot k + o(k).
\]

To this end, we consider the set of distributions taking the form:

\[
\mu_k = \begin{pmatrix}
1 - 2k/n - o(k/n) & k/n \\
\vspace{1em}
k/n & o(k/n)
\end{pmatrix}
\]

The formula in Theorem 2.3.10 implies that \( I_C_{\mu_k}(\text{AND}, 0) = \frac{2}{\ln 2} \cdot k + o(k/n) \). The proof of Theorem 2.3.24 follows the ideas of Theorem 2.3.22 but is considerably more complicated, mainly due to the fact that \( I_C_{\mu_k}(\text{AND}, 0) \) is now tiny. We need to use a more nuanced approach to get similar bounds, and in particular strengthen the rate of convergence of continuity of the information complexity of AND at \( \varepsilon = 0 \), using a recursive application of our optimal protocol from section 2.3.4. For a formal proof see the full version of this paper.

### 2.3.7 Rate of Convergence

In this section we prove that for most distributions \( \mu \) the rate at which \( I_C_{\mu}(\text{AND}, 0) \) converges to \( I_C(\text{AND}, 0) \) is \( \Theta(1/r^2) \). We also present implications that this result has in communication complexity. The empirical evidence that the rate of convergence is \( \Theta(1/r^2) \) has appeared in the information theory literature prior to our work. In [121], Ishwar and
Ma consider the task $f$ of computing AND when only Bob is required to learn the answer. They derive an explicit formula for $\text{IC}_\mu(f)$ for product distributions $\mu$ and design an algorithm that computes $\text{IC}_\mu(f)$ to within a desired accuracy. Ishwar and Ma generously provided their scripts, which we used to generate Figure 2.2 (it is a variant of Figure 4(a) from [121]). Figure 2.2 demonstrates that $\max_{\text{product}} \text{IC}_\mu(f) - \text{IC}_\mu(f)$ asymptotically behaves like $\Theta(1/r^2)$.

![Figure 2.2: Empirical evidence that rate of convergence is $\Theta(1/r^2)$. The log-log scale figure shows the graph of $\max_{\text{product}} \text{IC}_\mu(f) - \text{IC}_\mu(f)$ for a range of values $r$ together with the line $1/(16r^2)$. The $x$-axis is the number of rounds $r$. The $y$-axis is the change in the information cost $\max_{\text{product}} \text{IC}_\mu(f) - \text{IC}_\mu(f)$.](image)

Our proof of the rate of convergence consists of two parts: (1) the lower bound $\Omega(1/r^2)$ on the rate of convergence and (2) a matching upper bound $O(1/r^2)$.

**Theorem 2.3.25 ([31]).** For all $\mu = \begin{bmatrix} \alpha & \beta \\ \gamma & \delta \end{bmatrix}$ with $\{\alpha, \beta, \gamma\} \subseteq \text{supp}(\mu)$ we have

$$\text{IC}_\mu(\text{AND}, 0) = \text{IC}_\mu(\text{AND}, 0) + \Omega(\frac{1}{r^2}).$$

We present the high-level idea of the proof of Theorem 2.3.25. Let $\pi$ be an $r$-round protocol that solves AND with 0-error on all inputs. We may view $\pi$ as a random walk on $\Delta(\{0, 1\}^2)$. Each round is a random step made by either Alice or Bob. Suppose that
the statistical distance traveled by a player in the wrong region during \(i\)th message (see Section 2.3.4 for the definition of Alice’s, Bob’s and diagonal regions) is \(\epsilon_i\). Then the first observation is that such a step wastes \(\Omega(\epsilon_i^3)\) information as compared to an optimal protocol. The second observation is that any feasible protocol must travel a total distance of \(\Omega(1)\) in the wrong region, thus \(\sum_{i=1}^{r} \epsilon_i = \Omega(1)\). Then the overall wastage \(\Omega(\sum_{i=1}^{r} \epsilon_i^3)\) is minimized for \(\epsilon_i = 1/r\), and hence the total extra information leaked is \(\Omega(1/r^2)\).

**Theorem 2.3.26** ([31]).

\[
\text{IC}_\mu^r(\text{AND}, 0) = \text{IC}_\mu(\text{AND}, 0) + O_\mu\left(\frac{1}{r^2}\right).
\]

The upper bound on the rate of convergence is obtained by analyzing a family \((\pi_r)_{r=1}^{\infty}\) of \(2r\)-round protocols. Protocol \(\pi_r\) is a discretization of our infeasible Protocol [1] where Alice and Bob are allowed to generate their random numbers \(N^A\) and \(N^B\) only from a finite set \(\{0, \frac{1}{r}, \ldots, \frac{r-1}{r}\}\). The most natural way to discretize our continuous AND protocol would be to sample numbers \(N^A\) and \(N^B\) uniformly at random from the set \(\{0, \ldots, \frac{r-1}{r}\}\) when the corresponding player(s) have 0 as input. While analyzing this option, we discovered that this discretization wastes increasing amounts of information in later rounds as the counter \(C\) approaches \(r\). This leads to a total information wasted \(\approx \frac{1}{r^2} \sum_{i=1}^{r} \frac{1}{i} = \Theta\left(\frac{\log r}{r^2}\right)\). A natural remedy is to select numbers \(N^A\) and \(N^B\) non-uniformly, assigning less probability mass to the later rounds. Indeed, our discretized protocol \(\pi_r\) assigns probability \(\frac{2r-2i-1}{r^2}\) to the \(i\)th value of \(N^A\) and \(N^B\) leading to the correct \(O(1/r^2)\) bound on the total information wasted. Theorem 2.3.26 follows from a careful analysis and calculation of round-by-round information cost difference between the discretized and continuous protocols.

The full proofs of the above theorems appear in the full version of the paper.

From the \(\Theta(1/r^2)\)-bound on the rate of convergence of \(r\)-round information cost of AND function together with results from Section 2.3.5 we can derive conclusions about
the utility of rounds in the communication complexity problems discussed earlier. The rate of convergence result implies that both for set intersection and for set disjointness an $r$-round protocol will be suboptimal by $\Theta(n/r^2)$ bits. Thus for both problems a protocol that is optimal up to lower-order terms will need to use $\omega(1)$ rounds of communication. It is quite possible that a similar statement holds for size-$k$ disjointness, but our rate of convergence results do not imply this.
Chapter 3

Direct Sums and Products and the Interactive Compression Problem
3.1 The Direct Sum and Product Conjectures

Direct sum and direct product theorems assert a lower bound on the complexity of solving $n$ copies of a problem $f$ in parallel, in terms of the cost of a single copy. Let $f^n$ denote the function which maps the tuple $((x_1, \ldots, x_n), (y_1, \ldots, y_n))$ to $(f(x_1, y_1), \ldots, f(x_n, y_n))$, and $C(f)$ denote the cost of solving $f$ (in some arbitrary computational model). The obvious solution to $f^n$ is to apply the single-copy optimal solution $n$ times sequentially and independently to each coordinate, yielding a linear scaling of the resources, so clearly $C(f^n) \leq n \cdot C(f)$. The strong direct sum conjecture postulates that this naive solution is essentially tight. When the computational model is randomized (as in randomized communication complexity), a direct sum theorem aims to give a lower bound (ideally, linear in $n$) on the resources for computing $f^n$ with some fixed overall error $\varepsilon > 0$ in terms of the cost of computing a single copy of $f$ with the same (or comparable) error $\varepsilon$. In the context of communication complexity, the strong direct sum conjecture informally asks whether

$$D_{\mu^n}(f^n, \varepsilon) = \Omega(n) \cdot D_{\mu}(f, \varepsilon) \ ? \quad (3.1)$$

A direct product theorem further asserts that unless sufficient resources are provided, the probability of successfully computing all $n$ copies of $f$ will be exponentially small, potentially as low as $(1 - \varepsilon)^{\Omega(n)}$. This is intuitively plausible, since the naive solution which applies the best protocol for one copy of $f$ independently to each of the $n$ coordinates, would succeed in solving $f^n$ probability $(1 - \varepsilon)^n$. Can one do better?

To make this more precise, let us denote by $\text{suc}(\mu, f, C)$ the maximum success probability of a protocol with communication complexity $\leq C$ in computing $f$ under input distribution $\mu$. A direct product theorem asserts that any protocol attempting to solve $f^n$ (under $\mu^n$) using some fixed number $T$ of communication bits (ideally $T = \Omega(n \cdot C)$), will succeed only with exponentially small probability: $\text{suc}(\mu^n, f^n, T) \lesssim (1 - \varepsilon)^{\Omega(n)}$. Informally, the strong direct product question asks whether
The difference between a direct sum theorem and the (stronger) direct product theorem can be put as follows: A direct sum result fixes the success probability (of both the single-copy and parallel computation), and focuses on the increase in resources; A direct product result fixes the resources $T$ for the parallel computation, and focuses on the decay of success probability (hence the terms “sum” and “product”).

Classic direct product results in complexity theory are Raz’s Parallel Repetition Theorem [134, 133] and Yao’s XOR Lemma [155]. The value of such results to complexity theory is clear: direct sum and product theorems, together with a lower bound on the (easier-to-reason-about) sub-problem, yield a lower bound on the composite problem in a “black-box” fashion (a method also known as hardness amplification). For example, the Karchmer-Raz-Wigderson program for separating $P$ from $NC^1$ can be completed via a (currently open) direct sum conjecture for Boolean formulas [99] (after more than a decade, some progress on this conjecture was recently made using information-complexity machinery [72]). Other fields in which direct sums and products have played a central role in proving tight lower bounds are streaming [14, 138, 125, 77] and distributed computing [84].

Can we always hope for such strong lower bounds to hold? It turns out that the validity of these conjectures highly depends on the underlying computational model, and the short answer is no\footnote{In the context of circuit complexity, for example, this conjecture fails (at least in its strongest form): Multiplying an $n \times n$ matrix by a (worst case) $n$-dimensional vector requires $n^2$ operations, while (deterministic) multiplication of $n$ different vectors by the same matrix amounts to matrix-multiplication of two $n \times n$ matrices, which can be done in $n^{2.37} \ll n^3$ operations [151].}. What about the communication complexity model? This question has had a long history and was answered positively for several restricted models of communication [108, 141, 115, 144, 94, 125, 128] (For a broader overview of direct sums...)

\[ \text{suc}(\mu^n, f^n, o(n \cdot C)) \lesssim (\text{suc}(\mu, f, C))^{\Omega(n)} \]
and products and their importance in communication complexity we refer the reader to \cite{94,36} and references therein. In the \textit{deterministic} communication complexity model, Feder et al. \cite{64} showed that $D(f^n) \geq n \cdot \Omega \left( \sqrt{D(f)} \right)$. In the (unbounded-round) randomized communication model, however, there is a tight connection between the direct sum question for the (2-party) function $f$ and its information complexity. By now, this should come as no surprise: The “Information=Amortized Communication” theorem (Theorem \ref{theo:infcom}) asserts that, for large enough $n$, it holds that $D_{\mu^n}(f^n, \varepsilon) \gtrsim n \cdot IC_{\mu}(f, \varepsilon)$, and hence the direct sum question \ref{eq:directsum} boils down to understanding the relationship between $D_{\mu}(f, \varepsilon)$ and $IC_{\mu}(f, \varepsilon)$. Note this question is in fact a question about the ability to compress interactive communication protocols in the “one-shot” regime:

\textbf{Problem 3.1.1 (Interactive compression problem)} \cite{fischer2018}. \textit{Given a protocol $\pi$ over inputs $x, y \sim \mu$, with $\|\pi\| = C, IC_{\mu}(\pi) = I (I \ll C)$, what is the smallest amount of communication of a protocol $\tau$ which (approximately) simulate $\pi$ (i.e., $|\tau(x, y) - \pi(x, y)|_1 \leq \delta$ for a small constant $\delta$)?}

In particular, if one could compress any protocol into $O(I)$ bits, Corollary \ref{cor:one-shot} would have implied the strong direct sum conjecture. In fact, the additivity of information cost implies the following general quantitative relationship between (possibly weaker) interactive compression results and direct sum theorems in communication complexity:

\textbf{Claim 3.1.2 (One-Shot Compression implies Direct Sum).} \textit{Suppose that for any given protocol $\pi$ for which $IC_{\mu}(\pi) = I$, $\|\pi\| = C$, there is a compression scheme that $\delta$-simulates $\pi$ using $g_{\delta}(I, C)$ bits of communication. Then

$$g_{\delta} \left( \frac{D_{\mu^n}(f^n, \varepsilon)}{n}, D_{\mu^n}(f^n, \varepsilon) \right) \geq D_{\mu}(f, \varepsilon + \delta).$$

\textsuperscript{2}One could argue that the requirement in Problem \textsuperscript{3.1.1} is too harsh as it requires a simulation of the entire transcript of (an arbitrary) protocol, while in the direct sum context we are merely interested in the output of $f$. This is a valid point, but all known compression schemes satisfy the stronger condition, and therefore this became the standard problem formulation. (a more formal equivalence argument between compression and direct sum theorems appears in \cite{35})

\textsuperscript{3}The simulation here is in an internal sense.
Proof. Let $\Pi$ be an optimal $n$-fold protocol for $f^n$ under $\mu^n$, i.e., $\|\Pi\| = D_{\mu^n}(f^n, \varepsilon) := C_n$. By Lemma 1.1.20 (equation (1.3)), there is a single-copy protocol $\theta$ whose information cost is at most $IC_{\mu^n}(\Pi)/n \leq C_n/n$ (since communication always upper bounds information). But the premise of the claim guarantees that $\theta$ can now be $\delta$-simulated using $g_\delta(C_n/n, C_n)$ communication, so as to produce a single-copy protocol with error $\leq \varepsilon + \delta$ for $f$, and therefore $D_\mu(f, \varepsilon + \delta) \leq g_\delta(C_n/n, C_n)$.

The first general interactive compression result was proposed in the seminal work of Barak, Braverman, Chen and Rao [16], who showed that any protocol $\pi$ can be $\delta$-simulated using $g_\delta(I, C) = \tilde{O}_\delta(\sqrt{C \cdot I})$ communication. Plugging this compression result into Claim 3.1.2, this yields the following weaker direct sum theorem:

**Theorem 3.1.3 (Weak Direct Sum, [16]).** For every Boolean function $f$, distribution $\mu$, and any positive constant $\delta > 0$,

$$D_{\mu^n}(f^n, \varepsilon) \geq \tilde{\Omega}(\sqrt{n} \cdot D_\mu(f, \varepsilon + \delta)).$$

Later, Braverman [28] showed that it is always possible to simulate $\pi$ using $2^{O_\delta(I)}$ bits of communication, thereby exhibiting the first interactive compression scheme which depends solely on the information cost of $\pi$. Notice that the last two compression results are indeed incomparable, since the communication of $\pi$ could be arbitrarily larger than its information complexity (e.g., $C \geq 2^{2^I}$). The current state of the art for the general problem can be therefore summarized as follows: Any protocol with communication $C$ and information cost $I$ can be compressed to

$$g_\delta(I, C) \leq \min \left\{ 2^{O_\delta(I)} , \tilde{O}_\delta(\sqrt{I \cdot C}) \right\}.$$  \hspace{1cm} (3.3)

Can we hope to compress all the way down to $O(I)$? Unfortunately, this task turns out to be too ambitious: In a recent breakthrough, Ganor, Kol and Raz [71] showed that

$$g_\delta(I, C) \geq \max \left\{ 2^{\Omega(I)} , \tilde{\Omega}(I \cdot \log C) \right\}.$$  \hspace{1cm} (3.4)
More specifically, they exhibit a Boolean function $f$ which can be solved using a protocol with information cost $I$, but cannot be simulated by a protocol $\pi'$ with communication cost $< 2^{O(I)}$. Since the communication of their low information protocol is $2^{2I}$, this also rules out a compression to $I \cdot o(\log C)$, or else such compression would have produced a too good to be true ($2^{o(I)}$ communication) protocol. Though the margin of this text is too narrow to contain their proof, we remark that this result was particularly challenging in light of another line of work which showed that essentially all previously known techniques for proving communication lower bounds apply to information complexity as well [39, 103], and hence could not be used to separate information complexity and communication complexity. Using Claim [3.1.2] the compression lower bound in (3.4) refutes the strongest possible direct sum, but leaves open the following gap

$$O \left( \frac{n}{\log n} \right) \geq \min_f \frac{D_{\mu^n}(f^n, \varepsilon)}{D_{\mu}(f, \varepsilon + \delta)} \geq \tilde{\Omega} \left( \sqrt{n} \right).$$

Notice that this still leave a huge gap in the direct sum question, which has yet to be resolved. It is still conceivable that improved compression to $g_{\delta}(I, C) = I \cdot C^{o(1)}$ is in fact possible, and the quest to beat the compression scheme of [16] remains open (we discuss a potential approach in Section 3.4).

Despite the lack of progress in the general regime, several works showed that it is in fact possible to obtain near-optimal compression results in restricted models of communication: When the input distribution $\mu$ is a product distribution, [16] show a near-optimal compression result, namely that $\pi$ can be compressed into $O(I \cdot polylog(C))$ bits. Once again, using Claim [3.1.2] this yields the following direct sum theorem

**Theorem 3.1.4 ([16]).** For every product distribution $\mu$ and any $\delta > 0$,

$$D_{\mu^n}(f^n, \varepsilon) = \tilde{\Omega}(n \cdot D_{\mu}(f, \varepsilon + \delta)).$$
Near optimal compression results were recently proven for public-coin protocols (under arbitrary distributions) \cite{45,18}, and for bounded-round protocols, leading to near-optimal direct sum theorems in corresponding communication models. We summarize these results in Table 5.1.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Regime</th>
<th>Communication Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>\cite{35,37}</td>
<td>$r$-round protocols</td>
<td>$I + O\left(\sqrt{r \cdot I}\right) + O(r \log 1/\delta)$</td>
</tr>
<tr>
<td>\cite{18} (improved \cite{45})</td>
<td>Public coin protocols</td>
<td>$O(I^2 \cdot \log \log(C)/\delta^2)$</td>
</tr>
<tr>
<td>\cite{16}</td>
<td>Product distributions$^a$</td>
<td>$O(I \cdot \log \log(C)/\delta)$</td>
</tr>
<tr>
<td>\cite{28,16}</td>
<td>General protocols</td>
<td>$\min{2^{O(I/\delta)} \cdot O(\sqrt{T \cdot C \cdot \log(C)/\delta})}$</td>
</tr>
<tr>
<td>\cite{71}</td>
<td>Best lower bound</td>
<td>$\max{2^{Ω(I)}, Ω(I \cdot \log(C))}$</td>
</tr>
</tbody>
</table>

Table 3.1: Best to date compression schemes, for various regimes.

$^a$This result in fact holds for general (non-product) distributions as well, when the compression is with respect to $\text{ext}_I$, the external information cost of the original protocol $\pi$.

### 3.1.1 From Direct Sum to Direct Product

Note that Theorem 3.1.3 and Theorem 3.1.4 can be rephrased as stating that $\text{suc}(\mu^n, f^n, o(\sqrt{n \cdot C})) \leq \varepsilon$ (in the general case) and $\text{suc}(\mu^n, f^n, o(n \cdot C)) \leq \varepsilon$ (in the product case), where $\varepsilon$ is constant (say, 2/3). Our first result in this line of research is converting those direct sum results into direct product results, thus proving the first exponentially small upper bounds on the success probability of parallel computation in the two-party unbounded communication complexity model:

**Theorem 3.1.5** ((\cite{36}, \cite{37} informally stated). There are universal constants $\alpha, \beta > 0$ such that for any two-party function $f$ the following holds:

- If $\text{suc}(\mu, f, C) = \frac{2}{3}$ and $T \log^{3/2} T \leq \alpha C \cdot \sqrt{n}$, then $\text{suc}(\mu^n, f^n, T) \leq \exp(-\Omega(n))$.
- For product distributions $\mu$, we show that if $\text{suc}(\mu, f, C) \leq \frac{2}{3}$ and $T \log^2 T \leq \beta C n$, then $\text{suc}(\mu^n, f^n, T) \leq \exp(-\Omega(n))$.  
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• For bounded-round protocols using only \( r \) rounds, we show that if \( \text{suc}_{r}(\mu, f, C) \leq \frac{2}{3} \) and 
\( T \leq (C - \Omega(r \log r)) \cdot n \) then 
\( \text{suc}_{r}(\mu^n, f^n, T) \leq \exp(-\Omega(n)) \) (where \( \text{suc}_{r}(\mu, f, C) \) denotes 
the maximum success probability of an \( r \)-round communication protocol using \( \leq C \) bits).

We prove the above theorem in the next section (Section 3.2). Notice that the last two 
propositions essentially close the direct product conjecture in the bounded-round and 
product regimes.

### 3.1.2 Strong Direct Product in Terms of Information Complexity

In the same spirit as above, the “Information=Amortized Communication” theorem (Theo-
rem 1.0.1 [35]) is merely a direct sum theorem: It asserts that any protocol for \( f^n \) under \( \mu^n \) 
using \( o(\varepsilon \cdot I_{\mu}) \) communication must fail with overall error \( \varepsilon \) simultaneously on all copies, 
namely

\[
\text{suc}(\mu^n, f^n, o(n \cdot I)) \leq \varepsilon.
\]

In contrast, the upper bound in Theorem 1.0.1 guarantees that \( O(\varepsilon \cdot I_{\mu}) \) communication 
suffice to compute \( f^n \) only with per-copy error of \( \varepsilon \). Indeed, the upper bound is proved 
by executing independent copies (of the information-optimal protocol) in parallel, and 
therefore the overall success probability of this parallel protocol on all copies simultane-
ously is only \( \approx (1 - \varepsilon)^n \). Therefore, one could hope to prove the following direct product 
them: “a protocol which uses \( \ll n \cdot \text{IC}(f, \mu, \varepsilon) \) communication to solve \( n \) copies of \( f \) 
cannot succeed with probability more than \((1 - \varepsilon)^{\Omega(n)}\)”. In this section we (essentially) 
prove this result.

Several prior works (e.g [92, 94, 36]) aim to get a generic direct product theorem for 
communication complexity. Other works prove a direct product theorem in terms of 
weaker complexity measures of the underlying function, such as the discrepancy \( \text{disc}_{\mu}(f) \) 
of the function ([115]) or the (stronger) smooth rectangle bound [93]. More precisely, 
Jain and Yao [95] show that any protocol attempting to compute \( f^n \) under \( \mu^n \) using \( \ll \)}
communication, will succeed with probability only $2^{-\Omega(n)}$, where $\text{rect}_\mu(f)$ denotes the smooth rectangle bound of $f$ under $\mu$. Our direct product theorem implies all previous results in this category, since it has been shown that $\text{IC}_\mu(f) \geq \text{rect}_\mu(f) \geq \text{disc}_\mu(f)$ (see [102]). Moreover, the discussion in the previous paragraph asserts that our direct product result (Theorem 3.1.6) is asymptotically tight (as communication and information are asymptotically equal), while such guarantee is not known to hold for the previous measures.

To turn the direct product result of [36] into a direct product theorem in terms of information complexity, one needs a generic way of turning a protocol that is statistically close to a low-information one into a low information protocol (this will become clearer in the proof of Theorem 3.1.5 in Section 3.2). Prior to the present paper, no such way was known. To do so, we introduce a primitive that allows for such conversion (we call this an “information odometer”). Combining this tool together with [36], we obtain an essentially optimal direct product theorem for communication complexity in terms of information complexity (Theorem 3.1.6 below).

To state the result more formally, let us denote by $\text{suc}^I(\mu, f, I)$ the maximum success probability of a protocol with information cost (at most) $I$ in computing $f$ under $\mu$. We prove:

**Theorem 3.1.6** ([40], informally stated). There is a global constant $\alpha > 0$ such that for any two-party function $f$ the following holds: If $\text{suc}^I(\mu, f, I) \leq 2/3$ and $T \log(T) < \alpha n \cdot I$, it holds that $\text{suc}(\mu^n, f^n, T) \leq \exp(-\Omega(n))$.

This theorem is tight (up to polylogarithmic factors), as mentioned above, since Theorem 1.0.1 proves that $O(n \cdot I)$ communication suffice to succeed on $f^n$ under $\mu^n$ with probability $\approx (1 - \varepsilon)^n$. Thus, the above theorem can be viewed as a sharpening of the celebrated “Information = amortized communication” theorem. In fact, Result 3 shows that direct product theorems in two-party communication complexity are equivalent to direct sum theorems, and are both equivalent to the interactive compression Problem 3.1.1 (in
the sense that if one can prove that for a $T$-bit protocol for $f^n$, $\text{suc}(\mu^n, f^n, T) \leq 3/4$, then in fact $\text{suc}(\mu^n, f^n, \tilde{\Omega}(T)) \leq \exp(-\Omega(n))$. The proof of Theorem 3.1.6 appears in Section 3.4.

### 3.2 Proof of the Direct Product Result

Here we present the proof of Theorem 3.1.5. Our formal results are as follows:

**Theorem 3.2.1** (General Direct Product [36]). There is a universal constant $\alpha > 0$ such that if $f$ is boolean, $\gamma = 1 - \text{suc}(\mu, f, C), T \geq 2$, and $T \log^{3/2} T < \alpha \gamma^{5/2} (C - 1) \sqrt{n}$, then $\text{suc}(\mu^n, f^n, T) \leq \exp(-\alpha \gamma^2 n)$.

For product distributions, we obtain the following stronger result:

**Theorem 3.2.2** (Strong Direct Product for Product Distributions [36]). There is a universal constant $\alpha > 0$ such that for every product distribution $\mu$, if $\gamma = 1 - \text{suc}(\mu, f, C), T \geq 2$, and $T \log^2 T \leq \alpha \gamma^6 C n$, then $\text{suc}(\mu^n, f^n, T) \leq \exp(-\alpha \gamma^2 n)$.

Finally, for bounded-round protocols, we improve on the work of [94] and show a near-optimal direct product theorem:

**Theorem 3.2.3** (Strong Direct Product for Bounded-Round Protocols [37]). Let $\text{suc}_r(\mu, f, C)$ denote the largest success probability of a protocol using at most $r$ rounds in predicting $f$ under $\mu$. Then if $\text{suc}_r(\mu, f, C) \leq \frac{2}{3}$ and $T \leq (C - \Omega(r \log r)) \cdot n$ then $\text{suc}_r(\mu^n, f^n, T) \leq \exp(-\Omega(n))$ (where $\text{suc}_r(\mu, f, C)$ denotes the maximum success probability of an $r$-round communication protocol using $\leq C$ bits).

Due to space constraints, here we only present the proofs of the main arguments. For missing proofs and a broader introduction, we refer the reader to the full version of this paper. The proof of Theorem 3.2.3 is based on Theorem 3.2.1 combined with

---

4We remark that when $f$ is a function that has a $k$-bit output, the above theorem is true with $(C - 1)$ replaced by $(C - k)$. For simplicity, we focus on the case $k = 1$ throughout this paper. When $\mu$ is a product distribution, we prove an almost optimal result. We show that if $\text{suc}(\mu, f, C) \leq \frac{2}{3}$ and $T \log^2 T \ll C n$, then $\text{suc}(\mu^n, f^n, T) \leq \exp(-\Omega(n))$. 

---
with a new compression result for bounded-round protocols, which allows a better round/communication tradeoff than \cite{35}. We omit this result and refer the reader to the full paper \cite{37}.

**Overview of the Proof**

Our proof follows the logic of the direct sum theorem of Barak et. al. \cite{17} (Theorems 3.1.3 and 3.1.4 above). Let $T$ denote the communication complexity of the best $n$-fold protocol for $f^n$ under $\mu^n$. The first step of \cite{17}'s proof gives a protocol with internal information cost bounded by $\sim T/n$ and communication bounded by $T$. In the second step, they show that any protocol with internal information $I$ and communication $N$ can be compressed to get a protocol with communication $\sim \sqrt{I \cdot N}$. Thus one obtains a protocol with communication $\sim T/\sqrt{n}$ for computing $f$. When $\mu$ is a product distribution, the first step of the reduction gives a protocol with external information cost bounded by $\sim T/n$. They show how to compress any protocol with small external information almost optimally, and so obtain a protocol with communication $\sim T/n$ for computing $f$. In both cases, the intuition for the first step of the reduction is that the $T$ bits of the messages can reveal at most $\sim T/n$ bits of information about an average input coordinate.

To prove our direct product theorems, we modify the approach above using ideas inspired by the proof of the parallel repetition theorem \cite{134}. Let $E$ be the event that $\pi$ correctly computes $f^n$. For $i \in [n]$, let $W_i$ denote the event that the protocol $\pi$ correctly computes $f(x_i, y_i)$. Let $\pi(E)$ denote the probability of $E$, and let $\pi(W_i|E)$ denote the conditional probability of the event $W_i$ given $E$. We shall prove that if $\pi(E)$ is not very small, then $\left(1/n\right) \sum_i \pi(W_i|E) < 1$, which is a contradiction (since $\pi(W_i|E) = 1 \forall i$). In fact, we shall prove that this holds for an arbitrary event $W$, not just $E$.

**Lemma 3.2.4** (Main Lemma). There is a universal constant $\alpha > 0$ so that the following holds. For every $\gamma > 0$, and event $W$ such that $\pi(W) \geq 2^{-\gamma^2 n}$, if $||\pi|| \geq 2$, and $||\pi|| \log^{3/2} ||\pi|| < \alpha \gamma^{5/2} (C - 1) \sqrt{n}$, then $\left(1/n\right) \sum_{i \in [n]} \pi(W_i|W) \leq succ(\mu, f, C) + \gamma/\alpha$. 
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Lemma 3.2.5 (Main Lemma for Product Distributions). There is a universal constant $\alpha > 0$ such that if $\mu$ is a product distribution, the following holds. For every $\gamma > 0$, and event $W$ such that $\pi(W) \geq 2^{-\gamma^2 n}$, if $\|\pi\| \geq 2$, and $\|\pi\| \log^2 \|\pi\| \leq \alpha \gamma^6 C n$, then $(1/n) \sum_{i \in [n]} \pi(W_i|W) \leq \text{suc}(\mu, f, C) + \gamma/\alpha$.

The proofs of the lemmas proceed by reduction, and can be broken up into two steps as in [17]. However there are substantial differences in our proof, which are discussed in detail below. First let us see how Lemma 3.2.4 implies Theorem 3.2.1. Theorem 3.2.2 follows from Lemma 3.2.5 in the same way.

**Proof of Theorem 3.2.1.** Let $E$ denote the event that $\pi$ computes $f$ correctly in all $n$ coordinates. So, $(1/n) \sum_{i \in [n]} \pi(W_i|E) = 1$. Set $\gamma = \alpha (1 - \text{suc}(\mu, f, C))/2$ so that $\text{suc}(\mu, f, C) + \gamma/\alpha < 1$. Then by Lemma 3.2.4 either $\|\pi\| < 2$, $\|\pi\| \log^{3/2} \|\pi\| \geq \alpha^{7/2} 2^{-5/2} (1 - \text{suc}(\mu, f, C))^{5/2} C \sqrt{n}$, or $\pi(E) < 2^{-\gamma^2 n}$. \qed

Due to space constraints, we leave out the formal proofs of the main lemmas (these can be found in Section 3 in the full version of this paper [36]). At a high level, the proofs of the lemmas are quite similar to each other, though there are some technical differences. We discuss Lemma 3.2.5 first, which avoids some complications that come from the fact that the inputs are correlated under $\mu$. We give a protocol with communication complexity $C$ that computes $f$ correctly with probability at least $(1/n) \sum_i \pi(W_i|W) - O(\gamma)$. Let $m$ denote the messages of $\pi$, and $\pi(x_iy_i|m)$ denote the joint distribution of $x_i, y_i, m$. For fixed $x_i, y_i$, let $\pi(m|x_iy_iW)$ denote the conditional distribution of $m$.

Using standard subadditivity based arguments, one can show that for average $i$, $\pi(x_iy_i|W) \sim \pi(x_iy_i) = \mu(x_iy_i)$, where here the approximation is in terms of the $\ell_1$ distance of the distributions. Intuitively, since $W$ has probability $2^{-\gamma^2 n}$, it cannot significantly alter all $n$ of the inputs. We can hope to obtain a protocol that computes $f(x, y)$ by picking a random $i$, setting $x_i = x, y_i = y$ and simulating the execution of $\pi$ conditioned on the event $W$. There are two challenges that need to be overcome:
1. **The protocol must simulate** $\pi(m|x; y_i W)$. In the probability space of $\pi$ conditioned on $W$, the messages sent by the first party can become correlated with the input of the second party, even though they were initially independent. Thus (unlike in [17]), $\pi(m|x; y_i W)$ is no longer distributed like the messages of a communication protocol, and it is non-trivial for the parties to sample a message from this distribution.

2. **The protocol must communicate at most** $C \ll |m|$ bits. To prove the lemma, the parties need to sample $m$ using communication that is much smaller than the length of $m$.

To solve the first challenge, we design a protocol $\theta$. The parties publicly sample a uniformly random coordinate $i$ in $[n]$ and set $x_i = x, y_i = y$. They also publicly sample a variable $r_i$ that contains a subset of the variables $x_1, \ldots, x_n, y_1, \ldots, y_n$. Each message $m_j$ sent by the first party in $\pi$ is sampled according to the distribution $\pi(m_j|m_{<j}; x_i r_i W)$, and each message sent by the second party is sampled according to the distribution $\pi(m_j|m_{<j}; y_i r_i W)$ (the aforementioned notation is formally defined in the subsequent preliminaries section). We prove that for average $i$, $\theta(x_i y_i r_i m) \approx \pi(x_i y_i r_i m|W)$. [94] analyzed a different protocol $\theta$, which used a different definition of $r_i$, and showed that for average $i$, $\theta(x_i y_i r_i m) \approx \pi(x_i y_i r_i m|W)$, where here $t$ is the number of rounds of communication in $\pi$. Our bound is independent of $t$, a feature that is essential to our results. A crucial technical feature of our protocol is the definition of $r_i$, which allows us to split the dependencies between inputs to $\pi$ in a new way. This allows us to control the effect of the dependencies introduced by $W$ using a bound that is independent of the number of rounds in $\pi$.

To solve the second challenge, we need to come up with a way to compress the protocol $\theta$. To use the compression methods of [17], we need to bound the external information cost of $\theta$. We did not succeed in bounding this quantity, and so cannot apply the compression methods of [17] directly. Instead, we are able to bound $I_{\pi}(X; Y_i; M|W)$ for average $i$, the corresponding quantity for the variables in the probability space of $\pi$. 
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This does not show that the information cost of $\theta$ is small, even though the distribution of the variables in $\theta$ is close in $\ell_1$ distance to the distribution of the corresponding variables of $\pi$ conditioned on $W$. For example, suppose $\theta$ is such that with small probability the first party sends her own input, and otherwise she sends a random string. Then $\theta$ is close to a protocol that reveals 0 information, but its information cost may be arbitrarily large.

In Section 3.4, we exhibit an interactive technique for converting such a protocol to a protocol which actually has low information. Of course, the major challenge is doing so in a way that does not increase (by much) the information cost of the original protocol. We obtain the following result:

**Theorem 3.2.6** (Conditional abort theorem, [40]). Let $\theta$ be an alternating protocol with inputs $x, y \sim \mu$, public randomness $r$, and messages $m$, and suppose $q$ is another distribution on these variables such that $\theta(xymr) \approx q(xymr)$. Denote $I_q := I_q(x; M | YR) + I_q(y; M | XR)$. Then, there exists a protocol $\pi$ that $15\epsilon$-simulates $\theta$ with $\|\pi\| \leq O(\|\theta\| \log(\|\theta\|))$ and

$$IC_{\mu}(\pi) \leq O\left(\frac{I_q + \log(\|\theta\| + 1)}{\epsilon^2}\right).$$

As mentioned above, we outline the (highly nontrivial) proof of the above theorem in Section 3.4. For simplicity, let us argue how this “conversion” can be easily done, without interaction (!), for the external information cost measure (or alternatively, under product distributions). Indeed, in our example from above, the first party can simulate the protocol $\theta$ bit by bit and decide to abort it if she sees that her transmissions has significantly exceeded the typical amount of information (the crucial observation is that, under product distributions, this quantity can be privately estimated by any party, while for general (correlated) distributions this is impossible without interaction. See Section 3.4 for further discussion). This procedure does not change the protocol most of the time, but does significantly reduce the amount of information that is revealed. Our general solution is
very similar to this. The parties simulate \( \theta \) and abort the simulation if they find that they are revealing too much information.

With Theorem 3.2.6 in hand, the final protocol computing \( f \) is obtained by compressing \( \tau \) using the methods of [17]. Indeed, for our choice of parameters, this compression would yield a single-copy protocol for \( f \) under \( \mu \), with success probability \( \text{suc}(\mu, f, C) \) and communication \( \leq C \), which is a contradiction.

We start by preparing our working horses for the proof of Lemmas 3.2.4 and 3.2.5. These tools and properties will enable us to sample and analyze the conditional “protocol” \( \pi(m|x, y, W) \), and will also be used in Section 3.4, where we prove a strong direct product theorem in terms of information complexity. In Section 3.2 we present the proof of Lemma 3.2.4 (and outline the proof of Lemma 3.2.5). As noted above, the full proof of Theorems 3.2.1 and 3.2.2 can be found in the full version of the paper [36].

Preliminaries and Useful Inequalities

Notation

In what follows, random variables are denoted by capital letters and values they attain are denoted by lower-case letters (For example, \( A \) may be a random variable and then \( a \) denotes a value \( A \) may attain and we may consider the event \( A = a \)).

We use the notation \( p(a) \) to denote both the distribution on the variable \( a \), and the number \( \Pr_p[A = a] \). The meaning will usually be clear from context, but in cases where there may be confusion we shall be more explicit about which meaning is being used. We write \( p(a|b) \) to denote either the distribution of \( A \) conditioned on the event \( B = b \), or the number \( \Pr[A = a|B = b] \). Again, the meaning will usually be clear from context. Given a distribution \( p(a, b, c, d) \), we write \( p(a, b, c) \) to denote the marginal distribution on the variables \( a, b, c \) (or the corresponding probability). We often write \( p(ab) \) instead of \( p(a, b) \).
for conciseness of notation. If $W$ is an event, we write $p(W)$ to denote its probability according to $p$. We denote by $\mathbb{E}_{p(a)} [g(a)]$ the expected value of $g(a)$ with respect to $a \sim p$.

For two distributions $p, q$, we write $p \approx q$ if $|p - q|_1 \leq \epsilon$. Given distributions $p_1, \ldots, p_n$ and $q_1, \ldots, q_n$, we sometimes say “in expectation over $i$ sampled according to $\eta(i)$, $p_i \approx q_i$” when we mean that $\mathbb{E}_{\eta(i)} [|p_i - q_i|_1] \leq \gamma$.

In the above terminology, the mutual information between $A, B$ conditioned on $C$ in the joint probability space $p(\cdot)$ is

$$I_p(A; B | C) = \mathbb{E}_{p(c)} \left[ \mathbb{D} (p(a|bc) \| p(a|c)) \right] = \mathbb{E}_{p(c)} \left[ \mathbb{D} (p(b|ac) \| p(b|c)) \right] = \sum_{a,b,c} p(abc) \log \frac{p(a|bc)}{p(a|c)}.$$

In this section, we will often analyze information terms conditioned on events $W$. In this case, we denote $I_p(A; B | CW) = I_q(A; B | C)$ where $q(abc) = p(abc|W)$.

**Internal Simulation**

Given a protocol $\pi$ that operates on inputs $x, y$ drawn from a distribution $\mu$ using public randomness $r$ and messages $m$, we write $\pi(xymr)$ to denote the joint distribution of these variables. For an an (arbitrary) distribution $q(x, y, a)$ in the same probability space of $\pi$, we say that $\pi \delta$-simulates $q$, if there is a function $g$ and a function $h$ such that

$$\pi(x, y, g(x, r, m), h(y, r, m)) \delta \approx q(x, y, a, a),$$

where $q(x, y, a, a)$ is the distribution on 4-tuples $(x, y, a, a)$ where $(x, y, a)$ are distributed according to $q$. Thus if $\pi \delta$-simulates $q$, the protocol allows the parties to sample $a$ ac-

---

5In our paper we define protocols where the public randomness is sampled from a continuous (i.e. non-discrete) set. Nevertheless, we often treat the randomness as if it were supported on a discrete set, for example by taking the sum over the set rather than the integral. This simplifies notation throughout our proofs, and does not affect correctness in any way, since all of our public randomness can be approximated to arbitrary accuracy by sufficiently dense finite sets.
cording to \(q(a|xy)\). If in addition \(g(x, r, m)\) does not depend on \(x\), we say that \(\pi\) strongly \(\delta\)-simulates \(q\). Thus if \(\pi\) strongly simulates \(q\), then the outcome of the simulation is apparent even to an observer that does not know \(x\) or \(y\).

If \(\lambda\) is a protocol with inputs \(x, y\), public randomness \(r\)' and messages \(m\)', we say that \(\pi\) \(\delta\)-simulates \(\lambda\) if \(\pi\) \(\delta\)-simulates \(\lambda(x, y, (r', m'))\). Similarly, we say that \(\pi\) strongly \(\delta\)-simulates \(\lambda\) if \(\pi\) strongly \(\delta\)-simulates \(\lambda(x, y, (r', m'))\). We say that \(\pi\) computes \(f\) with success probability \(1 - \delta\), if \(\pi\) strongly \(\delta\)-simulates \(\pi(x, y, f(x, y))\).

**Useful inequalities**

Missing proofs of the following simple facts can be found in \[58\].

**Fact 3.2.7** (Projection minimizes divergence). Let \(T, X, Y \sim p(txy)\) be (correlated) random variables in the same probability space. Then for any random variable \(Z = Z(y) \sim q\), it holds that

\[
\forall y \quad E_{x|y} [D(T|xy||T|y)] \leq E_{x|y} [D(T|xy||Z)].
\]

**Proof.** Fix any \(y\) and denote \(T' := T|y, T'|x := T|xy\) and \(p'(tx) := p(tx|y)\). Then

\[
E_{x|y} [D(T|xy||T|y)] - E_{x|y} [D(T|xy||Z)] = E [D(T'|x||T')] - E [D(T'|x||Z)]
= \sum_{tx} p'(x/t) \left[ \log \frac{p'(tx)}{p'(t)} - \log \frac{p'(tx)}{q(t)} \right]
= \sum_{tx} p'(x/t) \log \frac{q(t)}{p'(t)} = -D(p'(t)||q(t)) \leq 0
\]

where the last transition is by Fact \[1.1.15\]. Rearranging completes the proof. \(\square\)

**Proposition 3.2.8** (Properties of binary entropy). For any \(x \in [0, 1]\), the binary entropy function \(H(x)\) satisfies the following properties:

1. \(H(x) \leq 2\sqrt{x(1-x)}\).
2. For any \(y \in [0, 1]\), \(y \cdot H(x) \leq H(yx)\).
3. For any \(y \geq 1\), \(y \cdot H(x) \geq H(yx)\).
4. If $|x - y| \leq \varepsilon$, $|H(x) - H(y)| \leq H(\varepsilon)$.

All the above facts essentially follow from concavity of entropy $(H(x/2 + y/2) \geq H(x)/2 + H(y)/2)$. For detailed proofs see [58].

**Proposition 3.2.9** ($\ell_1^2$ approximates divergence). For any $p, q \in [1/3, 2/3]$, it holds that

$$2(p - q)^2 \leq D(p \| q) \leq \frac{9}{2} \cdot (p - q)^2.$$  

**Proof.** The left hand side is Pinsker’s inequality. To prove the right hand side, we have:

$$D(p \| q) = p \log \frac{p}{q} + (1 - p) \log \frac{1 - p}{1 - q} = p \log \frac{q - (q - p)}{q} + (1 - p) \log \frac{1 - q + (q - p)}{1 - q}$$

$$= p \log \left(1 + \frac{p - q}{q}\right) + (1 - p) \log \left(1 + \frac{q - p}{1 - q}\right) \leq p \cdot \frac{p - q}{q} + (1 - p) \cdot \frac{q - p}{1 - q}$$

(since $\log(1 + x) \leq x$)

$$= (p - q) \left(\frac{p}{q} - \frac{1 - p}{1 - q}\right) = (p - q) \left(\frac{p - pq - q + pq}{q(1 - q)}\right) = (p - q)^2 \cdot \frac{1}{q(1 - q)} \leq \frac{9}{2} \cdot (p - q)^2$$

where the last inequality follows from the assumption that $q \in [1/3, 2/3]$, which implies that $q(1 - q) \geq 2/9$. \qed

The following lemma upper bounds the probability of getting a large term in the divergence:

**Lemma 3.2.10** (Reverse Pinsker). Let $S = \left\{ (a, b) : \log \frac{p(a \| b)}{q(a \| b)} > 1 \right\}$. Then, $p(S) < 2|p(a, b) - q(a, b)|$.

The following bounds the contribution of the negative terms to the divergence:

**Lemma 3.2.11.** Let $S = \{ a : p(a) < q(a) \}$. Then, $\sum_{a \in S} p(a) \log \frac{p(a)}{q(a)} \geq -1/(e \ln 2)$.  
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Inequalities that Involve Conditioning

The following lemmas upper bound the increase in divergence when extra conditioning is involved. Due to lack of space we omit all proofs. We note that these claims are central to the proof of theorem 3.1.5 and are used in a subtle way, and we encourage the reader to consult [36] for the complete proofs.

**Lemma 3.2.12.** Let $W$ be an event and $A, B, M$ be random variables in the probability space $p$. Then,

$$
\mathbb{E}_{p(b|m|W)} \left[ \mathbb{D} \left( p(a|mW) \| p(a|b) \right) \right] \leq \log \frac{1}{p(W)} + I_p(A; M|BW).
$$

**Lemma 3.2.13** (Conditioning does not decrease divergence).

$$
\mathbb{E}_{p(b)} \left[ \mathbb{D} \left( p(a|b) \| q(a) \right) \right] \geq \mathbb{D} \left( p(a) \| q(a) \right).
$$

The following lemma gives a key estimate that is used crucially in our proof. It allows us to remove the effect of conditioning on an event $W$ on the second argument of a divergence expression. The lemma states that, on average, $\mathbb{D} \left( p(a|brW) \| p(a|rW) \right)$ cannot be larger than $\mathbb{D} \left( p(a|brW) \| p(a|r) \right)$. Intuitively this is true because in both cases the first distribution is conditioned on $W$, but in the second case the second distribution is not conditioned on $W$. The second part of the lemma shows that conditioning on an event $W$ of probability $2^{-s}$ can create a mutual information of up to $s$ between two formerly independent random variables.

**Lemma 3.2.14.** Let $W$ be an event and $A, B, R$ be random variables. Then,

$$
I_p(A; B|RW) \leq \mathbb{E}_{p(br|W)} \left[ \mathbb{D} \left( p(a|brW) \| p(a|r) \right) \right].
$$
If in addition \( p(abr) = p(r)p(a|r)p(b|r) \), then

\[
I_p(A; B|RW) \leq \mathbb{E}_{p(br|W)} \left[ \mathbb{D}(p(a|brW)\|p(a|br)) \right] \leq \log \frac{1}{p(W)}.
\]

The following lemma will be useful in our simulation protocols. It shows that messages sent by each party remain independent of the other party’s input even after some part of the input is fixed.

**Lemma 3.2.15.** Let \( x, y \) be inputs to a protocol \( \pi \) with public randomness \( r \) and let \( r' \) be a variable such that \( \pi(xy|rr') = \pi(x|rr')\pi(y|rr') \). Let \( m_1, \ldots, m_j \) be messages in \( \pi \) such that \( m_j \) is transmitted by Alice. Then \( \pi(m_j|m_{<j}rr') = \pi(m_j|m_{<j}rr'y) \).

**Proof sketch.** Conditioned on \( rr' \), the variables \( x, y \) are independent. Since \( m_{<j} \) defines a rectangle over \( x, y \), even conditioned on \( m_{<j}rr' \), the variables \( x, y \) are independent. Since Alice sends the \( j \)'th message, \( \pi(m_j|m_{<j}rr'xy) = \pi(m_j|m_{<j}rr'x) \). Thus:

\[
\pi(m_j|m_{<j}rr') = \sum_x \pi(x|m_{<j}rr') \cdot \pi(m_j|m_{<j}rr'x) = \sum_x \pi(x|m_{<j}rr'y) \cdot \pi(m_j|m_{<j}rr'xy) = \sum_x \pi(xm_j|m_{<j}rr'y) = \pi(m_j|m_{<j}rr'y).
\]

**Useful Protocols**

The following lemma was proved by Holenstein [82].

**Lemma 3.2.16 (Correlated Sampling).** Suppose Alice is given a distribution \( p \) and Bob a distribution \( q \) over a common universe. Then there is a randomized sampling procedure that allows Alice and Bob to use shared randomness to jointly sample elements \( A, B \) such that \( A \) is distributed according to \( p \), \( B \) is distributed according to \( q \), and \( \Pr[A \neq B] = |p - q| \).
The following compression theorem from [17] will be useful:

**Theorem 3.2.17.** For every protocol \( \pi \), and every \( \epsilon > 0 \), there exists a protocol \( \lambda \) that strongly \( \epsilon \)-simulates \( \pi \) with

\[
\| \lambda \| \leq O \left( \frac{I_{\pi}(XY; M|R)}{\epsilon^2} \cdot \log(\|\pi\|/\epsilon) \right).
\]

**Proof of the Main Result – Lemma 3.2.4**

In this section we give a more detailed outline of the proof of Lemma 3.2.4, though still leaving out most of the technical proofs. Lemma 3.2.5 is proved in a similar fashion. The formal proofs of all the claims written below can be found in the full version of this paper.

We write \( M = M_1, M_2, \ldots, M_{2t} \) to denote the messages in \( \pi \). Let \( (X_1, Y_1), \ldots, (X_n, Y_n) \) be the inputs. We write \( X = X_1, \ldots, X_n \) and \( Y = Y_1, \ldots, Y_n \). Without loss of generality, we assume that \( n \) is even.

Consider the protocol \( \eta \) in Figure 3.1. We show that \( \eta \) computes \( f \) with good probability, although with a lot of communication. The protocol \( \eta \) has public randomness \( i, g, h \) and runs protocol \( \theta_{i,g,h} \) given in Figure 3.2 as a subroutine with inputs \( (x_i, r'_i, g, h), (y_i, r''_i, g, h) \). Eventually, we shall argue that in expectation over \( i, g, h \) sampled according to \( \eta(igh) \),

\[
\eta((x_i, r'_i, g, h), (y_i, r''_i, g, h)) \approx O(\gamma)
\]

\[
\theta_{i,g,h}((x_i, r'_i, g, h), (y_i, r''_i, g, h)),
\]

and that, on average, \( \theta_{i,g,h} \) is statistically close to having small internal information, and statistically close to having small external information in the case that \( \mu \) is product. We shall apply Theorem 3.2.6 + the compression of [17] to compress the communication so as to obtain our final protocol for computing \( f \) and conclude the proof of Lemma 3.2.4 (Similarly, an analogous (yet much easier) theorem for external information (Theorem 5 in [36] + Theorem 3.2.17) are used to obtain the protocol that proves Lemma 3.2.5).
Our first goal is to show that conditioning on the event $W$ does not change the distribution in a typical coordinate. The following lemma is rather standard and follows from subadditivity of divergence and its relation to the $\ell_1$ norm (Pinsker’s inequality):

**Lemma 3.3.18.** In expectation over $i$ sampled according to $\eta(i)$, $\pi(x_i y_i) \approx \pi(x_i y_i | W)$.

Next we eliminate a corner case:

**Lemma 3.3.19.** If $\|\pi\| \leq \gamma^2 n$, then in expectation over $i$ sampled according to $\eta(i)$, $\pi(mx_i y_i | W) \approx \pi(m | W) \cdot \pi(x_i y_i)$.

The proof of Lemma 3.3.19 is also a straightforward application of subadditivity. Lemma 3.3.19 implies that if $\|\pi\| \leq \gamma^2 n$, then a protocol with 0 communication can approximate the messages of $\pi$ conditioned on $W$, and so compute $f$ with 1 additional bit of communication. So

$$(1/n) \sum_{i=1}^{n} \pi(W_i | W) - \gamma / \sqrt{2} \leq \text{suc}(\mu, f, 1) \leq \text{suc}(\mu, f, C),$$

which completes the proof. The more interesting case is when $\|\pi\| \geq \gamma^2 n$, and so we assume that this holds in the rest of this section.

Given subsets $g, h \subset [n]$, let $\mathcal{X}_h$ and $\mathcal{Y}_g$ denote $\mathcal{X}$ and $\mathcal{Y}$ projected on to the relevant coordinates. Define

$$R_{i,g,h} = X_{h \setminus \{i\}}, Y_{g \setminus \{i\}}.$$

The random variable $R_{i,g,h}$ helps to break the dependencies between Alice and Bob.

It turns out that choosing the right distribution for $i, g, h$ in $\eta$ is crucial to our proofs. We need the distribution to be symmetric in $g, h$. It is important that $g \cup h = [n]$ so that $x_i, y_i, r_{i,g,h}$ split the dependences between $\overline{x}, \overline{y}$. In the analysis we shall repeatedly use the fact that for every fixing of $h$, $\eta(i | g | h)$ has the property that $i$ is distributed uniformly over a large set, and $i \in g \cap h$. This allows us to apply the chain rule. For more intuition on the choice of the variables $r_{i,g,h}$, see Section 3.3 in [36].
Protocol $\eta$ for computing $f(x, y)$ when inputs are sampled according to $\mu$.

1. Let $s_h, s_g$ be uniformly random numbers from the set $\{n/2 + 1, \ldots, n\}$. Let $\kappa : [n] \to [n]$ be a uniformly random permutation. Set $h = \kappa([s_h])$ and $g = \kappa(n - s_g + 1, \ldots, n)$. Let $i$ be a uniformly random element of $g \cap h$ (which must be non-empty by the choice of $s_g, s_h$).

2. Alice sets $x_i = x$ and Bob sets $y_i = y$.

3. Alice and Bob use Lemma 3.2.16 to sample $r_{i,g,h}$. Alice uses the distribution $\pi(r_{i,g,h}|x,W)$ and Bob uses the distribution $\pi(r_{i,g,h}|y,W)$. Write $r'_{i,g,h}$ to denote Alice’s sample and $r''_{i,g,h}$ to denote Bob’s sample.

4. Alice and Bob run protocol $\theta_{i,g,h}$ from Figure 3.2 with inputs $(x_i, r'_{i,g,h})$ and $(y_i, r''_{i,g,h})$.

Figure 3.1: Protocol for computing $f$.

Protocol $\theta_{i,g,h}$ for computing $f(x_i, y_i)$ when inputs $(x_i, r'_{i,g,h}), (y_i, r''_{i,g,h})$ are sampled according to $\pi((x_i, r'_{i,g,h}), (y_i, r''_{i,g,h})|W)$.

Alice sends each message $M_j$, $j$ odd, according to the distribution $\pi(m_j|x_i r'_{i,g,h} m_{<j} W)$.
Bob sends each message $M_j$, $j$ even, according to the distribution $\pi(m_j|y_i r''_{i,g,h} m_{<j} W)$.

Figure 3.2: Simulation in the $i$’th coordinate.

Now we argue that $\eta(igh)$ has the properties we need. Observe that we can sample $\eta(igh)$ by the following different yet equivalent process. Let $h$ be distributed as in $\eta$. For fixed $h$, let $\kappa_h : [n] \to [n]$ be a permutation sampled uniformly from the set of permutations that map $[|h|]$ to $h$. Let $\ell$ be a uniformly random element of $[n/2]$. Given $h, \kappa_h, \ell$, set $i = \kappa_h(\ell)$ and $g = \kappa_h(\{\ell, \ell + 1, \ldots, n\})$. Then note that $g, h, i$ are distributed as defined in the protocol $\eta$. Further, note that $(i, x_i, r_{i,g,h})$ and $(\kappa_h(\ell), \bar{x}_h, \bar{g}_{\kappa_h(\{\ell + 1, \ldots, n\})})$ determine each other.

The following lemma asserts that the distribution of the public randomness $R_{i,g,h}$ of $\pi$ doesn’t change much when conditioning on $W$. 

Lemma 3.3.20. In expectation over $i, g, h$ sampled according to $\eta(igh)$,
\[ \pi(x_i y_i) \pi(r_{i,g,h} | x_i W) \approx \pi(x_i y_i r_{i,g,h} | W) \approx \pi(x_i y_i) \pi(r_{i,g,h} | y_i W). \]

The following claim is the heart of the proof. It asserts that indeed the distribution $(\pi | W)$, on an average coordinate $i$, is well approximated by the protocol $\theta$.

Claim 3.3.21. In expectation over $i, g, h$ sampled according to $\eta(igh)$,
\[ \theta_{i,g,h}(x_i y_i r_{i,g,h} m) \approx \pi(x_i y_i r_{i,g,h} m | W). \]

Proof. Consider
\[
\mathbb{E}_{\eta(igh)} \left[ \mathbb{E}_{\pi(x_i y_i r_{i,g,h} | W)} \left[ D(\pi(m | x_i y_i r_{i,g,h} W) \| \theta_{i,g,h}(m | x_i y_i r_{i,g,h})) \right] \right] = \sum_{j=1}^{2t} \mathbb{E}_{\eta(igh)} \left[ \mathbb{E}_{\pi(m_{<j} x_i y_i r_{i,g,h} | W)} \left[ D(\pi(m_j | x_i y_i r_{i,g,h} m_{<j} W) \| \theta_{i,g,h}(m_j | x_i y_i r_{i,g,h} m_{<j})) \right] \right],
\]
(3.6)
The odd $j$'s correspond to the cases when Alice speaks. These terms contribute:
\[
\sum_{\text{odd } j} \mathbb{E}_{\eta(igh)} \left[ I_\pi(M_j; Y_i | X_i R_i g h M_{<j} W) \right].
\]
As in the proof of Lemma 3.3.20, we can express this as
\[
\frac{2}{n} \sum_{\text{odd } j} \mathbb{E}_{\eta(h_{kh})} \left[ I_\pi(M_j; Y_{kh([n/2])} | X_h Y_{kh({n/2+1,...,n})} M_{<j} W) \right]
\]
by the chain rule. By Lemma 3.2.14, we can upper bound this by
\[
\leq \frac{2}{n} \sum_{\text{odd } j} \mathbb{E}_{\eta(h_{kh})} \left[ \mathbb{E}_{\pi(m_{<j} x_i y_i r_{i,g,h} W)} \left[ D(\pi(m_j | m_{<j} x_i y_i r_{i,g,h} W) \| \pi(m_j | m_{<j} x_i y_i r_{i,g,h} \bar{Y}_{kh({n/2+1,...,n})})) \right] \right].
\]
Conditioned on $\bar{x}_h \bar{y}_{\text{sh}}(\{n/2+1, \ldots, n\})$, the inputs $\bar{x}, \bar{y}$ are independent. Thus Lemma 3.2.15 gives

$$\pi(m_j | m_{<j} \bar{x}_h \bar{y}_{\text{sh}}(\{n/2+1, \ldots, n\})) = \pi(m_j | m_{<j} \bar{x}_h \bar{y}),$$

and we can continue to bound

$$\leq \frac{2}{n} \sum_{n \text{ odd } j} \mathbb{E}_{\eta(h \sigma h)} \left[ \mathbb{E}_{\pi(m_{<j} \bar{x}_h \bar{y} | W)} \mathbb{D} (\pi(m_j | m_{<j} \bar{x}_h \bar{y} W) \| \pi(m_j | m_{<j} \bar{x}_h \bar{y})) \right].$$

Since the divergence is always non-negative, we can add in the even terms in the sum over $j$ to bound

$$\leq \frac{2}{n} \sum_{j=1}^{2t} \mathbb{E}_{\eta(h \sigma h)} \left[ \mathbb{E}_{\pi(m_{<j} \bar{x}_h \bar{y} | W)} \mathbb{D} (\pi(m_j | m_{<j} \bar{x}_h \bar{y} W) \| \pi(m_j | m_{<j} \bar{x}_h \bar{y})) \right]$$

$$= \frac{2}{n} \mathbb{E}_{\eta(h \sigma h)} \left[ \mathbb{E}_{\pi(\bar{x}_h \bar{y} | W)} \mathbb{D} (\pi(m | \bar{x}_h \bar{y} W) \| \pi(m | \bar{x}_h \bar{y})) \right] \quad \text{(by the chain rule)}$$

$$\leq \frac{2}{n} \mathbb{E}_{\eta(h \sigma h)} [\gamma^2 n] = 2\gamma^2,$$

by Lemma 3.2.12. Repeating the same argument for even $j$ gives (3.6) $\leq 4\gamma^2$. We apply Lemma 1.1.12 to conclude the proof.

Completing the Proof of Lemma 3.2.4

Claim 3.3.22. The expected value of the expression for the internal information cost according to $\pi$ conditioned on $W$ can be bounded:

$$\mathbb{E}_{\eta(gh)}[(I_\pi(X_i; M | Y_i R_{i,g,h}W) + I_\pi(Y_i; M | X_i R_{i,g,h}W))] \leq 4\|\pi\|/n.$$

In the probability space of $\pi$, let $i, g, h$ be independent of all other variables, and distributed as in $\eta$. Let $x' = (i, g, h, x_i, r_{i,g,h})$ and $y' = (i, g, h, y_i, r_{i,g,h})$. Define the protocol $\theta$ that gets inputs $(i, g, h, x_i, r_{i,g,h})$ and $(i, g, h, y_i, r'_{i,g,h})$, where the inputs are distributed...
according to

\[ \pi((i, g, h, x_i, r_{i,g,h}),(i, g, h, y_i, r_{i,g,h})|W), \]

and executes \( \theta_{i,g,h}(x_i, r_{i,g,h}), (y_i, r_{i,g,h}) \).

By Lemma 3.2.16 and Lemma 3.3.20, \( \Pr_{\eta}[R_{i,g,h}' \neq R_{i,g,h}''] \leq O(\gamma) \). Thus in expectation over \( i, g, h \) sampled according to \( \eta(igh) \),

\[ \eta((x_i, r_{i,g,h}', y_i, r_{i,g,h}'') \approx O(\gamma) \eta((x_i, r_{i,g,h}'), (y_i, r_{i,g,h}')), \]

where here \( \eta((x_i, r_{i,g,h}'), (y_i, r_{i,g,h}')) \) denotes the distribution where Bob’s sample for \( r_{i,g,h}'' \) is set to the same as Alice’s sample. By Lemma 3.3.20 and Lemma 3.3.18,

\[ \eta(ighx_ry_{i,g,h}') \approx O(\gamma) \pi(x_i'y_i'|W). \]

Therefore the protocol \( \eta \) can be viewed as executing \( \theta \) as a subroutine with inputs that are \( O(\gamma) \)-close to \( \theta(x', y') \). Claim 3.3.21 implies that \( \theta(x'y'm) \approx O(\gamma) \pi(x'y'm|W) \). Claim 3.3.22 implies that

\[ I_\pi(X'; M | Y'W) + I_\pi(Y'; M | X'W) \]

\[ = E_{\eta(igh)} [I_\pi(X_i'; M | Y_i' R_{i,g,h} W) + I_\pi(Y_i'; M | X_i R_{i,g,h} W)] \]

\[ \leq 4\|\pi\|/n \quad \text{(since } \|\pi\| \geq \gamma^2 n). \]

To prove Lemma 3.2.4, we apply Theorem 3.2.6 to conclude that there exists a protocol that \( O(\gamma) \)-simulates \( \theta \) with information cost at most

\[ \leq O \left( \frac{(4\|\pi\|/n) + \log(\|\pi\|+1)}{\gamma^2} \right). \]

We can now compress the resulting protocol using the compression scheme of [17], which for the choice of \( \alpha \) in the statement of Lemma 3.2.4 gives a protocol with overall
The proof of Lemma 3.2.4 is complete, since with one additional bit of communication to send the value of $f$, the protocol $\eta$ computes $f$ with probability of success at least $(1/n) \sum_{i=1}^{n} \pi(W_i| W) - O(\gamma)$.

### 3.4 Proof of Theorem 3.1.6 (DP in Terms of IC)

As promised, in this Section we prove Theorems 3.2.6 and 3.1.6, which together complete the proof of Theorem 3.1.6. The main ingredient of the proof is a construction of an “information odometer”: An interactive procedure which allows Alice and Bob to keep an online estimate of the information of their conversation, and “abort” the protocol when too much information was revealed. Constructing such a primitive is highly non-trivial task, and is the main content of this section. We will see that such a primitive has further applications to direct products, to the interactive compression problem (Subsection 3.5.2) and to privacy (Chapter 7).

#### Overview of the Odometer Construction

The “information odometer” problem can be put as follows. Alice and Bob are given inputs $x, y \sim \mu$, and are executing a communication protocol $\pi$. During the course of the execution of $\pi$ they wish to maintain an information odometer — an online estimate (say, within a factor of 2) of the amount of information they have revealed to each other about their inputs. In more technical terms, they wish to maintain an estimate on the internal information cost of the protocol $\pi$ so far. Moreover, since applications of this primitive involve limiting the amount of information revealed, they wish to implement it without
revealing too much additional information about their inputs in the process. Ideally, the information overhead of implementing it up to any point in time should scale with the information cost of $\pi$ so far. In this paper, we introduce a technique that enables such an implementation.

Before discussing applications, let us discuss the challenges in implementing such an information odometer. Firstly, we note that even if the original protocol $\pi$ does not involve interaction, estimating information revealed requires interaction. Consider the following simple scenario. Alice is given a sequence of blocks $X_1, X_2, \ldots, X_k$ and a subset $S \subseteq \{1, \ldots, k\}$. Bob is also given a sequence of blocks $Y_1, \ldots, Y_k$ and a subset $T \subseteq \{1, \ldots, k\}$ for $i \in T$, $X_i = Y_i$, and for $i \notin T$, $X_i$ and $Y_i$ are statistically independent. In the protocol $\pi$, Alice performs the following action: For each $i \in [k]$ she sends the block $X_i$ if $i \in S$, and sends a random block $R_i$ otherwise. Thus $\pi$ is a one-round protocol. The amount of information revealed by $\pi$ is proportional to $|S \setminus T|$, and the amount of information revealed by the first $t$ blocks is proportional to $a_t := |(S \setminus T) \cap \{1, \ldots, t\}|$. Note that maintaining an estimate on $a_t$ requires the parties to compute $S \setminus T$, which would require Alice and Bob to interact.

The fact that interaction is required means that no “simple” unilateral solution (where Alice and Bob keep some counters separately) is possible, and makes a generic information odometer more difficult to construct. Luckily, while the protocol $\pi$ can be quite complex, we can always break it down into the individual bits that are being transmitted. Therefore, we can focus on estimating the amount of information transmitted in a single bit sent, say, from Alice to Bob. The distribution of Alice’s message $M$ in this case is described by one number $p = \Pr[M = 1|\text{history}, X = x] \in (0, 1)$, such that her message is given by the Bernoulli distribution $B_p$: 1 with probability $p$ and 0 with probability $1 - p$. For technical convenience, we will only focus on the case when $p \in (1/3, 2/3)$ — this can be done essentially without loss of generality, since the sending of a highly-biased bit can be simulated by the majority of several, slightly-biased bits, without increasing the infor-
formation cost of the protocol (see Section 6.1 in the full version of this result [40]). Note that
the value of the probability \( p \) depends on Alice’s input \( x \), as well as on the transcript so
far. The actual sampling of \( M \sim B_p \) is done using Alice’s private randomness.

What does Bob learn about \( x \) from a message \( M \sim B_p \)? Not surprisingly, the answer
depends on what Bob already knows. More specifically, it is given by the Kullback-Leibler
divergence between the actual distribution of \( M \), and Bob’s belief about this distribution.
Note that since \( M \in \{0, 1\} \) is a binary message, Bob’s belief is given by a Bernoulli variable
\( B_q \) (where \( q = \Pr[M = 1|\text{history}, Y = y] \)). Since \( p \in (1/3, 2/3) \), we must also have
\( q \in (1/3, 2/3) \). The amount of information learned by Bob is given by \( \mathbb{D}(B_p \| B_q) \). For
\( p, q \in (1/3, 2/3) \) it is the case that \( \mathbb{D}(B_p \| B_q) = \Theta((p - q)^2) \). In particular, Bob learns nothing
if \( q = p \) (i.e. if he already knows \( p \)). Therefore, the odometer problem reduces to the task
of estimating \( I := (p - q)^2 \), while revealing not much more than \( I \) bits of information to
the players in the process. More specifically, we show how to sample a Bernoulli random
variable \( B_{(p-q)^2} \), while revealing at most \( O(H((p - q)^2)) = O((p - q)^2 \log 1/(p - q)^2) \) bits
of information. While this quantity is more than \( (p - q)^2 \) by a \( \log 1/(p - q) \) factor, this will
be sufficient for most applications. Our test produces an (essentially) unbiased estimator
on the amount of information revealed in a given round. By running this estimator on
a subsample of the rounds, rather than on all the rounds of \( \pi \), we can keep the overhead
below the information cost of \( \pi \) itself, while maintaining a good unbiased estimate of the
amount of information revealed so far.

We have therefore reduced the odometer problem to the following scenario. Alice
and Bob are given numbers \( p \in (1/3, 2/3) \) and \( q \in (1/3, 2/3) \), respectively. Their goal
is to sample \( B_{(p-q)^2} \), while revealing at most \( O(H(B_{(p-q)^2})) \) information to each other.
The simplest strategy that clearly doesn’t work is to have Alice send Bob \( p \) and have
Bob sample \( B_{(p-q)^2} \) (or vice versa). This does not work since \( p \) may reveal many bits of
information about \( x \) (and \( q \) may reveal many bits of information about \( y \)). A slightly
less naïve approach is based on the idea of correlated sampling of [82]. We can sample
a number \( Z \in_U [0, 1] \) uniformly at random. Alice and Bob then exchange information on whether \( p < Z \) and \( q < Z \), respectively. If the answers do not match, they output 1, otherwise they output 0. It is not hard to see that this procedure produces a sample from the distribution \( B_{|p-q|} \). By repeating it twice and outputing the conjunction of the two answers, we can get a sample from \( B_{|p-q|^2} \). Unfortunately, it is not hard to see that this procedure may reveal as much as \( \Omega(H(B_{|p-q|})) = \Omega(|p-q| \log 1/|p-q|) \) to the parties, which is prohibitively high.

Our approach is based on the correlated sampling above. Instead of \( Z \) being chosen using public randomness, \( Z \) is chosen by Alice from a distribution \( Z_p \) which depends on the value of \( p \). Alice then sends \( Z_p \) to Bob. The distribution \( Z_p \) is designed to meet the following two conditions: (1) a sample \( Z \sim Z_p \) reveals at most \( O((p - q)^2) \) bits of information about \( p \) (and thus about \( x \)) to someone who knows \( q \); (2) the probability that \( Z \) falls between \( p \) and \( q \) is \( \sim (p-q)^2 \) (note that for \( Z \in_U [0, 1] \) this probability was \( \sim |p-q| \)). Satisfying these two conditions allow us to sample from \( B_{(p-q)^2} \) by seeing whether \( Z \) falls between \( p \) and \( q \) (using condition (2)). Condition (1) ensures that the value of \( Z \) does not reveal too much information to Bob about \( x \) in the process.

As discussed above, we primarily apply this basic primitive as follows. At each step \( i \) of \( \pi \) we execute the protocol above with some probability \( \alpha \), obtain a sample \( S_i \sim B_{(p-q)^2} \), and maintain the sum \( \Sigma_i \) of the \( S_i \)'s so far. This way, if \( I_{\pi}^i \) is the amount of information revealed by \( \pi \) by round \( i \), we have that \( \Sigma_i \) is an unbiased estimator of \( \alpha \cdot I_{\pi}^i \). Therefore \( \Sigma_i \) implements an information odometer for \( \pi \). While \( \Sigma_i \) is stochastic, by choosing \( \alpha < 1 \) that is not too small, we can also ensure that \( \Sigma_i \) has sufficiently nice concentration properties for our applications we discuss below.
The Formal Results

We begin by showing how to construct a single-round information odometer. The following sampling lemma serves as the main building block in subsequent applications and constructions in this paper.

**Theorem 3.5.1** (One round information odometer). Let \((p, q) \sim D\) be two numbers \(\in (1/3, 2/3)\), such that \(\forall q \ E_{p \mid q}[p] = q\). Suppose that Alice is given \(p\) (not known to Bob), and Bob is given \(q\) (not known to Alice). Then there is a a (2-round) protocol \(\tau\) such that:

- **(Correctness)** At the end of execution, players output “1” w.p exactly \(2(p - q)^2\).
- **(Low information)** If \(T = T(p, q)\) denotes the transcript of \(\tau\), then
  \[
  \text{IC}(\tau) := \mathbb{E}_{p,q} \left[ D\left( (T \mid p) \parallel (T \mid q) \right) \right] \leq 16 \mathbb{E}_{p,q} \left[ D\left( p \parallel q \right) \right] + 2 \mathbb{E}_{p,q} \left[ H_{2(p-q)^2} \right].
  \]

Theorem 3.5.1 is the central ingredient in the proofs of Theorems 3.2.6 and 3.1.6, which together establish a strong (essentially tight) direct product theorem for communication complexity in terms of information complexity, as discussed in the introduction of this chapter.

In Section 3.5.2, we discuss the implications of our odometer construction to the interactive compression problem, in light of the recent (exponential) separation result of [71]. We outline a potential strategy for improving state of the art compression results, which uses the odometer to “break” the underlying protocol into low-information pieces \((\sim \log C)\), and compress each one separately.

### 3.5.1 An Interactive Information Odometer

In this section we prove Theorem 3.5.1, the main building block of our information odometer.
Proof of Theorem 3.5.1: The players run the protocol $\tau$ from Figure 3.3.

<table>
<thead>
<tr>
<th>The protocol $\tau$</th>
</tr>
</thead>
</table>

1. Given her number $p$, Alice samples a number $Z_p \in [0, 1]$, according to the following probability density function:

$$
\mu_p(z) =
\begin{cases}
4(p - z) & \text{if } 0 \leq z < p \\
4(z - p) & \text{if } p \leq z \leq p + 1/2 \\
2 - 4(z - p - 1/2) & \text{if } p + 1/2 < z \leq 1
\end{cases}
$$

If $p > 1/2$, Alice samples from $\mu_{1-p}(1 - z)$.

2. Alice sends $Z_p$ to Bob.

3. Alice sends Bob a bit $I^p$ indicating whether “$Z_p > p$”.

4. Bob responds by sending a bit $I^q$ indicating whether “$Z_p > q$”.

5. The players output “1” iff $I^p \neq I^q$.

Figure 3.3: A single round information odometer. The probability that the protocol outputs “1” is $2(p - q)^2$.

Analysis of $\tau$: Throughout the entire analysis, we assume that $p \leq 1/2$, as it is straightforward to verify that $\mu_p(z) = \mu_{1-p}(1 - z)$. First, let us analyze the probability with which the players output “1”. Note that the assumption that $p, q \in [1/3, 2/3]$ implies that either $q \in [0, p]$ or $q \in [p, p + 1/2]$. If $q \in [p, p + 1/2]$, then by construction we have

$$
\Pr[\text{players output "1"}] = \Pr[I^p \neq I^q] = \Pr[Z \in [p, q]] = \int_p^q \mu(z)dz = \int_p^q 4(z - p)dz =
$$

$$
= [2z^2 - 4pz]_p^q = 2q^2 - 4pq - 2p^2 + 4p^2 = 2(p - q)^2. \quad (3.7)
$$
Figure 3.4: The distribution $\mu_p$ of $Z_p$ for $p = 0.5, p' = 0.3$. The divergence between $\mu_p$ and $\mu_{p'}$ is proportional to $(p - p')^2$. The structure of the density function $\mu_p$ ensures that the log-ratio between the distributions mostly cancels out, up to second order terms.

Similarly, if $q \in [0, p]$, then

$$\Pr[\text{players output "1"}] = \int_q^p \mu(z)dz = \int_q^p 4(p - z)dz = 2(p - q)^2,$$

as claimed in the first proposition of the Theorem.

We turn to analyze the information cost of $\tau$. We analyze step 2 of the protocol and steps 3, 4 separately. **Step 2:** The heart of the proof is showing that the information $Z_p$ conveys to Bob (with input $q$) about Alice’s input $p$, is in fact comparable to the divergence between $p$ and $q$:

**Lemma 3.5.2.** $I(Z_p; p|q) \leq 16 \cdot \mathbb{E}_{p,q} [D(p\|q)]$.

The key step is the following technical lemma which asserts that the divergence between the distribution of $Z_p$ and a “shift” of it $Z_{p'}$ is proportional to $(p - p')^2$ (see Figure 2):

**Lemma 3.5.3.** For any $p, p' \in (1/3, 2/3)$, it holds that $D(Z_p\|Z_{p'}) \leq 8(p - p')^2$.  
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This technical lemma is proved by a direct calculation of the divergence, for details see the appendix section of [40]. We now show how Lemma 3.5.3 implies Lemma 3.5.2.

Proof of Lemma 3.5.2

\[ \begin{align*}
I(Z_p; p|q) &= \mathbb{E}_{p,q} \left[ \mathcal{D} \left( Z_p \| \mathbb{E}_{p|q} Z_p \right) \right] \\
&\leq \mathbb{E}_{p,q} \left[ \mathcal{D} (Z_p \| Z_q) \right] \\
&\leq 8 \cdot \mathbb{E}_{p,q} \left[ (p - q)^2 \right] \quad \text{(by Lemma 3.5.3)} \\
&\leq 16 \cdot \mathbb{E}_{p,q} \left[ \mathcal{D} (p \| q) \right],
\end{align*} \]

where the second transition is by Fact 3.2.7 (taken with \( T = Z, X = p, Y = q, Z(q) = Z_q \)), and the last transition is by Pinsker’s inequality (Fact 3.2.9).

We continue to bound the information of the remaining steps of the protocol \( \tau \). Steps 3 and 4: Let \( W \) denote the indicator random variable of the event “\( Z_p \in [p, q] \)”. Note that at this point, both players already know \( Z_p \), and conditioned on \( I^p \) and \( Z_p \), \( W \) determines \( I^q \) (and vice versa for \( I^p \)). Thus, the data processing inequality implies that the information cost of the above steps is upper bounded by

\[ \begin{align*}
\mathbb{E}_{pq} [H(I^p | I^q Z_p) + H(I^q | I^p Z_p)] &
\leq \mathbb{E}_{pq} [H(W | I^q Z_p) + H(W | I^p Z_p)] \\
&\leq 2 \mathbb{E}_{pq} [H(W)] = 2 \mathbb{E}_{pq} [H(2(p - q)^2)],
\end{align*} \]

where the last transition is by (3.7). By Lemma 3.5.2 and (3.8), we conclude that

\[ \begin{align*}
\mathcal{I}(\tau) &\leq I(Z_p; p|q) + \mathbb{E}_{pq} [H(I^p | I^q Z_p) + H(I^q | I^p Z_p)] \\
&\leq 16 \mathbb{E}_{p,q} \left[ \mathcal{D} (p \| q) \right] + 2 \mathbb{E}_{p,q} \left[ H(2(p - q)^2) \right],
\end{align*} \]

which concludes the second proposition and thus the whole proof of Theorem 3.5.1.

Due to space constraints, we leave the formal proofs of Theorems 3.2.6 and 3.1.6 to the full version of the paper [40]. We conclude this chapter by describing the implications of
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the information odometer to the interactive compression problem. This is the content of
the next Section.

3.5.2 Towards better interactive compression?

In this section we discuss a potential application of the information odometer to the in-
teractive compression question. While we do not prove new compression results, our
construction helps clarify the main challenges involved in improving the current state-of-
the-art in compressing interactive communication, and suggests a “meta”-approach for
making progress on this fascinating problem.

As mentioned in the introduction, the problem of compressing interactive commu-
ication can be summarized as follows: “Given a protocol π whose information cost
|C(π, µ) is I and whose communication cost is C, is there an equivalent — compressed
— protocol π′ that only uses O(I) communication?”. Note that if π is non-interactive
then the answer to this question is positive [87]. A more modest goal would be to com-
press π into a protocol π′ that uses some function g(I, C) of communication, such as
g(I, C) = poly(I) · polylog(C). The compression question is closely related to the di-
rect sum problem for randomized communication complexity. In fact, these questions are
essentially equivalent to each other [35] — the better we can compress, the stronger direct
sum holds for communication complexity.

The two best general compression results to date are incomparable to each other. The
first one, due to [16], gives g(I, C) = O(C/2 · I/2). The second one, due to [28], gives
g(I, C) = 2^O(I), and was recently shown to be tight in a breakthrough result of Ganor et
al. [71]. Note that the second bound becomes non-trivial once I ≪ log C. More precisely,
the compression scheme of [28] starts with an information-I protocol, and produces a
2^O(I/ε)-communication protocol while failing with probability ε. Failing with probability
ε is inevitable, since I is an average-case quantity, and thus with a small probability ε the
information cost of $\pi$ will be very high (potentially as high as $I/\varepsilon$) making it impossible to compress in less than $2^{O(I/\varepsilon)}$-communication with existing techniques. However, one can easily extend the compression result of [28] to show that if we are given a $\pi$ whose information cost is uniformly bounded by $I$ (i.e. with high probability over paths taken by the protocol, the divergence cost is bounded by $I$), then one can compress $\pi$ into $2^{O(I)}$ communication while only introducing a negligible amount of additional error:

**Claim 3.5.4** (Adapted from [28]). Let $\rho, \varepsilon > 0$ be error parameters, and let $\pi$ an $\varepsilon$-error protocol for $f$, such that $\Pr_{\mu}[D_{xy}^{\pi}(m) > I] \leq \rho$. Then for any distribution $\mu$, $CC_{\rho+\varepsilon}^{\mu}(f) \leq 2^{O(I)}$.

Claim 3.5.4 gives rise to the following strategy for compressing a protocol $\pi$: (1) partition $\pi$ into pieces $\pi_1, \pi_2, \ldots$, such that each piece reveals only $I_1$ bits of information (thus the total number of pieces is $\sim I/I_1$); (2) compress each piece using $2^{O(I_1)}$ communication. Such a plan, if successful, would yield a total communication cost of $O(2^{O(I_1)} \cdot I/I_1)$. If one can make $I_1$ as small as $O(1)$, this would give a method for interactive compression.

Indeed, this strategy has been successfully carried out in [16] for compressing to external information cost of $\pi$. The external information cost $IC_{ext}(\pi)$ of $\pi$ measures the amount of information $\pi(X,Y)$ reveals about $X,Y$ to an external observer. It is always the case that $IC_{ext}(\pi) \geq IC(\pi) = I$, and thus compressing a protocol to $IC_{ext}(\pi) := I_{ext}$ is easier than compressing it to $I$. Since step (2) of the strategy is guaranteed by Claim 3.5.4, the main challenge is executing step (1). “Partitioning” means terminating $\pi$ after $\sim I_1$ information has been revealed. This produces the first piece $\pi_1$. Then terminating after another $\sim I_1$ information is revealed produces $\pi_2$ etc. In the case of external information Alice can privately estimate the amount of information learnt by an external observer from her messages (since she has the ability to take the external observer’s point of view). A similar statement holds about Bob. This allows Alice and Bob to partition the proto-
col into pieces of low \((O(1))\) external information cost, thus enabling compression of \(\pi\) to \(O(I^{\text{ext}} \cdot \text{polylog}(C))\) communication.

Is a similar partitioning possible for internal information instead of external? This question is essentially equivalent to the odometer problem studied in this paper. In particular, we can use our odometer construction to pause the protocol \(\pi\) after \(O(1)\) bits of information have been communication. Unfortunately, in the process we reveal an additive overhead of \(O(\log C)\) bits of information, and thus the resulting information complexity of each part \(\pi_1, \pi_2, \ldots\) is \(O(\log C)\) rather than \(O(1)\). Thus after applying step (2) of the compression plan we get a total communication cost of \(I \cdot 2^{O(\log C)}\), which is not better than the original cost \(C\). Unfortunately, \([71]\) asserts it is hopeless to improve the exponential dependence on \(I\) in the result of \([28]\), so this the latter approach will not work. Nevertheless, it is still hopeful to use the above approach to improve \([16]\)’s compression result (see the following subsection). This statement can be generalized as follows: Each chunk \(\pi_i\) has information complexity \(I_1 = O(\log C)\), and communication complexity \(C_1 \leq C\). Therefore, if we could compress \(\pi_i\) into a protocol \(\pi_i'\) of communication complexity \(g(I_1, C_1)\), the odometer will imply that any \(\pi\) can be compressed to \(O(I \cdot g(I_1, C_1))\) communication. We thus obtain the following claim:\[\footnote{Since, at this point, this is a qualitative statement, we leave errors out of the statement to avoid complicating the notation.}

**Claim 3.5.5.** Suppose there is a compression protocol that takes as an input a protocol \(\pi_1\) with communication cost \(C_1\) and worst case information cost \(I_1\), and compresses it into a protocol \(\pi_1'\) of communication complexity \(g(C_1, I_1)\). Then a protocol \(\pi\) with communication cost \(C\) and information cost \(I\) can be compressed into a protocol with communication cost \(\tilde{O}(I \cdot g(C, \log C))\).

Claim 3.5.5 implies that it is sufficient to compress protocols whose information cost is logarithmic in their communication cost. In particular, if one could compress a protocol with communication cost \(C\) and information cost \(\log C\) to a protocol with communication cost \(g(C, \log C) = C^{o(1)}\), it would imply that any protocol with communication cost \(C\)
and information cost $I$ can be compressed to communication $I \cdot C^{o(1)}$. Note that both the scheme from [16] and [28] yield only an upper bound of $g(C, \log C) = C^{O(1)}$ in this case.

**Comparison and implications of [71]'s separation result**

As argued above, the result in this section shows is that the information odometer reduces the task of interactive compression to the regime where information is only logarithmic in communication ($I = O(\log C)$). Thus, if one could compress a protocol whose information cost is $O(\log C)$ and whose communication cost is $\leq C$ into a protocol which uses $g(C, \log C)$ communication, then one could compress $\pi$ which uses $C$ communication and $I$ information into a protocol which uses $O(I \cdot g(C, \log C))$ communication in total. In particular, if we could compress into $g(C, \log C) = C^{o(1)}$ bits, then we could compress any $\pi$ into $I \cdot C^{o(1)}$ communication, which would improve over the current state of the art ($g(C, \log C) = C^{O(1)}$ due to [16]).

The result of Ganor et. al. [71] does not, by any means, rule out such a compression scheme, but only a compression scheme with subexponential dependence on $I$, if one insists that $g(C, I)$ depends solely on $I$ (and at most sub-logarithmically in $C$). Therefore, our result (Claim 39) still carries the hope that the odometer may lead to improved interactive compression by focusing one’s efforts on the $I = \log C$ regime (notice that in this regime, even a modest compression on the order of $2^{O(\varepsilon) \cdot I \cdot C^{1/2-\varepsilon}}$ would already improve the $C^{1/2}$ dependence in [16]).
Part II

Applications to Other Computational Models
Many computational systems, both in theory and practice, are interactive in nature. Standard real-life examples include client-server interaction for information exchange, distributed computing, and online auctions to mention a few. In theory, the study of interactive systems has led to striking consequences in computational complexity, showing that interaction can be surprisingly powerful: In the context of proof complexity, the celebrated $\text{IP} = \text{PSPACE}$ theorem \cite{142} states that, even problems which will forever remain infeasible to solve from scratch (such as finding a winning strategy in chess), can nevertheless be verified efficiently if we allow the prover and verifier a small number of rounds of interaction (i.e., assuming a player has a winning strategy, he can convince the other in this fact, beyond reasonable doubt, in polynomial time). In algorithmic game theory and mechanism design, it has been shown that multi-round interaction improves the efficiency (social welfare and revenue) of systems, both in pricing mechanism and combinatorial auctions contexts \cite{11, 62} (Result 8 we obtain below improves on the latter work).

The abstractness of the communication complexity model enables it to capture many other computational models. The standard approach is to distribute the input for the (non-interactive) problem into two or more players, and define an appropriate communication game in which the number of bits (or rounds) exchanged correspond to the complexity measure (space, queries, running time etc.) of the original model. This approach for proving lower bounds has been particularly successful in the fields of streaming algorithms (as demonstrated by one of our own results below) and extension complexity \cite{33}, and constitutes one of the promising approaches to make progress in the notoriously difficult field of circuit lower bounds (see Section Section 4 below). Other connections between communication complexity and computational complexity have been fruitful. Pătraşcu and Williams \cite{130} showed that a (computationally efficient) protocol with sublinear ($o(n)$) communication for the 3-party Disjointness problem in
the Number-on-Head (NOF) model\footnote{In this model, each player gets to see every input of the other players, except his own.} implies a sub exponential SAT-solver. Later, Pătraşcu showed that the (notoriously difficult) task of obtaining lower bounds in the NOF model would imply strong data structure lower bounds in the cell-probe model, which has been stuck for more than two decades \cite{129}.

In the following four chapters, we explore applications of information complexity to the fields of circuit complexity, privacy, streaming and economics. Despite the apparent dissimilarity of these fields of research, the common feature of the problems we study in each of them is that they underly an interactive setup in which information is distributed among multiple agents who are required to solve or optimize some objective function. These agents may be honest, strategic or even adversarial (malicious). The philosophy of this chapter is to explore the role of information and interaction in obtaining efficient solutions in those various interactive systems, where efficiency may be measured in terms of social welfare, revenue, space, privacy or communication, depending on the context.
Chapter 4

Applications to Circuit Complexity:
Towards the KRW Conjecture

One of the holy grails of complexity theory is showing that NP cannot be computed by polynomial-size circuits, namely, that $\text{NP} \not\subseteq \text{P}/\text{poly}$. Unfortunately, it currently seems that even finding a function in NP that cannot be computed by circuits of linear size is beyond our reach. Thus, it makes sense to try to prove lower bounds against weaker models of computation, in the hope that such study would eventually lead to lower bounds against general circuits.

This paper focuses on (de-Morgan) formulas, which are one such weaker model. Intuitively, formulas model computations that cannot store intermediate results. Formally, they are circuits with AND, OR, and NOT gates that have fan-out 1, or in other words, their underlying graph is a tree.

For our purposes, it is useful to note that formulas are polynomially related to circuits\textsuperscript{1} of depth $O(\log n)$: It is easy to show that circuits of depth $O(\log n)$ can be converted into formulas of polynomially-related size. On the other hand, every formula of size $s$ can be converted into a formula of depth $O(\log s)$ and size $\text{poly}(s)$ \textsuperscript{147} \textsuperscript{44} \textsuperscript{26}. In particular, the

\textsuperscript{1}All the circuits in this paper are assumed to have constant fan-in.
complexity class NC can be defined both as the class of polynomial-size formulas, and as the class of polynomial-size circuits of depth $O(\log n)$.

It is a major open problem to find an explicit function that requires formulas of super-polynomial size, that is, to prove that $P \not\subseteq NC$. In fact, even proving that $\text{NEXP} \not\subseteq NC$ would be a big breakthrough. The state-of-the-art in this direction is the work of Håstad [78], which provided an explicit function whose formula complexity is $n^{3-o(1)}$. Improving over this lower bound is an important challenge.

One strategy for separating $P$ from NC was suggested by Karchmer, Raz, and Wigderson [99]. They made a conjecture on the depth complexity of composition, and showed that this conjecture implies that $P \not\subseteq NC$. In order to introduce their conjecture, we need some notation:

**Definition 4.0.6 (Composition).** Let $f : \{0, 1\}^n \rightarrow \{0, 1\}$ and $g : \{0, 1\}^m \rightarrow \{0, 1\}$ be boolean functions. Their composition $g \circ f : (\{0, 1\}^n)^m \rightarrow \{0, 1\}$ is defined by

$$(g \circ f)(x_1, \ldots, x_m) \triangleq g(f(x_1), \ldots, f(x_m)),$$

where $x_1, \ldots, x_m \in \{0, 1\}^n$.

**Definition 4.0.7 (Depth complexity).** Let $f : \{0, 1\}^n \rightarrow \{0, 1\}$. The depth complexity of $f$, denoted $D(f)$, is the smallest depth of a circuit of fan-in 2 that computes $f$ using AND, OR and NOT gates.

**Conjecture 4.0.8 (The KRW conjecture [99]).** Let $f : \{0, 1\}^n \rightarrow \{0, 1\}$ and $g : \{0, 1\}^m \rightarrow \{0, 1\}$. Then,

$$D(g \circ f) \approx D(g) + D(f).$$

As noted above, [99] then showed that this conjecture could be used to prove that $P \not\subseteq NC$: the basic idea is that one could apply $O(\log n)$ compositions of a random func-
tion \( f : \{0, 1\}^{\log n} \rightarrow \{0, 1\} \), thus obtaining a new function over \( n \) bits that is computable in polynomial time yet requires depth \( \tilde{\Omega}(\log^2 n) \). The key point here is that a random function on \( \log n \) bits has depth complexity \( \log n - o(\log n) \), and can be described explicitly using \( n \) bits.

In this paper, we solve a natural milestone toward proving the KRW conjecture, using a new information-theoretic approach\(^3\). We also suggest a candidate for the next milestone, and provide some initial results toward solving it. The rest of this introduction is organized as follows: In Section 4.1, we review the background relevant to our results. In Section 4.2, we describe our main result and our techniques. In Section 4.3, we describe the next milestone candidate, and our initial results in this direction.

### 4.1 Background: A Communication Complexity Approach to KRW

**Karchmer-Wigderson relations**

Karchmer and Wigderson [100] observed an interesting connection between depth complexity and communication complexity: for every boolean function \( f \), there exists a corresponding communication problem \( R_f \), such that the depth complexity of \( f \) is equal to the deterministic\(^4\) communication complexity of \( R_f \). The communication problem \( R_f \) is often called the Karchmer-Wigderson relation of \( f \), and we will refer to it as a KW relation for short.

The communication problem \( R_f \) is defined as follows: Alice gets an input \( x \in f^{-1}(0) \), and Bob gets as input \( y \in f^{-1}(1) \). Clearly, it holds that \( x \neq y \). The goal of Alice and Bob

\(^3\)We note that the works [100, 63] on the KRW conjecture also use a (different) information-theoretic argument.

\(^4\)In this paper, we always refer to deterministic communication complexity, unless stated explicitly otherwise.
is to find a coordinate $i$ such that $x_i \neq y_i$. Note that there may be more than one possible choice for $i$, which means that $R_f$ is a relation rather than a function.

This connection between functions and KW relations allows us to study the formula and depth complexity of functions using techniques from communication complexity. In the past, this approach has proved very fruitful in the setting of monotone formulas [100, 76, 135, 99], and in particular [99] used it to prove a monotone analogue of the KRW conjecture.

Intuitively, Information Complexity seems a plausible tool for tackling the KRW conjecture, as it involves a “direct-sum” type communication problem, and we already saw in Chapter 3 that this tool has led to (partial) resolution of a similar (but different) composition problem in communication complexity. Indeed, one of the contributions of this work is formalizing this intuition by showing how some of those ideas carry over to the setting of KW relations (see Section 4.4).

**KW relations and the KRW conjecture**

In order to prove the KRW conjecture, one could study the KW relation that corresponds to the composition $g \circ f$. Let us describe how the KW relation $R_{g \circ f}$ looks like. Let $f : \{0, 1\}^n \rightarrow \{0, 1\}$ and $g : \{0, 1\}^m \rightarrow \{0, 1\}$. For every $m \times n$ matrix $X$, let us denote by $f(X)$ the vector in $\{0, 1\}^m$ obtained by applying $f$ to each row of $X$. In the KW relation $R_{g \circ f}$, Alice and Bob get as inputs $m \times n$ matrices $X, Y$ respectively, such that $f(X) \in g^{-1}(0)$ and $f(Y) \in g^{-1}(1)$, and their goal is to find an entry $(j, i)$ such that $X_{j,i} \neq Y_{j,i}$.

Let us denote the (deterministic) communication complexity of a problem $R$ by $C(R)$. Clearly, it holds that

$$C(R_{g \circ f}) \leq C(R_g) + C(R_f). \quad (4.2)$$

This upper bound is achieved by the following protocol: For every $j \in [m]$, let $X_j$ denote the $j$-th row of $X$, and same for $Y$. Alice and Bob first use the optimal protocol of $g$ on inputs $f(X)$ and $f(Y)$, and thus find an index $j \in [m]$ such that $f(X_j) \neq f(Y_j)$. Then, they
use the optimal protocol of $f$ on inputs $f(X_j)$ and $f(Y_j)$ to find a coordinate $i$ on which the $j$-th rows differ, thus obtaining an entry $(j, i)$ on which $X$ and $Y$ differ.

The KRW conjecture says that the above protocol is essentially optimal. One intuition for that conjecture is the following: the best way for Alice and Bob to solve $R_{gof}$ is to solve $R_f$ on some row $j$ such that $f(X_j) \neq f(Y_j)$, since otherwise they are not using the guarantee they have on $X$ and $Y$. However, in order to do that, they must find such a row $j$, and to this end they have to solve $R_g$. Thus, they have to transmit $C(R_g)$ bits in order to find $j$, and another $C(R_f)$ bits to solve $f$ on the $j$-th row. This intuition was made rigorous in the proof of the monotone version of the KRW conjecture [99], and a similar intuition underly our argument as well as the works of [63, 88] that are to be discussed later.

The universal relation and its composition

Since proving the KRW conjecture seems difficult, [99] suggested studying a simpler problem as a starting point. To describe this simpler problem, we first need to define a communication problem called the universal relation, and its composition with itself. The universal relation $R_{Un}$ is a communication problem in which Alice and Bob get as inputs $x, y \in \{0, 1\}^n$ with the sole guarantee that $x \neq y$, and their goal is to find a coordinate $i$ such that $x_i \neq y_i$. The universal relation $R_{Un}$ is universal in the sense that every KW relation reduces to it, and indeed, it is not hard to prove that $C(R_{Un}) \geq n$.

The composition of two universal relations $R_{U_m}$ and $R_{U_n}$, denoted $R_{U_m \circ U_n}$, is defined as follows. Alice gets as an input an $m \times n$ matrix $X$ and a string $a \in \{0, 1\}^m$, and Bob gets as an input an $m \times n$ matrix $Y$ and a string $b \in \{0, 1\}^m$. Their inputs satisfy the following conditions:

1. $a \neq b$.

2. for every $j \in [n]$ such that $a_j \neq b_j$, it holds that $X_j \neq Y_j$.  
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Their goal, as before, is to find an entry on which $X$ and $Y$ differ. The vectors $a$ and $b$ are analogues of the vectors $f(X)$ and $f(Y)$ in the KW relation $R_{gof}$.

The relation $R_{U_m \circ U_n}$ is a universal version of composition problems $R_{gof}$, in the sense that every composition problem $R_{gof}$ reduces to $R_{U_m \circ U_n}$. Now, [99] suggested to prove that

$$C(R_{U_m \circ U_n}) \approx C(R_{U_m}) + C(R_{U_n}) \geq m + n$$

(4.3)

as a milestone toward proving the KRW conjecture. This challenge was met by [63] up to a small additive loss, and an alternative proof was given later in [88]. Since then, there has been no further progress on this problem for about two decades.

4.2 Main Result: The composition of a function with the universal relation

Summing up, the KRW conjecture is about the composition of two functions $R_{gof}$, but it was only known how to prove it for the composition of two universal relations $R_{U_m \circ U_n}$. In this work we go a step further: We prove an analogue of the KRW conjecture for relations of the form $R_{g \circ U_n}$, where $g \in \{0, 1\}^m \rightarrow \{0, 1\}$ is an arbitrary function; and where $R_{g \circ U_n}$ is a problem that can be naturally viewed as the composition of $g$ with the universal relation.

We define the communication problem $R_{g \circ U_n}$ as follows. Alice gets as an input an $m \times n$ matrix $X$ and a string $a \in g^{-1}(0)$, and Bob gets as an input an $m \times n$ matrix $Y$ and a string $b \in g^{-1}(1)$. Their inputs are guaranteed to satisfy Condition 2 from above, i.e., for every $j \in [n]$ such that $a_j \neq b_j$, it holds that $X_j \neq Y_j$. Clearly, their inputs also satisfy $a \neq b$, as in Condition 1 above. The goal of Alice and Bob, as usual, is to find an entry on which $X$ and $Y$ differ.

Note that $R_{g \circ U_n}$ is universal, in the sense that for any $f : \{0, 1\}^n \rightarrow \{0, 1\}$, the communication problem $R_{gof}$ reduces to $R_{g \circ U_n}$. An ideal analogue of the KRW conjecture for
We prove the following closely related result. Let \( L(g) \) denote the formula complexity of \( g \), and recall that \( \log L(g) \geq \Omega(C(R_g)) \) due to the correspondence between formula size and circuit depth.

**Theorem 4.2.1 (Main theorem, [72]).** Let \( m,n \in \mathbb{N} \) be such that \( m \leq 2^{n/2} \), and let \( g : \{0,1\}^m \rightarrow \{0,1\} \). Then,

\[
C(R_{g \circ U_n}) \geq \log L(g) + n - O\left(\frac{m \cdot \log m}{n}\right) \geq \Omega(C(R_g)) + n - O\left(\frac{m \cdot \log m}{n}\right),
\]

Moreover, the same lower bound applies to the logarithm of the number of leaves of any protocol for \( R_{g \circ U_n} \).

There is a good reason why the formula complexity \( L(g) \) appears in Theorem 4.2.1, as will be made clear in the following discussion on our techniques.

**Remark 4.2.2.** In the target application of the KRW conjecture, namely the proof that \( \mathbb{P} \not\subseteq \mathbb{NC} \), the parameters can be chosen such that \( m \ll n \), so the loss of \( O\left(\frac{m \cdot \log m}{n}\right) \) in Theorem 4.2.1 is not very important.

**Remark 4.2.3.** We note that Theorem 4.2.1 also implies lower bound on the composition \( R_{U_m \circ U_n} \) of two universal games, thus giving yet another proof for the results of [63,88].

**Proof Techniques**

Our starting point is the simple observation that (the logarithm of) the size of a formula \( \phi \) for any function \( f \) can be reinterpreted as the external information cost of the corresponding (deterministic) protocol for \( R_f \).

To see why this is helpful, consider the KW relation \( R_{g \circ U_n} \). Intuitively, we would like to argue that in order to solve \( R_{g \circ U_n} \), Alice and Bob must solve \( R_g \) (incurring a cost of
C(R_g)), and also solve the universal relation on one of the rows their matrices (incurring a cost of \( n \)). Such an argument requires decomposing the communication of Alice and Bob to a communication “about” \( R_g \) and a communication “about” \( R_{U,n} \). However, it is not clear how to do that, because Alice and Bob may “talk” simultaneously about \( R_g \) and \( R_{U,n} \) (e.g. by sending the XOR of a bit of \( a \) and a bit of \( X \)).

On the other hand, when considering the information transmitted by Alice and Bob, such a decomposition comes up naturally: the information that Alice and Bob transmit can be decomposed, using the chain rule, into the information they transmit on the strings \( a, b \) (which are inputs of \( R_g \)) and the information they transmit on the matrices \( X \) and \( Y \) (which consist of inputs of \( R_{U,n} \)). Of course, implementing this argument is far from trivial, and in particular, we do not know how to extend this argument to the full KRW conjecture, i.e., KW relations of the form \( R_{g \circ f} \).

This suggests that information complexity may be the “right” tool to study the KRW conjecture. In particular, since in the setting of KW relations, the information cost is analogous to the formula size, the “correct” way to state the KRW conjecture may be using formula size:

\[
L(g \circ f) \approx L(g) \cdot L(f).
\]

**On hard distributions**

One significant difference between our work and previous works on information complexity and direct sum (e.g. [17]) is the following: In order to define the information complexity of a communication problem, one must specify a distribution on the inputs. The reason is information-theoretic notions such as entropy are only defined with respect to a distribution. The previous works use distributions that are protocol independent, that is, they first choose a distribution \( \mu \), and then prove that every protocol \( \pi \) for the problem must have a large information cost with respect to \( \mu \).
In the setting of KW relations, this is impossible: for every distribution \( \mu \) there exists a protocol \( \pi \) that has a small information cost with respect to \( \mu \) (see the full version of this paper \[72\]). Therefore, the only way to apply information-complexity techniques to KW relations is to use protocol-dependent distributions, that is, to tailor a different distribution for each protocol.

### 4.3 A next candidate milestone: The composition \( \oplus_m \circ f \)

In order to make further progress toward the KRW conjecture, we would like to replace the universal relation with a function. One possible approach to this question would be to start with compositions \( g \circ f \) where \( g \) is a some known simple function. Perhaps the simplest such example is the composition \( \vee_m \circ f \), where \( \vee_m \) is the disjunction of \( m \) bits, and \( f \) is an arbitrary function. For this example, an analogue of the KRW conjecture is already known, that is, we know that

\[
L(\vee_m \circ f) = L(\vee_m) \cdot L(f) = m \cdot L(f),
\]

(see, e.g., \[150\], and also discussion in Section 3.2.1 in \[72\]). The next simplest example would be \( \oplus_m \circ f \), where \( \oplus_m \) is the parity of \( m \) bits. For this example, an analogue of the KRW conjecture would be

\[
L(\oplus_m \circ f) \approx L(\oplus_m) \cdot L(f) = m^2 \cdot L(f), \tag{4.5}
\]

where the second equality follows from \[105\]. We therefore suggest the following conjecture as a next milestone toward the KRW conjecture:

**Conjecture 4.3.1.** For every function \( f : \{0, 1\}^n \to \{0, 1\} \) and every \( m \in \mathcal{N} \), it holds that

\[
L(\oplus_m \circ f) = \tilde{\Omega} \left( m^2 \cdot L(f) \right).
\]
We note that Conjecture 4.3.1 is not only interesting as a milestone toward the KRW conjecture, but is also interesting on its own right. In particular, if Conjecture 4.3.1 is proved, it will yield an alternative proof of the state-of-the-art lower bound of \( n^{3-o(1)} \) by [78].

In this work, we provide two preliminary results toward proving Conjecture 4.3.1:

- **A lower bound for** \( R_{\oplus m \circ U_n} \): A natural first step toward solving Conjecture 4.3.1 would be to prove a corresponding lower bound on \( R_{\oplus m \circ U_n} \), the composition of parity with the universal relation. Though in principle we could apply Theorem 4.2.1 with \( g = \oplus_m \), in this case it would not give a meaningful lower bound unless \( m \ll n \). On the other hand, in the target application described above (proving a lower bound of \( \tilde{\Omega}(n^3) \)), we would like to set \( m = 2^n/n \).

One contribution of this work is proving the following tight analogue of Conjecture 4.3.1 for \( R_{\oplus m \circ U_n} \):

**Theorem 4.3.2 ([72]).** For every \( m, n \in \mathbb{N} \) it holds that

\[
C(R_{\oplus m \circ U_n}) \geq 2 \log m + n - O(\log \log m).
\]

Moreover, the same lower bound applies to the logarithm of the number of leaves of any protocol for \( R_{\oplus m \circ U_n} \).

- **A candidate hard distribution:** We would like to use information-complexity techniques in order to study the KW relation \( R_{\oplus m \circ f} \). In order to define the information complexity of a protocol, we must first define an appropriate distribution over the inputs. We would therefore like to find a “hard distribution” over the inputs of \( R_{\oplus m \circ f} \) that will have a large information cost. As discussed in Section 4.2, this requires tailoring a different hard distribution for each protocol, which is a non-trivial task.
One contribution of this work is suggesting a way to construct a candidate hard
distribution for each protocol for $R_{\oplus_m \circ f}$.

### 4.4 External Information Complexity and Formula Lower

**Bounds**

In this section, we provide a short discussion of the connection between information com-
plexity and formula lower bounds. For a more thorough discussion, the reader is referred
to Section 3 of [72] We use the following notation:

**Definition 4.4.1.** The size of a formula $\phi$, denoted $L(\phi)$, is the number of the leaves in the un-
derlying tree of $\phi$. For a function $f : \{0, 1\}^n \rightarrow \{0, 1\}$, we denote by $L(f)$ the size of the smallest
formula that computes it.

**Definition 4.4.2.** The size of a protocol $\Pi$, denoted $L(\Pi)$, is the number of leaves in the underlying
tree of $\Pi$. Alternatively, $L(\Pi)$ is the number of distinct transcripts the protocol may exhibit. For
a relation $R$, we denote by $L(R)$ the size of the smallest protocol that solves the communication
problem $R$.

As discussed in the introduction, there is a tight connection between formulas for a
function $f$, and protocols for the KW relation $R_f$. In particular, it holds that $L(f) = L(R_f)$.
Fix a function $f$ and a protocol $\Pi$ for $R_f$. We can prove formula lower bounds for $f$ by
proving lower bounds on $L(\Pi)$.

Recall that the (external) information cost of $\Pi$ with respect to $\mu$ [17] is

$$\text{IC}_{\mu}^{\text{ext}}(\Pi) \triangleq I(\Pi : X, Y),$$

103
where $I(\Pi : X, Y)$ is the mutual information between $\Pi$ and $(X, Y)$. Now, we claim that $I_{\text{ext}}^{\mu}(\Pi)$ gives a lower bound for $L(\Pi)$. The reason is that

$$I(\Pi : X, Y) \leq H(\Pi) \leq \log L(\Pi),$$

(4.6)

where the second inequality follows since the entropy of a random variable is upper bounded by the logarithm of its support’s size. Indeed, in Section 3.1.1 of [72], it is shown that the proofs of [105, 100] of a lower bound for the parity function can be viewed very naturally as lower bounds on $I_{\text{ext}}^{\mu}(\Pi)$.

**On hard distributions.** A key point to proving lower bounds on $I_{\text{ext}}^{\mu}(\Pi)$ is choosing the right distribution $\mu$. For start, observe that for every protocol $\Pi$ there exists some distribution $\mu$ that achieves $I_{\text{ext}}^{\mu}(\Pi) = \log L(\Pi)$: this is the distribution that chooses a transcript of $\Pi$ uniformly at random, and then chooses an arbitrary pair of inputs $(x, y)$ that generates this transcript. We refer to such a distribution $\mu$ as a hardest distribution for $\Pi$.

A curious feature of this construction of hardest distribution $\mu$ is that $\mu$ depends on $\Pi$. On the other hand, one could hope to construct hard distributions that depend only on the function $f$, and not on the specific protocol $\Pi$. Indeed, all the previous works on information complexity used protocol-independent distributions. Unfortunately, this is not the case: The fact that a $O(\log n)$-information zero-error randomized protocol for all KW relations, implies by Yao’s minimax theorem that it is impossible to prove formula lower bounds better than $\Omega(n^4)$ using protocol-independent distributions (See proof and further discussion in Section 3.2 of [72]).

It follows that in order to prove formula lower bounds via information complexity, one has to tailor a different hard distribution $\mu$ for each protocol $\Pi$. One of our contributions in this work is developing tools for performing such a “tailoring”. For start, in Section 3.2.1 in [72], we show how a known lower bound on the formula complexity of
the composition $\forall_m \circ f$ can be viewed as a natural way of tailoring hard distributions for protocols for $R_{\forall_m \circ f}$ (here, $\forall_m$ is the boolean OR function over $m$ bits).

In Section 5 of [72], we propose a way for performing such “tailoring” for $R_{\oplus_m \circ f}$. To this end, we develop some generic tools that may be of independent interest. For example, we show that for every function $f$ that is average-case hard, there are hardest distributions $\mu$ such that $X$ and $Y$ have large entropy.

### Proof of the main result

In this section, we prove our main result, namely, a lower bound on the complexity of the relation $R_{\mathrm{goU}_n}$.

We start by defining $R_{\mathrm{goU}_n}$ formally. Let $g : \{0, 1\}^m \rightarrow \{0, 1\}$, and recall that in the introduction we defined the relation $R_{\mathrm{goU}_n}$ as the following communication problem: Alice gets as an input a matrix $X \in \{0, 1\}^{m \times n}$ and a string $a \in g^{-1}(0)$. Bob gets a matrix $Y \in \{0, 1\}^{m \times n}$ and a vector $b \in g^{-1}(0)$. Their goal is to find an entry $(j, i)$ on which $X$ and $Y$ differ, and they are promised that for every $j \in [m]$ such that $a_j \neq b_j$, it holds that $X_j \neq Y_j$.

In what follows, we will use a slightly different definition, following [88]: We will allow the players to get inputs that violate the above promise, but in such case, the players are allowed to fail, in which case they should output the special failure symbol $\perp$. As was noted in [88], this modification does not change much the complexity of the communication problem, and simplifies the analysis considerably.

**Theorem 4.5.3 ([72]). [Theorem 4.2.1, main theorem, restated]** Let $m, n \in \mathcal{N}$ be such that $m \leq 2^{n/2}$, and let $g : \{0, 1\}^m \rightarrow \{0, 1\}$. Then,

$$C(R_{\mathrm{goU}}) \geq \log L(R_{\mathrm{goU}_n}) \geq \log L(g) + n - O\left(\frac{m \cdot \log m}{n}\right).$$
In the rest of this section, we prove Theorem 4.2.1. We note that only the second inequality requires a proof, whereas the first inequality is trivial since a binary tree of depth $c$ has at most $2^c$ leaves.

Fix a protocol $\Pi$ for $R_{g \circ U_n}$. We prove a lower bound for the number of leaves in the protocol tree of $\Pi$. To prove it, we will define a distribution $\mu$ on the inputs of the protocol, and analyze the information complexity of $\Pi$ with respect to $\mu$. More specifically, below we define random variables $X \in \{0, 1\}^{m \times n}$, $a \in g^{-1}(0)$, $b \in g^{-1}(1)$, and give Alice and Bob the inputs $(X, a)$ and $(X, b)$ respectively. We will prove that

$$IC_{ext}^\mu(\Pi) \geq \log L(g) + n - O\left(\frac{m \cdot \log m}{n}\right).$$

**Definition 4.5.4.** Let $\ell$ be a leaf of $\Pi$ and let $X_\ell \times Y_\ell$ be its corresponding rectangle.

- We say that the leaf $\ell$ supports a matrix $X \in \{0, 1\}^{m \times n}$ if $X$ can be given as an input to both players at $\ell$. Formally, $\ell$ supports $X$ if there exist $a, b \in \{0, 1\}^m$ such that $(X, a) \in X_\ell$ and $(X, b) \in Y_\ell$. We also say that $X$ is supported by $\ell$ and $a$, or by $\ell$ and $b$. Note that the leaf $\ell$ must be a leaf that outputs $\bot$.

- We say that the leaf $\ell$ supports $a \in g^{-1}(0)$ if $a$ can be given as an input to Alice at $\ell$. Formally, $\ell$ supports $a$ if there exists a matrix $X \in \{0, 1\}^{m \times n}$ such that $(X, a) \in X_\ell$. A similar definition applies to strings $b \in g^{-1}(1)$.

**Definition 4.5.5.** Let $X \in \{0, 1\}^{m \times n}$ be a matrix. Then, the sub-tree of $X$, denoted $T_X$, is the sub-tree of $\Pi$ that consists of the leaves that support $X$. Note that all those leaves output $\bot$.

The distribution $\mu$ is sampled as follows:

1. Choose a uniformly distributed matrix $X \in \{0, 1\}^{m \times n}$.

2. Choose a uniformly distributed leaf $\ell$ of $T_X$, and let $X_\ell \times Y_\ell$ denote its rectangle.

3. Choose an arbitrary pair $(a, b)$ such that $(X, a) \in X_\ell$ and $(X, b) \in Y_\ell$. 

106
4. Give Alice the input \((X, a)\) and to Bob the input \((X, b)\).

We proceed to analyze the information cost of \(\Pi\) with respect to \(\mu\). We begin by applying the chain rule to the information cost:

\[
|C_{\mu}^{\text{ext}}(\Pi)| \overset{\Delta}{=} I(\Pi : X, a, b) = I(\Pi : X) + I(\Pi : a, b | X).
\]

As was discussed in the introduction, the second equality can be thought of as a decomposition of the information that the protocol \(\Pi\) gives on \(R_{g \circ U_n}\) (which is \(I(\Pi : X, a, b)\)), into information on the universal game (which is \(I(\Pi : X)\)), and information on \(R_g\) (which is \(I(\Pi : a, b | X)\)). In the following two lemmas, we show that the terms \(I(\Pi : X)\) and \(I(\Pi : a, b | X)\) behave as expected.

**Lemma 4.5.6.** \(I(\Pi : X) \geq n\).

**Lemma 4.5.7.** \(I(\Pi : a, b | X) \geq \log L(g) - O\left(\frac{m \cdot \log m}{n}\right)\).

We prove the lemmas in the following two subsections.

### 4.6 Proof of the Central Lemmas

In this section we prove the main lemmas required to establish Theorem Theorem 4.2.1.

**Proof of Lemma Lemma 4.5.6**

We prove that \(I(\Pi : X) \geq n\). As discussed above, the intuition for the lower bound \(I(\Pi : X) \geq n\) is that by the end of the protocol, Alice and Bob must be convinced that their matrices agree on at least one row, and we will show that this requires transmitting
\( n \) bits of information. By the definition of mutual information, it holds that

\[
I(\Pi : X) = H(X) - H(X|\Pi) = m \cdot n - H(X|\Pi).
\]

Thus, it suffices to prove that \( H(X|\Pi) \leq (m - 1) \cdot n \). We prove the following stronger claim: for every fixed transcript \( \pi \) in the support of \( \Pi \), the number of matrices that are supported by \( \pi \) is at most \( 2^{(m-1) \cdot n} \).

Fix a transcript \( \pi \), and let \( T \) be the set of matrices \( X \) that are supported by \( \pi \) (see Definition 4.5.4). We prove the following claim on \( T \), which is equivalent to saying that Alice and Bob must be convinced that their matrices agree on at least one row.

**Claim 4.6.1.** *Every two matrices \( X, X' \) in \( T \) agree on at least one row.*

**Proof.** We use a standard “fooling set” argument. Let \( X_{\pi} \times Y_{\pi} \) denote the rectangle that corresponds to \( \pi \). Suppose, for the sake of contradiction, that there exist \( X, X' \in T \) that do not agree on any row. By definition of \( T \), it follows that there exist strings \( a, b \in \{0, 1\}^m \) of even and odd weights respectively such that \((X, a) \in X_{\pi} \) and \((X', b) \in Y_{\pi} \). In particular, this means that if we give Alice and Bob the inputs \((X, a)\) and \((X', b)\) respectively, the resulting transcript of the protocol will be \( \pi \).

However, this is a contradiction: on the one hand, \( \pi \) is a transcript on which the protocol outputs \( \bot \), since it was generated by the distribution \( \mu \). On the other hand, the players are not allowed to output \( \bot \) on inputs \((X, a), (X', b)\), since \( X \) and \( X' \) differ on all their rows, and in particular differ on the all the rows \( j \) for which \( a_j \neq b_j \). The claim follows. \( \square \)

We conclude the proof of Lemma 4.5.6 by applying to \( T \) the following combinatorial lemma, which is a corollary of [75, Theorem 1]. For completeness, we provide a proof in the full version of this paper, which rephrases a proof of [4].
Lemma 4.6.2. Let $S \subseteq \{0,1\}^{m \times n}$ be a set of matrices such that every two matrices agree on at least one row. Then, $|S| \leq 2^{(m-1)n}$.

Proof of Lemma Lemma 4.5.7

We prove that $I(\Pi : a, b|X) \geq \log L(g) - O\left(\frac{m \cdot \log m}{n}\right)$. To this end, we define the notion of “good” and “bad” matrices $X$, which intuitively are matrices for which the protocol solves $R_g$ and does not solve $R_g$ respectively. We will then show that good matrices contribute have a high information cost, while bad matrices occur with low probability and therefore do not affect the information cost by much.

We start by defining the notion that a string is good for a leaf $\ell$. Intuitively, $a \in g^{-1}(0)$ is good for a leaf $\ell$ if, when the protocol reaches the leaf $\ell$ and Alice is given the string $a$, Alice “almost knows” an index $j$ such that $a_j \neq b_j$. More specifically, Alice knows a small set $J \subseteq [m]$ that contains a coordinate $j$ on which $a_j \neq b_j$.

Definition 4.6.3. Let $\ell$ be a leaf of $\Pi$, and let $a \in g^{-1}(0)$ be a string supported by $\ell$. We say that $a$ is good for $\ell$ if there exists a set $J \subseteq [m]$ such that $|J| < t = \frac{6m}{n} + 2$, and such that the following holds: for every $b \in g^{-1}(1)$ that is supported by $\ell$, there exists $j \in J$ such that $a_j \neq b_j$.

If $a$ is not good for $\ell$, we say that it is bad for $\ell$. Alternatively, we say that $a$ is bad for $\ell$ if for every set $J$ of size at most $t$, there exists $b \in g^{-1}(1)$ that is supported by $\ell$ such that $a|_J = b|_J$. This definition is inspired by [79].

Definition 4.6.4. Let $\ell$ be a leaf of $\Pi$ and let $X_\ell \times Y_\ell$ be its rectangle. A matrix $X \in \{0,1\}^{m \times n}$ is good for $\ell$ if for every $a$ such that $(X, a) \in X_\ell$, it holds that $a$ is good for $\ell$. Otherwise, we say that $X$ is bad for $\ell$. We say that a matrix $X \in \{0,1\}^{m \times n}$ is good if it is good for all the leaves in $T_X$.

In the next two subsections, we will prove the following propositions, which together finish the proof of Lemma Lemma 4.5.7.

Proposition 4.6.5. For every good matrix $X$, it holds that $I(\Pi : a, b|X = X) \geq \log L(g) - t \cdot (\log m + 2)$. 
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Proposition 4.6.6. The probability that $X$ is a bad matrix is at most $2^{-m}$.

Proof of Proposition 4.6.5

Let $X$ be a good matrix. We prove that $I(\Pi : a, b|X = X) \geq \log L(g) - t \cdot (\log m + 2)$. We start by noting that

$$I(\Pi : a, b|X = X) \triangleq H(\Pi|X = X) - H(\Pi|a, b, X = X) = H(\Pi|X = X)$$

where the second equality holds since the transcript $\Pi$ is determined by $a, b,$ and $X$. Thus, it suffices to lower bound the entropy $H(\Pi|X = X)$.

Next, observe that by the definition of $\mu$, it holds that conditioned on $X = X$, the transcript $\Pi = \Pi((X, a), (X, b))$ is distributed uniformly over the leaves of $T_x$. Therefore, it suffices to prove that the tree $T_x$ has at least $2^{-t \cdot (\log m + 2)} \cdot L(g)$ leaves. Let $s$ denote the number of leaves of $T_x$. We prove the lower bound on $s$ by reduction to $R_g$: we show that, using $T_x$, one can construct a protocol $\Pi_x$ for $R_g$ of size $L(\Pi_x) \leq 2^{t \cdot (\log m + 2)} \cdot s$, and this would imply the required bound.

The protocol $\Pi_x$ for $R_g$ is defined as follows: When Alice and Bob get inputs $a$ and $b$ respectively, they invoke the protocol $\Pi$ on inputs $(X, a)$ and $(X, b)$ respectively, thus reaching a leaf $\ell$. Since $X$ is a good matrix, it follows that $a$ is good for $\ell$. This implies that there exists a set $\mathcal{J} \subseteq [m], |\mathcal{J}| < t$, such that $a|\mathcal{J} \neq b'|\mathcal{J}$ for every $b'$ that is supported by $\ell$. Alice now sends the set $\mathcal{J}$ and the string $a|\mathcal{J}$ to Bob, and Bob replies with $b|\mathcal{J}$. At this point, they both know a coordinate on which $a$ and $b$ differ, and the protocol ends.

The correctness of the protocol $\Pi_x$ is easy to verify. To analyze its size, observe that after reaching the leaf $\ell$, Alice and Bob transmit at most $t \cdot (\log m + 2)$ bits. This implies that the protocol tree of $\Pi_x$ can be obtained from the tree $T_x$ by replacing each leaf with a binary tree with at most $2^{t \cdot (\log m + 2)}$ leaves. It follows that $L(\Pi_x) \leq 2^{t \cdot (\log m + 2)} \cdot s$, as required.
Proof of Proposition 4.6.6

We prove that the probability that \( X \) is a bad matrix is at most \( 2^{-m} \), or in other words, that there are at most \( 2^{-m} \cdot 2^{m-n} \) bad matrices. The intuition for the proof is the following: Recall that Alice and Bob output \( \bot \), and this means that they have to be convinced that their matrices agree on some row \( j \) for which \( a_j \neq b_j \). However, when \( X \) is bad, Alice and Bob do not know an index \( j \) such that \( a_j \neq b_j \) at the end of the protocol. This forces them to agree on many rows, and they can only do so for few matrices. Details follow.

Without loss of generality, we may assume that

\[
\text{L}(\Pi) \leq \text{L}(g) \cdot 2^n \leq 2^{m+n},
\]

since otherwise Theorem 4.2.1 would follow immediately. Next, recall that a matrix \( X \) is bad if and only if it is supported by a leaf \( \ell \) and a string \( a \in g^{-1}(0) \) such that \( a \) is bad for \( \ell \). Therefore, it suffices to prove that every such pair of a leaf \( \ell \) and a string \( a \) are “responsible” for at most \( 2^{-(3-m+n)} \cdot 2^{m-n} \) bad matrices. This would imply that there are at most \( 2^{-m} \cdot 2^{m-n} \) bad matrices, by taking union bound over all leaves of \( \Pi \) (at most \( 2^{m+n} \)) and all strings \( a \) (at most \( 2^m \)).

Fix a leaf \( \ell \) of \( \Pi \) and a string \( a \in g^{-1}(0) \). Let \( \mathcal{T} \) be the set of matrices that are supported by \( \ell \) and \( a \). We prove that \( |\mathcal{T}| \leq 2^{-(3-m+n)} \cdot 2^{m-n} \). Our proof works in two steps: first, we define a combinatorial property of sets of matrices, called the \( h \)-agreement property, and show that \( \mathcal{T} \) has this property. This property embodies the intuition that Alice and Bob must agree on many rows. Then, we prove a combinatorial lemma that upper bounds the size of sets of matrices that have the \( h \)-agreement property.

**Definition 4.6.7.** Let \( S \subseteq \{0, 1\}^{m \times n} \) be a set of matrices, and let \( h \in \mathcal{N} \). We say that \( S \) satisfies the \( h \)-agreement property if for every set \( J \subseteq [m] \) such that \( |J| < h \), there exists a matrix \( Y^J \), such that every matrix \( X \in S \) agrees with \( Y^J \) on a row outside \( J \).
We now show that $T$ satisfies the $h$-agreement property for $h = t$. The intuition for this claim is the following: at the leaf $\ell$, the protocol outputs $\perp$, and therefore Alice and Bob must be convinced that their matrices agree on at least one row $j$ such that $a_j \neq b_j$. However, Alice does not know an index $j \in [m]$ such that $a_j \neq b_j$, and cannot even isolate it to a small set $J$ (since $a$ is bad for $\ell$). Therefore, for every small set $J$, Alice must be convinced that her matrix agrees with Bob’s matrix on some row outside $J$.

**Claim 4.6.8.** $T$ satisfies the $t$-agreement property.

**Proof.** Let $J \subseteq [m]$ be a set such that $|J| < t$, and let $X_\ell \times Y_\ell$ be the rectangle of $\ell$. Since $a$ is bad for $\ell$, there exists some $b \in g^{-1}(1)$ that is supported by $\ell$ such that $a|_J = b|_J$. This implies that there exists some matrix $Y$ such that $(Y, b) \in Y_\ell$. We set $Y^J \triangleq Y$, and prove that every matrix $X \in T$ agrees with $Y$ on a row outside $J$.

Let $X \in T$. This implies that $(X, a) \in X_\ell$, and therefore, if we give to Alice and Bob the inputs $(X, a)$ and $(Y, b)$ respectively, the protocol will reach the leaf $\ell$. Now, recall that $\ell$ outputs $\perp$, and therefore, there must exist some $j \in [m]$ such that $a_j \neq b_j$ but $X_j = Y_j$. However, we know that $a|_J = b|_J$, and therefore $j \notin J$. It follows that $X$ and $Y$ agree on a row outside $J$, as required. 

To upper bound the size of $T$, we use the following combinatorial lemma, whose proof can be found in Section 2.7 of [72].

**Lemma 4.6.9.** Let $S$ be a set of matrices which satisfies the $h$-agreement property. Then,

$$|S| \leq \frac{m!}{(m-h)!} \cdot 2^{(m-h) \cdot n}.$$  

By combining Claim 4.6.8 and Lemma Lemma 4.6.9 it is easy to show that $|T| \leq \frac{1}{2^m \cdot m^n} \cdot 2^{m \cdot n}$, as required.
Chapter 5

Applications to Streaming: Tight Space Bounds for Frequency Moments

In the turnstile model of data streams, an integer vector $x$ is initialized to $0^n$ and undergoes a long sequence of additive updates to its coordinates. The $t$-th update in the stream has the form $x_i \leftarrow x_i + \delta_t$, where $\delta_t$ is an arbitrary (positive or negative) integer. At the end of the stream we are promised that $x \in \{-M, -M + 1, \ldots, M\}^n$ for some bound $M$ which is typically assumed to be at least $n$ (and which we assume here).

Approximating the frequency moments $F_p = \sum_{i=1}^n |x_i|^p$ is one of the most fundamental problems studied in data streams, starting with the seminal work of Alon, Matias, and Szegedy [5]. The goal is to output a number $\hat{F}_p \in [(1 - \varepsilon)F_p, (1 + \varepsilon)F_p]$ with probability at least $1 - \delta$ using as little memory in bits as possible. It is known that for $0 < p \leq 2$, $\Theta(\varepsilon^{-1} \log(M) \log 1/\delta)$ bits of space is necessary and sufficient [98, 97]. Obtaining this optimal bound required a number of ideas, on the upper bound front from $p$-stable distributions [90] to Nisan’s pseudorandom generator [90] to FT-Mollification [98], and on the lower bound front from gap-Hamming [91] to augmented indexing [56] to indexing with low error [97]. These ideas have been the basis of many other streaming algorithms and
lower bounds, with connections to other areas, e.g., linear algebra\cite{146,55} and information complexity\cite{51,30}.

Perhaps surprisingly, for \( p > 2 \) a polynomial (in \( n \)) amount of space is required\cite{139,15,49}. The best known upper bound is due to Ganguly and achieves space

\[
O(n^{1-2/p} \epsilon^{-2} \log n \cdot \log(M) \log(1/\delta)) \left/ \min(\log n, \epsilon^{p-2}) \right).
\]

In the case that \( \epsilon \leq 1/\text{poly}(\log n) \), this simplifies to \( O(n^{1-2/p} \epsilon^{-2} \log M \log(1/\delta)) \). On the other hand, if \( \epsilon \) is a constant, this simplifies to \( O(n^{1-2/p} \log n \log M \log(1/\delta)) \). The latter complexity is also achieved by algorithms of\cite{7,6}. The lower bound, on the other hand, for any \( \epsilon, \delta \) is only \( \Omega(n^{1-2/p} \epsilon^{-2} \log M) \)\cite{118}. A natural question is whether there are algorithms using less space and achieving a high success probability, that is, if one can do better than just repeating the constant probability data structure and taking a median of \( \Theta(\log 1/\delta) \) independent estimates. While there is some work on tightening the bounds in the context of linear sketches over the reals\cite{8,118}, these lower bounds do not yield lower bounds in the streaming setting; for more discussion on this, see below.

**Our Results.** We show that for any \( \epsilon \in (0,1) \), any \( \delta \geq 2^{-o(n^{1/p})} \), and constant \( p > 2 \), any algorithm obtaining a \((1+\epsilon)\)-approximation to \( F_p \) in the turnstile streaming model requires \( \Omega(n^{1-2/p} \epsilon^{-2} \log M \log(1/\delta)) \) bits of space. In light of the upper bounds above, our lower bound is optimal for any \( \epsilon \leq 1/\text{poly}(\log n) \). As argued in\cite{118}, this is an important regime of parameters. Namely, if \( \epsilon = 1\% \), we have that for, e.g., \( n = 2^{32}, \epsilon^{-1} \geq \log n \).

Our result is a direct strengthening of the \( \Omega(n^{1-2/p} \epsilon^{-2} \log M) \) lower bound of\cite{118} which cannot be made sensitive to the error probability \( \delta \). Moreover, even for constant \( \epsilon \), our lower bound of \( \Omega(n^{1-2/p} \log M \log(1/\delta)) \) bits improves prior work by a \( \log(1/\delta) \) factor. We note that for constant \( \epsilon \), the upper bounds still have space \( O(n^{1-2/k} \log n \log M \log(1/\delta)) \) bits, so while we obtain an improvement, there is still a gap in this case.
While the ultimate goal in this line of research is to obtain tight space bounds simultaneously for any $\varepsilon, \delta \in (0, 1)$ and $p > 2$, our result is the first to obtain tight bounds simultaneously in $\varepsilon$ and $\delta$ for a wide range of parameters. Our proof technique is also quite different than previous work. This seems necessary as the problem considered in [118] has a protocol with information cost $O(n^{1-2/p}\varepsilon^{-2}\log M)$ with 0 error probability, which can be compressed to a protocol with this amount of communication and exponentially small error probability. A description of this protocol, explaining why the problem considered in [118] does not give stronger lower bounds, can be found in the full version of this paper (see the appendix chapter).

Our Techniques. A Communication Problem: Our result is obtained by proving a lower bound for a promise version of $k$-party set disjointness in the public-coin simultaneous model of communication. In this model there are $k$ players each with a bit string $x^i \in \{0, 1\}^n, i \in [k] = \{1, 2, \ldots, k\}$, who are promised that their inputs satisfy one of the following cases:

- (NO instance) for all $j \in [n]$, the number of $i \in [k]$ for which $x^{i}_j = 1$ is distributed as $\text{Bin}(k, 1/k)$, or
- (YES instance) there is a unique $j^* \in [n]$ for which $x^i_{j^*} = 1$ for all $i \in [k]$, and for all $j \neq j^*$, the number of $i \in [n]$ for which $x^i_j = 1$ is distributed as $\text{Bin}(k, 1/k)$.

The players simultaneously send a message $M^i(x^i, R)$ to a referee, where $R$ is a public-coin that the players share. The referee then outputs a function $f(M^1(x^1, R), \ldots, M^k(x^k, R), R)$, which should equal 1 if the inputs form a YES instance, and equal 0 otherwise. Notice that if $X \sim \text{Bin}(k, 1/k)$, then $\Pr[X > \ell] \leq (e/\ell)^\ell$, and so by a union bound for all coordinates $j$ in a NO instance, the number of $i \in [k]$ for which $X^i_j = 1$ is $O(\log n / \log \log n)$. Thus, for $k = \Omega(\log n / \log \log n)$, and in fact $k = n^\Omega(1)$ in our reduction, NO and YES instances are distinguishable.
We first show an $\Omega(n \min(\log 1/\delta, \log k)/k)$ total communication lower bound for any protocol which succeeds with probability at least $1 - \delta$ in solving this promise problem in the public-coin simultaneous model of communication (SMP). To do so, we use the information complexity paradigm, first proving a direct sum theorem and then proving a lower bound on the $\delta$-error SMP complexity of a primitive problem (the $k$-party AND function with the aforementioned promise).

The lower bound for the primitive problem involves lower bounding the information a player’s message reveals about his/her input in a NO instance, which is an independent bit with bias $1/k$. To get a handle on this, we ask how many independent messages (over a player’s private randomness) the player would need to send for someone to be able to tell if his/her input is 0 or 1. We use the product structure of Hellinger distance to lower bound this quantity, and relate it back to the amount of information a single message of the player reveals via the Maximum Likelihood Estimation principle. This quantity differs from player to player but we again use the product structure of Hellinger distance to show the total information revealed across all players is large.

The proof above does not give a lower bound stronger than $\Omega(n \min(\log 1/\delta, \log k)/k)$ since in this case $O(1)$ players can send their entire input to the referee (assuming $k = n^{\Omega(1)}$), and parts of the argument above require that not all information about a player’s input is revealed. To obtain our stronger bound of $\Omega(n \log(1/\delta)/k)$ for any $\delta \geq 2^{-o(1/p)}$, we restrict all players to have the same (randomized) message function, which implies that if one player sends his/her input to the referee, then all $k$ players send their input to the referee, resulting in much higher communication. This same message function restriction turns out to be possible in our reduction, see below.

A Reduction to Streaming: To lower bound the space complexity of a streaming algorithm we need a way of relating it to the communication cost of a protocol for this disjointness problem. We use a recent result of Li, Nguyen, and Woodruff [117] showing
there is a near-optimal streaming algorithm for any problem in the turnstile model which can be implemented by maintaining $A \cdot x$ in the stream, where $A$ is a matrix with poly($n$)-bounded integer entries, and $A$ is sampled from a fixed set of $O(n \log m)$ hardwired matrices. In [117] near-optimal meant up to an $O(\log n)$ multiplicative factor in space, which would not suffice here. However, their proof shows if one maintains $A \cdot x \mod q$, where $q$ is a vector of integers one for each coordinate (which depends on $A$ but not on $x$), then this is optimal up to a constant factor. Notice that this need not be optimal for a specific family of streams, such as those arising in our communication game, though we use the fact that by results in [117] an algorithm which succeeds with good probability for any fixed stream has this form, and therefore we can assume this form in our reduction. This implies a public-coin simultaneous protocol since the players can use the public coin to choose an $(A, q)$ pair, then each communicate $A \cdot x^i \mod q$ to the referee, who can combine these (using linearity) to obtain $A \cdot (\sum_{i=1}^{k} x^i) \mod q$. This simulation also implies all players have the same message function, even conditioned on the public coin, i.e., it does not depend on the identity of the player.

We stress that the use of a public-coin simultaneous communication model is essential for our result, as there is an $O(n/k)$ total communication upper bound with exponentially small error probability in the one-way communication model (in which player 1 talks to player 2, who talks to player 3, etc., and player $k$ announces the output) for this disjointness problem. The idea is similar to the multi-round 2-player protocol of Håstad and Wigderson [81], in which the players interpret the public coin as a sequence of random subsets of $[n]$ and use it to whittle down their sets until they find the intersection. A proof of this can be found in the full version of this paper (see appendix).

Given this reduction, one of the player’s messages must be $\Omega(n \log(1/\delta)/k^2)$ bits long, which lower bounds the space complexity of the streaming algorithm. By setting $k = \varepsilon n^{1/p}$, and by having the referee add $n^{1/p}e_{j^*}$ to the stream, where $e_{j^*}$ is the standard unit vector in direction $j^*$, one can show with probability $1 - \delta$, YES and NO instances differ
by a \((1 + \varepsilon)\)-factor in \(F_p(x)\). This is true even given our relaxed definition of disjointness, in which we allow some coordinates to be as large as \(\Theta(\log n / \log \log n)\), provided the average of the \(k\)-th powers of these coordinates is \(\Theta(1)\).

We are not done though, as we seek an extra \(\log M\) factor in the lower bound, and for this we superimpose \(\Theta(\log M)\) independent copies of this problem at different scales, in a similar way as done for communication problems in previous work [118], and ask the referee to solve a random scaling. There are some technical differences needed to execute this approach in the high \((1 - \delta)\) probability regime.

Related Work: We summarize the previous work on this problem in Table 5.1.

<table>
<thead>
<tr>
<th>(F_p) Algorithm</th>
<th>Space Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>[89]</td>
<td>(O(n^{1-2/p}e^{-O(1)} \log^{O(1)} n \log(M)))</td>
</tr>
<tr>
<td>[24]</td>
<td>(O(n^{1-2/p}e^{-2-4/p} \log n \log^2(M)))</td>
</tr>
<tr>
<td>[126]</td>
<td>(O(n^{1-2/p}e^{-O(1)} \log^{O(1)} n \log(M)))</td>
</tr>
<tr>
<td>[7]</td>
<td>(O(n^{1-2/p}e^{-2-6/p} \log n \log(M)))</td>
</tr>
<tr>
<td>[42]</td>
<td>(O(n^{1-2/p}e^{-2-4/p} \log n \cdot g(p, n) \log(M)))</td>
</tr>
<tr>
<td>[6]</td>
<td>(O(n^{1-2/p}e^{-2} \log n \log(M) \epsilon^{-O(1)}))</td>
</tr>
<tr>
<td>[69], Best upper bound</td>
<td>(O(n^{1-2/p}e^{-2} \log n \cdot \log(M) / \min(\log(n, \epsilon^{4/p-2}))))</td>
</tr>
<tr>
<td>[5]</td>
<td>(\Omega(n^{1-5/p}))</td>
</tr>
<tr>
<td>[152]</td>
<td>(\Omega(\epsilon^{-2}))</td>
</tr>
<tr>
<td>[15]</td>
<td>(\Omega(n^{1-2/p}e^{-2/p})), any constant (\gamma &gt; 0)</td>
</tr>
<tr>
<td>[49]</td>
<td>(\Omega(n^{1-2/p}e^{-2/p}))</td>
</tr>
<tr>
<td>[153]</td>
<td>(\Omega(n^{1-2/p}e^{-4/p} / \log^{O(1)} n))</td>
</tr>
<tr>
<td>[70]</td>
<td>(\Omega(n^{1-2/p}e^{-2} / \log n))</td>
</tr>
<tr>
<td>[118]</td>
<td>(\Omega(n^{1-2/p}e^{-2} \log(M)))</td>
</tr>
</tbody>
</table>

Table 5.1: Results are in bits and for constant \(p > 2\). The results are stated for constant probability; all results can be made to achieve \(1 - \delta\) success probability by repeating the data structure independently \(O(\log 1/\delta)\) times and taking the median of estimates; this blows up the space by a multiplicative \(O(\log 1/\delta)\) factor. Here, \(g(p, n) = \min_{c\text{ constant}} g_c(n)\), where \(g_1(n) = \log n, g_c(n) = \log(g_{c-1}(n)) / (1 - 2/p)\). We start the upper bound timeline with [89], since that is the first work which achieved an exponent of \(1 - 2/p\) for \(n\). For earlier works which achieved worse exponents for \(n\), see [5, 57, 66, 67]. We note that [5] initiated the problem and obtained an \(O(n^{1-1/p}e^{-2} \log(M))\) bound in the insertion-only model (see also [43, 41] for work in the insertion model).
A few papers [9, 132, 118] study the “sketching model” of $F_p$-estimation in which the underlying vector $x$ is in $\mathbb{R}^n$, rather than in the discrete set $\{-M, -M + 1, \ldots, M\}^n$. The goal is to design a distribution over linear maps $A : \mathbb{R}^n \to \mathbb{R}^s$, for some $s \ll n$, so that for any fixed vector $x \in \mathbb{R}^n$, one can $(1 + \varepsilon)$-approximate $\|x\|_p$ with constant probability by applying an estimation procedure $E : \mathbb{R}^s \to \mathbb{R}$ to $Ax$. We want the smallest $s$ for a given $\varepsilon$ and $n$. Lower bounds in the sketching model do not imply lower bounds in the turnstile model; this is even true given the recent work [117] characterizing turnstile streaming algorithms as linear sketches. The main issue is that dimension lower bounds in the sketching model are shown for input vectors over the reals, while it is conceivable that a linear sketch with fewer dimensions does in fact exist if the input is restricted to be in the integer box $\{-M, -M + 1, \ldots, M + 1\}^n$. For instance, the inner product of $x$ with the single vector $(1, 1/(M + 1), 1/(M + 1)^2, \ldots, 1/(M + 1)^{n-1})$ is enough to recover $x$, so a sketching dimension of $s = 1$ suffices. What we are really interested in is a linear sketch with polynomially bounded integer entries, and it is an open question to transport dimension lower bounds in the sketching model to space lower bounds in the turnstile streaming model.

Other related work is that of Jayram and Woodruﬀ [97] which gives lower bounds in terms of $\delta$ for $F_p$ for $p \leq 2$. This regime, as mentioned, is fundamentally different and the communication problems there are based on two-player gap-Hamming and Index problems, which have hard product distributions. In contrast we study multi-player communication problems under non-product distributions.

There is also work on direct sums by Molinaro, Woodruﬀ, and Yaroslavtsev [125], which shows that for some problems, solving all $n$ copies of the problem simultaneously with probability $2/3$, is as hard as solving each copy independently with probability $1 - 1/n$. The techniques in that paper do not seem to apply here, since we are interested in solving an OR rather than all copies, and so the output reveals a lot less information about
the inputs. As observed in [46], there is a quite substantial difference in solving the OR versus all copies of a problem.

Braverman and Oshman (private communication) recently obtained an $\Omega(\log k)$ lower bound on the (multi-round) Number-In-Hand communication complexity of the $k$-party AND function. Of course, this lower bound applies in particular to simultaneous protocols and is much stronger than the one proven in this paper ($\Omega \left( \log(1/\delta)/k \right)$). However, this stronger lower bound holds only for distributions which (prohibitively) violate the promise required for our streaming application, and therefore their lower bound cannot be used to prove our main result.

Preliminaries and Useful Statistical Measures

We henceforth use $[-M, M]^n$ to denote the set $\{-M, \ldots, 0, \ldots, M\}^n$. Since the problem considered in this section is a multi-party communication problem, we will often use vector random variables. Thus, in this section we abuse the notation and reserve bold capital letters for random variables, and use calligraphic letters to sets (for example, $X \in \mathcal{X}$ represents a random variable with support $X$). We write $X \sim B(p)$ to denote a Bernoulli-distributed random variable, taking the value 1 with probability $p$ and 0 with probability $1 - p$.

We use the following distance measures in our arguments.

**Definition 5.1.10** (Total Variation distance and Hellinger distance). The Total Variation distance between two probability distributions $P, Q$ over the same universe $\mathcal{U}$ is $\Delta(P, Q) := \sup_A |P(A) - Q(A)|$, where $A$ ranges over all measurable events in the probability space.
The (squared) Hellinger distance between $P$ and $Q$ is denoted as

$$h^2(P, Q) = 1 - \sum_{x \in \mathcal{U}} \sqrt{P(x)Q(x)} = \frac{1}{2} \sum_{x \in \mathcal{U}} \left(\sqrt{P(x)} - \sqrt{Q(x)}\right)^2.$$ 

By a slight abuse of notation, we sometimes use the above distance measures with random variables instead of their underlying distributions. For example, if $A, B$ are two random variables in the joint probability space $p(a, b)$, then $\Delta(A, B) = \Delta(p(a), p(b))$, and $h(A, B) = h(p(a), p(b))$.

The following properties and relationships between the above measures will be used throughout the paper. For missing proofs see [14] and references therein.

**Fact 5.1.11** (Product structure of Hellinger distance). Let $P := P_1, \ldots, P_t$, $Q := Q_1, \ldots, Q_t$ be two product distributions over the same universe, (i.e., $P(x) = \prod_i P_i(x_i)$, $Q(x) = \prod_i Q_i(x_i)$). Then $h^2(P, Q) = 1 - \prod_{i=1}^t (1 - h^2(P_i, Q_i))$.

**Lemma 5.1.12** (Hellinger vs. Total Variation). For any two distributions $P, Q$ it holds that

$$h^2(P, Q) \leq \Delta(P, Q) \leq h(P, Q) \cdot \sqrt{2 - h^2(P, Q)}.$$

**Corollary 5.1.13.** If $\Delta(P, Q) \geq 1 - \alpha$, then $h^2(P, Q) \geq 1 - 2\sqrt{\alpha}$.

**Proof.** Rearranging the RHS inequality of Lemma 5.1.12 and substituting $x := h^2(P, Q)$, $C := \Delta(P, Q)$, we get the following quadratic equation: $x^2 - 2x + C^2 \leq 0$. Solving this equation for $x$ yields

$$h^2(P, Q) = x \geq 1 - \sqrt{1 - C^2} = 1 - \sqrt{(1 + C)(1 - C)} \geq 1 - 2\sqrt{1 - \sqrt{1 - C}} \geq 1 - 2\sqrt{\alpha},$$

where the last two inequalities follow since $1 - \alpha \leq C = \Delta(P, Q) \leq 1$. 

\[\square\]
We will need the following fact about the moments of sums of independent random variables (For a proof see [113] Corollary 3).

**Lemma 5.1.14** (Moments of sums of independent random variables). Let $X_1, X_2, \ldots, X_n$ be independent non-negative random variables, and define $X := \sum_{i=1}^n X_i$, $\Delta_\ell(X) := \left( \sum_i \mathbb{E}[X_i^\ell] \right)^{1/\ell}$.

Then for every $m > 1$,

$$
\left( \mathbb{E}[X^\ell] \right)^{1/\ell} \leq 3e \cdot \frac{m}{\log m} \cdot \max \{ \Delta_2(X), \Delta_m(X) \}.
$$

**Lemma 5.1.15** (Chebychev inequality for higher moments). For any $\lambda > 0$ and $m \geq 2$, it holds that $\Pr \left[ |X - \mathbb{E}[X]| > \lambda \cdot \sigma_m(X) \right] \leq \frac{1}{\lambda^m}$, where $\sigma_m(X) := \left( \mathbb{E}[|X - \mathbb{E}[X]|^m] \right)^{1/m}$.

**Fact 5.1.16.** If $x \leq \varepsilon$, then $\log(1 - x) \geq -\frac{x}{1 - e^{-x}}$. (The proof follows by the known inequality $\log(1 + y) \geq 1 - 1/y$).

**Fact 5.1.17** (Binary entropy). $\forall p \in [0, 1/2]$ , $H(p) \leq p \log(e/p) \leq 2p \log(1/p)$.

**Multiparty Communication and Information Complexity in the SMP Model**

We use the framework of communication complexity in the Simultaneous Message-Passing model:

**Definition 5.1.18** (Multiparty SMP Model). Let $P$ be a $k$-ary relation with domain $X^k := X_1 \times X_2 \times \ldots \times X_k$ and range $\mathcal{Z}$. In the SMP communication model, $k$ parties receive inputs $X_1, X_2, \ldots X_k$, jointly distributed according to some prior distribution $\mu$, and are allowed to share a public random tape $R$. Each of the players simultaneously sends a message $M_j(X_j, R)$ to an external party called the referee, and the referee needs to output an answer $v = v(M_1(X_1, R), \ldots, M_k(X_k, R), R)$ such that $v = 1$ iff $(X_1, \ldots X_k) \in P$.

The communication cost of an SMP protocol $\pi$ is the sum of the (worst-case) lengths of its messages $\|\pi\| := \sum_{j \in [k]} |M_j|$. For a fixed error parameter $\delta > 0$, the distributional SMP
communication complexity of a function $f$, denoted $\bar{D}_\mu^\delta(f)$, is the communication complexity of the cheapest deterministic SMP protocol which computes $f$ correctly with error at most $\delta$ under input distribution $\mu$.

The randomized SMP communication complexity of $f$, denoted $R(\delta, f)$, denotes the communication of the cheapest (public-coin) randomized SMP protocol which computes $f$ correctly with error at most $\delta$ on any input $x \in X^k$, under the randomness of the protocol $(R)$.

By Yao’s minimax theorem, $R(\delta, f) = \max_\mu \bar{D}_\mu^\delta(f)$, and therefore it suffices to prove our lower bound for some “hard” distribution $\mu$ in the distributional model.

**Remark 5.1.19.** To facilitate our proof techniques, we will sometimes need to give the referee an auxiliary input as well. In the distributional model, this input is jointly distributed with the inputs of the $k$ players. The referee’s answer is then a function of the $k$ messages he receives as well as his own input. As a convention, in our definitions we typically ignore this artificial feature of the model, and include it implicitly.

In this section we use the notion of (external) Information Cost (rather than internal). Recall that the external information cost of a protocol $\pi$ with respect to inputs $X_1, \ldots X_k \sim \mu$ is defined as

$$IC^\text{ext}_\pi(\mu) := I(\mu; X_1, \ldots X_k).$$

Again, when the distribution $\mu$ is clear from the context, we omit the subscript and simply write $I(\pi; X_1, \ldots X_k)$. The external information complexity of $f$ under $\mu$ is the least amount of information the players need to disclose to the referee about their inputs under $\mu$, if their SMP protocol is required to solve $f$ on every input with high probability:

$$IC^\text{ext}_\pi(\mu, f) := \inf_{\pi: \pi \text{ is an SMP protocol and } \forall (x_1, \ldots, x_k) \in X^k \Pr_{\pi}[\pi(x_1, \ldots, x_k) \neq f(x_1, \ldots, x_k)] \leq \delta} IC^\text{ext}_\pi(\mu).$$

**Remark 5.1.20.** (a) The requirement in the definition above that $\pi$ is correct everywhere, i.e., even outside the support of the distribution $\mu$, is crucial: Our lower bounds will rely on
analyzing the information cost of protocols under "trivial" distributions, and the only reason these lower bounds will be meaningful (in particular, non-zero) is that these protocols are required to succeed uniformly. (b) We remark that, unlike communication complexity, the usage of private randomness may be crucial to achieve low information cost, and therefore we assume $\pi$ is randomized even against a fixed prior distribution $\mu$.

Since one bit of communication can never reveal more than one bit of information, the external information cost of a protocol is always upper bounded by its communication:

**Fact 5.1.21.** For any $(k$-party) communication protocol $\pi$ and any distribution $\mu$, $\|\pi\| \geq \text{IC}_{\pi}^{\text{ext}}(\mu)$.

A special class of communication protocols are protocols in which players are restricted to use the same function when sending their messages to the referee. This class will be relevant to our main result.

**Definition 5.1.22 (Symmetric SMP protocols).** A $k$-party SMP protocol $\pi$ is called symmetric if for any fixed input $X = x$ and fixing of the public randomness $R = r$,

$$M_1(x, r) = M_2(x, r) = \ldots = M_k(x, r).$$

For a function $f$, we denote the distributional and randomized communication complexity of $f$ with respect to symmetric SMP protocols by $\bar{D}_{\mu}^{\text{SYM}, \delta}(f)$ and $R_{\delta}^{\text{SYM}}(f)$. Similarly, we denote by $\text{IC}_{\mu}^{\text{SYM}, \delta}(f)$ the (external) information complexity of $f$ with respect to symmetric SMP protocols.

### 5.2 Multiparty SMP complexity of Set-Disjointness

In this section we prove our lower bound on the SMP communication complexity of the $k$-party Set-Disjointness function. We obtain the following theorem.
Theorem 5.2.1 (SMP communication complexity of multiparty Set-Disjointness). For any \( \delta \geq n \cdot 2^{-k} \),
\[
R(\delta, \text{Disj}^n_k) \geq \Omega \left( n \cdot \min \left\{ \frac{\log(1/\delta)}{k}, \log k \right\} \right).
\]
\[
\overline{R}_\delta^{\text{SYM}}(\text{Disj}^n_k) \geq \Omega \left( n \cdot \min \left\{ \frac{\log(1/\delta)}{k}, \log k \right\} \right).
\]

Recall the \( k \)-party Set-Disjointness problem is defined as follows:

Definition 5.2.2 (\( \text{Disj}^n_k \)). Denote by \( \text{Disj}^n_k \) the multiparty Set-Disjointness problem in which \( k \) players each receive an \( n \)-dimensional input vector \( X_j = \{X_{j,i}\}_{i=1}^n \) (where \( X_{j,i} \in \{0, 1\} \)). By the end of the protocol, the referee needs to distinguish between the following cases:

- (The “NO” case) \( \forall \ i \in [n], \sum_j X_{j,i} < k \), or
- (The “YES” case) \( \exists \ i \in [n] \) for which \( \sum_j X_{j,i} = k \).

Denote \( \text{AND}_k(x_1, x_2, \ldots, x_k) := \wedge_{j=1}^k x_j \). Note that \( \text{Disj}^n_k(X_1, \ldots, X_k) = \bigvee_{i=1}^n \text{AND}_k(X_{i,1}, \ldots, X_{i,k}) \).

We start by defining a “hard” distribution for \( \text{Disj}^n_k \) which still satisfies the promise (gap) required for our streaming application. Consider the distribution \( \eta \) on \( n \)-bit string inputs, defined by the following process.

The distribution \( \eta \):

- For each \( i \in [n], j \in [k] \) set \( X_{j,i} \sim B(1/k) \), independently at random.

- Pick a uniformly random coordinate \( I \in_R [n] \).

- Pick \( Z \in_R \{0, 1\} \). If \( Z = 1 \), set all the values \( x_{j,i} \) to 1, for all \( j \in [k] \) (If \( Z = 0 \), keep all coordinates as before.).

- The referee receives the index \( I \) (this feature will only be used in Section 5.5).
Denote by $\eta_0$ the distribution of $\eta \mid Z = 0$, and by $\mu_0$ the projection of $\eta_0$ on a single coordinate (this is well defined since the distribution over all coordinates is i.i.d). In particular, notice that $\eta_0 = \mu_0^n$ is a product distribution, and for every $i \in [n]$, $\Pr_{\mu_0}[X_{i,j} = 1 \text{ for all } j \in [k]] = (1/k)^k$. Thus, by a union bound over all $n$ coordinates and our assumption on $\delta$,

$$\Pr_{\mu_0}[\text{Disj}_n^k(X_1, \ldots, X_k)] \leq n \cdot (1/k)^k \leq n \cdot 2^{-k} \leq \delta. \quad (5.1)$$

**Direct sum and the SMP complexity of AND$_k$**

To prove Theorem 5.2.1, we first use a direct sum argument, asserting that under product distributions, solving Set Disjointness is essentially equivalent to solving $n$ copies of the 1-bit AND$_k$ function. The following direct sum argument is well known (See e.g., [15]):

**Claim 5.2.3 (Direct sum for Disj$_k^n$).** For any $\delta \geq n \cdot 2^{-k}$, $\text{IC}_{\delta}(\eta_0, \text{Disj}_k^n) \geq n \cdot \text{IC}_{2\delta}^{\text{ext}}(\mu_0, \text{AND}_k)$.

We defer the proof of this claim to the full version of the paper (see appendix). With Claim 5.2.3 in hand, it suffices to prove that any (randomized) SMP protocol solving AND$_k$ with error at most $\delta$, must have a large information cost under $\mu_0$. This is the content of the next theorem, which is one of our central technical contributions.

**Theorem 5.2.4.** For every $\delta > 0$,

$$\text{IC}_{\delta}^{\text{ext}}(\mu_0, \text{AND}_k) \geq \Omega \left( \min \left\{ \log \frac{1}{\delta}, \frac{\log k}{k} \right\} \right) \quad \text{and} \quad \text{IC}_{\delta}^{\text{SYM}}(\text{AND}_k) \geq \Omega \left( \min \left\{ \log \frac{1}{\delta}, \log k \right\} \right).$$

**Proof.** Let $\pi$ be a (randomized) SMP protocol which solves AND$_k(X_1, \ldots, X_k)$ for all inputs in $\{0, 1\}^k$ with success probability at least $1 - \delta$. For the rest of the analysis, we fix the public randomness of the protocol. Indeed, proving the lower bound for every fixing of the tape suffices as the chain rule for mutual information implies $\text{IC}_{\delta}^{\text{ext}}(\mu_0) = \mathbb{E}_R[\text{IC}_{\pi,R}^{\text{ext}}(\mu_0)]$. For each player $j \in [k]$, let $M_j$ denote the transcript of player $j$’s message,
and let $M^j_0 := M_j|\{X_j = 0\}$, $M^j_1 := M_j|\{X_j = 1\}$ (note that if $\pi$ is further a symmetric protocol, then $M^j_0$ and $M^j_1$ are the same for every player $j \in [k]$). Since the $X_j$’s are independent under $\mu_0$, and therefore so are the messages $M_j$, the chain rule implies that $IC^{ext}_\pi(\mu_0) = \sum_{j=1}^k I(M_j;X_j)$. We shall argue that $\sum_{j=1}^k I(M_j;X_j) \geq \Omega\left(\frac{\log \frac{1}{\delta}}{k}, \log k\right)$, and if $\pi$ is further a symmetric protocol, then $\sum_{j=1}^k I(M_j;X_j) \geq \Omega\left(\frac{\log \frac{1}{\delta}}{k}, \log k\right)$. To this end, let us denote by

$$h^2(M^j_1, M^j_0) := 1 - z_j$$

the (squared) Hellinger distance between player $j$’s message distributions in both cases. There are two cases: If there is a player $j$ for which $z_j = 0$, then $h^2(M^j_1, M^j_0) = 1$, which means that $I(M_j;X_j) = H(X_j) = H(1/k) = \Omega(\log(k)/k)$ and thus $IC^{ext}_\pi(\mu_0, \text{AND}_k) \geq \Omega(\log(k)/k)$. Furthermore, if $\pi$ is symmetric, then $z_1 = z_2 = \ldots = z_j$, which in this case implies by the same reasoning that $I(M_j;X_j) = \Omega(\log(k)/k)$ for all players $j \in [k]$, and thus $IC^{SYM,\delta}_{\mu_0\text{AND}_k} \geq \Omega(\log k)$, as desired.

We may henceforth assume that all $z_j$’s are non-zero, and the rest of the analysis applies for general (not necessarily symmetric) SMP protocols. To this end, let us introduce one final notation: For a fixed input $X_j$, let $M^{\oplus t}_j$ denote (the concatenation of) $t$ independent copies of $M_j|X_j$ (so $M^{\oplus t}_j = (M^j_0)^t$ whenever $X_j = 0$ and $M^{\oplus t}_j = (M^j_1)^t$ whenever $X_j = 1$). By the conditional independence of the $t$ copies of $M_j$ (conditioned on $X_j$) and the product structure of the Hellinger distance (Fact 5.1.11), we have that for each $j \in [k]$, the total variation distance between the $t$-fold message copies in the “YES” and “NO” cases is at least

$$\Delta\left((M^j_1)^t, (M^j_0)^t\right) \geq h^2\left((M^j_1)^t, (M^j_0)^t\right) = 1 - (z_j)^t,$$

(5.2)
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where the first inequality follows from Lemma 5.1.12. Set $t_j = O(\log k / \log(1/z_j))$ (note that this is well defined as we assumed $z_j \neq 0$). Thus, for each player $j \in [k],$

$$\Delta\left( (M_j^t)^t, (M_j^0)^t \right) \geq 1 - \frac{1}{10k}, \quad (5.3)$$

Equation (5.3) implies that the error probability of the MLE predictor\(^1\) for predicting $X_j$ given $M_j^{\oplus t_j}$ is at most $\varepsilon := 1/(10k)$. Therefore, Fano’s inequality (Lemma 1.1.19) and the data processing inequality together imply that

$$\forall j \in [k], \quad I(M_j^{\oplus t_j}; X_j) \geq H(X_j) - H(\varepsilon) \geq H\left( \frac{1}{k} \right) - H\left( \frac{1}{10k} \right) \geq \Omega\left( \frac{\log k}{k} \right), \quad (5.4)$$

since $X_j \sim B(1/k)$ under $\mu_0$, and $H(1/(10k)) \leq \frac{2}{10k} \log(10k) \leq \frac{4}{5} k \log(k)$ by Fact 5.1.17.

Now, by the chain rule for mutual information (Fact 1.1.16) we know that

$$I(M_j^{\oplus t_j}; X_j) = \sum_{s=1}^{t_j} I((M_j)_s; X_j | (M_j)_{<s}) \leq \sum_{s=1}^{t_j} I((M_j)_s; X_j), \quad (5.5)$$

where the last inequality follows from Fact 1.1.14 as the messages $(M_j)_s$ and $(M_j)_{<s}$ are independent conditioned on $X_i$ (by construction). Notice that $(M_j)_s \sim M_j$ for all $s \in [t]$, as all the messages are equally distributed conditioned on $X_j$. Combining equations (5.4) and (5.5) therefore implies

$$I(M_j; X_j) \geq \Omega\left( \frac{\log k}{k \cdot t_j} \right) \geq \Omega\left( \frac{\log(1/z_j)}{k} \right), \quad (5.6)$$

recalling that $t_j = O(\log k / \log(1/z_j))$. Since (5.6) holds for any player $j \in [k]$, we have

$$\sum_{j=1}^{k} I(M_j; X_j) \geq \Omega\left( \frac{1}{k} \cdot \sum_{j=1}^{k} \log \left( \frac{1}{z_j} \right) \right). \quad (5.7)$$

\(^1\)That is, the predictor which given $M_j^{\oplus t} = m$, outputs $Y := \arg \max_{x \in \{0, 1\}} \Pr[(M_j)^t = m]$. 
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We finish the proof by showing that
\[
\sum_{j=1}^{k} \log \left( \frac{1}{z_j} \right) \geq \Omega(\log(1/\delta)).
\] (5.8)

To this end, we first claim that the correctness of \( \pi \) implies that the total variation distance between the transcript distributions of \( \pi \) on the input \( 0^k \) and on the input \( 1^k \) must be large (notice that below we crucially use the fact that our information complexity definition requires the protocol to be correct on all inputs, so in particular, a \( \delta \)-error protocol must distinguish with comparable error, between “YES” and “NO” inputs):

**Proposition 5.2.5.** \( \Delta(\pi(0^k), \pi(1^k)) \geq 1 - 2\delta. \)

**Proof.** Let \( \mathcal{Y} \) be the set of transcripts \( \tau \) for which \( \pi(\tau) = \text{AND}_k(1^k) = 1 \). By the correctness assumption, \( \Pr[\pi(1^k) \in \mathcal{Y}] \geq 1 - \delta \), and \( \Pr[\pi(0^k) \in \mathcal{Y}] \leq \delta \), so the above follows by definition of the total variation distance. \( \square \)

Since \( \mu_0 \) is a product distribution (the \( X_j \)'s are i.i.d), it holds that \( \pi(0^k) = \times_{j=1}^{k} M_0^j \), and \( \pi(1^k) = \times_{j=1}^{k} M_0^j \). Therefore, recalling that \( z_j := 1 - h^2(M_0^j, M_1^j) \), the product structure of the Hellinger distance (Fact 5.1.11) implies

\[
1 - \Pi_{j=1}^{k} z_j = 1 - \Pi_{j=1}^{k} (1 - h^2(M_0^j, M_1^j)) = h^2(\pi(0^k), \pi(1^k)) \geq 1 - 4\sqrt{\delta}
\] (5.9)

where the last transition follows from the combination of Proposition 5.2.5 with Corollary 5.1.13 (taken with \( \alpha = 2\delta \)). Rearranging (5.9), we get \( \Pi_{j=1}^{k} z_j \leq 4\sqrt{\delta} \), or equivalently,

\[
\sum_{j=1}^{k} \log \left( \frac{1}{z_j} \right) \geq \frac{1}{2} \log \left( \frac{1}{\delta} \right) - 2 = \Omega \left( \log 1/\delta \right),
\] (5.10)

as desired. Combining equations (5.8) and (5.7), we conclude that \( \text{IC}_{\pi}^{\text{ext}}(\mu_0) \geq \Omega \left( \frac{\log 1/\delta}{k} \right) \), which completes the proof of Theorem 5.2.4.

\( \square \)
Since communication is always lower bounded by information (Fact 5.1.21), combining Theorem 5.2.4 and Claim 5.2.3 directly implies Theorem 5.2.1:

**Corollary 5.2.6.** For any \( \delta \geq n \cdot 2^{-k} \),

\[
R(\delta, \text{Disj}_k^n) \geq \Omega \left( n \cdot \min \left\{ \frac{\log 1/\delta}{k}, \frac{\log k}{k} \right\} \right) \quad \text{and} \quad \bar{R}_\delta^{\text{SYM}}(\text{Disj}_k^n) \geq \Omega \left( n \cdot \min \left\{ \frac{\log 1/\delta}{k}, \log k \right\} \right).
\]

**Path-independent stream automata [117]**

As mentioned in the introduction, a central fact which facilitates our lower bound is the recent result of [117], asserting that in the turnstile streaming model, linear sketching algorithms achieve optimal space complexity, up to a logarithmic factor. Since we cannot even afford losing a \( \log n \) factor in our lower bound, we use the following intermediate result of [117], which shows that oblivious streaming algorithms are optimal up to a constant factor. The following exposition largely follows that of [117], from which a number of definitions also occur in the earlier work of [68].

The work of [117] considers problems in which the input is a vector \( x \in \mathbb{Z}^n \) represented as a data stream \( \sigma = (\sigma_1, \sigma_2, \ldots) \) in which each element \( \sigma_i \) belongs to \( \Sigma = \{e_1, \ldots, e_n, -e_1, \ldots, -e_n\} \) (where the \( e_i \)'s are canonical basis vectors) such that \( \sum_i \sigma_i = x \). We write \( x = \text{freq} \sigma \).

**Definition 5.3.7 (Deterministic stream automata).** A deterministic stream automaton \( \mathcal{A} \) is a deterministic Turing machine that uses two tapes, a one-way (unidirectional) read-only input tape and a (bidirectional) two way work-tape. The input tape contains the input stream \( \sigma \). After processing its input, the automaton writes an output, denoted by \( \phi_{\mathcal{A}}(\sigma) \), on the work-tape.

A configuration of a stream automaton \( \mathcal{A} \) is modeled as a triple \( (q, h, w) \), where, \( q \) is a state of the finite control, \( h \) the current head position of the work-tape and \( w \) the content of the work-tape. The set of configurations of a stream automaton \( \mathcal{A} \) that are reachable from the initial configuration \( o \) on some input stream is denoted by \( C(\mathcal{A}) \). A stream
automaton is a tuple \((n, C, o, \oplus, \phi)\), where \(n\) specifies the dimension of the underlying vector, \(\oplus : C \times \Sigma \to C\) is the configuration transition function, \(o\) is the initial position of the automaton and \(\phi : C \to \mathbb{Z}^{p(n)}\) is the output function and \(p(n)\) is the dimension of the output. For a stream \(\sigma\) we also write \(\phi(o \oplus \sigma)\) as \(\phi(\sigma)\) for simplicity.

The set of configurations of an automaton \(A\) that is reachable from the origin \(o\) for some input stream \(\sigma\) with \(\|\text{freq}\sigma\|_\infty \leq m\) is denoted by \(C(A, m)\). The space of the automaton \(A\) with stream parameter \(m\) is defined as \(S(A, m) = \log |C(A, m)|\). An algorithm is said to be a correct randomized algorithm with error probability \(\delta\) if for any fixed stream \(\sigma\) with \(\|\text{freq}\sigma\|_\infty \leq m\), with probability at least \(1 - \delta\) the algorithm outputs the correct answer to a relation \(P\) for the underlying vector \(x\) represented by \(\sigma\). Note that the streaming algorithm should be correct even if for a substream \(\sigma'\) of \(\sigma\) we have \(\|\text{freq}\sigma'\|_\infty > m\), provided that \(\|\text{freq}\sigma\|_\infty \leq m\). In this case we say \(A\) solves \(P\) on \(\mathbb{Z}_m^n\).

**Definition 5.3.8** (Path-independent stream automata). A stream automaton \(A\) is said to be path independent (PIA) if for each configuration \(s\) and input stream \(\sigma\), \(s \oplus \sigma\) is dependent only on \(\text{freq}\sigma\) and \(s\).

Suppose that \(A\) is a path independent automaton. We can define a function \(+ : \mathbb{Z}^n \times C \rightarrow C\) as \(x + a = a \oplus \sigma\), where \(\text{freq}\sigma = x\). Since \(A\) is a path independent automaton, the function \(+\) is well-defined. In [68] it is proved that

**Theorem 5.3.9.** Suppose that \(A\) is a path independent automaton with initial configuration \(o\). Let \(M = \{x \in \mathbb{Z}^n : x + o = 0 + o\}\), then \(M\) is a submodule of \(\mathbb{Z}^n\), and the mapping \(x + M \mapsto x + o\) is a set isomorphism between \(\mathbb{Z}^n/M\) and the set of reachable configurations \(\{x + o : x \in \mathbb{Z}^n\}\).

**Definition 5.3.10** (Randomized stream automata). A randomized stream automaton is a deterministic stream automaton with one additional tape for the random bits. The random bit string \(R\) is initialized on the random bit tape before any input record is read; thereafter the random bit string is used in a two way read-only manner. The rest of the execution proceeds as in a deterministic stream automaton.
A randomized stream automaton $A$ is said to be path-independent if for each randomness $R$ the deterministic instance $A_R$ is path-independent. The space complexity of $A$ is defined to be

$$S(A, m) = \max_R \{|R| + S(A_R, m)\}.$$ 

**Theorem 5.3.11 ([117] Theorems 9 and 10).** Suppose that a randomized algorithm $A$ solves a relation $P$ on any stream $\sigma$ with probability at least $1 - \delta$. There exists a randomized path-independent automaton ($PIA$) $B$ which solves $P$ on $\mathbb{Z}^n_m | m$ with probability at least $1 - 7\delta$ such that $S(B, m) \leq S(A, m) + O(\log n + \log \log m + \log \frac{1}{\delta})$. Further, the number of random bits used by the algorithm is is $O(\log 1/\delta + \log n + \log \log m)$.

Here we record the corollary of Theorem 5.3.11 that will be used in the proof of our main result (Theorem 5.5.1). To this end, we will need the following (refined) restatement of the SMP communication model used in our paper:

**Definition 5.3.12.** Let $P(x_1, \ldots, x_k)$ be a $k$-ary relation. In the public-coin SMP communication model, $k$ players receive inputs $x_1, \ldots, x_k \in \mathbb{Z}^n$ respectively, such that $x := \sum_j x_j \in \mathbb{Z}^n_m$ (for some $m \in \mathbb{N}$). The players share a public random tape $R$ of $O(\log 1/\delta + \log n + \log \log m)$ uniformly random bits. Each of the players simultaneously sends a message $M_j(x_j, R)$ to an external party called the referee, and the referee outputs an answer $v = v(M_1(x_1, R), \ldots, M_k(x_k, R), R)$, such that $\Pr_R[v = P(x_1, \ldots, x_k)] \geq 1 - \delta$. Recall that the symmetric SMP communication complexity of $P$ is $\overline{R}^{SYM}_\delta(P) := \min_{\pi: \pi \text{ is symmetric and } \delta \text{-solves } P} \sum_{j=1}^k |M_j(x_j, R)|$ where $| \cdot |$ denotes the worst-case length of the messages, over all choices of $x^1, \ldots, x^s$ and $R$.

**Corollary 5.3.13.** Let $P(x_1, \ldots, x_k)$ be a relation such that $\overline{R}^{SYM}_\delta(P) = c$. Let $A$ be a space-optimal streaming algorithm in the turnstile model from which the output of $A$ on an input stream $\sigma$ with underlying vector $x$, can be used to solve $P$ with probability at least $1 - \delta$. Then the space complexity of $A$ is at least $c/k$. 
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Proof. By Theorem 5.3.11, we can assume that \( A \) is a randomized path-independent automaton using \( O(\log 1/\delta + \log n + \log \log m) \) random bits. The players in the public-coin simultaneous model of communication can therefore use the public coin \( R \) to agree upon a deterministic path-independent automaton \( B \). Each player can run \( B \) on his/her local input vector \( x_j \), and transmit the state of \( B \) to the referee. Notice that each player uses the same function to compute his message, and therefore this SMP protocol is also symmetric. By Theorem 5.3.9, the referee can associate these states with elements of the quotient group \( \mathbb{Z}^n/M \), where \( M \) is determined from the description of \( B \) (which is in turn determined by \( R \)), and perform arithmetic in \( \mathbb{Z}^n/M \) to add up the states to obtain the result of the execution of \( B \) on the concatenation of streams \( \sigma^1, \ldots, \sigma^k \), where \( \sigma^j \) is a stream generating \( x_j \). It follows that \( B \) will be executed on \( \sigma \) with underlying vector \( x \), and by hypothesis can be used to solve \( P \) with probability at least \( 1 - \delta \). As \( k \) times the space complexity of \( B \) is the communication cost, the corollary follows.

5.4 The Augmented \( \text{Disj}^n_k \) problem

In this section we define the multiparty communication problem which we use as a proxy for our main lower bound. This communication problem is constructed using a fairly standard hardness-amplification technique ("augmentation") of the \( k \)-party Disjointness problem, in a similar fashion to the work of [118] (who used this technique for the \( L_\infty \) communication problem).

Definition 5.4.1 (Aug-\( \text{Disj}^n(r, k, \delta) \)). Aug-\( \text{Disj}(r, k, \delta) \) is the following \( k \)-party communication problem: The players receive \( r \) instances of \( \text{Disj}^n_k ":

\[
(X_1^1, \ldots, X_k^1), (X_1^2, \ldots, X_k^2), \ldots, (X_1^r, \ldots, X_k^r)
\]
In addition, the referee receives an index $T \in [r]$ which is unknown to the players, along with the last $(r - T)$ inputs $\{(X^t_1, \ldots, X^t_k)\}_{t=T+1}^r$. By the end of the protocol, the referee should output the answer to the $T$’th instance, i.e., the players need to solve $\text{Disj}_k^n(X^T_1, \ldots, X^T_k)$ with probability $1 - \delta$.

For convenience, we henceforth denote $(X^{<t}_1, \ldots, X^{<t}_k) := \{(X^\ell_1, \ldots, X^\ell_k)\}_{\ell=t+1}^r$, and $(X^{t}_1, \ldots, X^{t}_k), (X^{(t)}_1, \ldots, X^{(t)}_k)$ are defined analogously.

We now define a “hard” distribution $\nu$ for $\text{Aug-Disj}(r, k, \delta)$. To this end, recall the distributions $\eta, \eta_0$ for $\text{Disj}_k^n$ from Section 5.2. The index $T \in [r]$ is chosen independently and uniformly at random. All copies but the $T$’th copy are independently chosen according to the “NO” distribution for $\text{Disj}_k^n$, i.e., $(X^{(T)}_1, \ldots, X^{(T)}_k) \sim \eta_{r-1}^{t-1}$, while $(X^T_1, \ldots, X^T_k) \sim \eta$.

The next lemma asserts that the the $r$-augmented Disjointness problem under the distribution $\nu$ is $r$ times harder than solving a single instance $\text{Disj}_k^n$ under $\eta$.

**Lemma 5.4.2** (Direct Sum for $\text{Aug-Disj}(r, k, \delta)$).

$$R(\delta, \text{Aug-Disj}(r, k, \delta)) \geq r \cdot IC_{\text{ext}}(\eta_0, \text{Disj}_k^n).$$

**Proof.** The proof is essentially the same as that of Claim 5.2.3, using a standard “embedding” argument: Let $\Pi$ be a protocol for $\text{Aug-Disj}(r, k, \delta)$ under $\nu$, such that $\|\Pi\| = R(\delta, \text{Aug-Disj}(r, k, \delta))$. The $k$ players will use public randomness to sample a random $t \in_R [r]$ along with $(r - t)$ “dummy” inputs $(X^{>t}_1, \ldots, X^{>t}_k)$ where each copy is independently drawn from $\eta_0$, and “embed” their inputs $(x_1, \ldots, x_k) \sim \eta$ (to $\text{Disj}_k^n$) to the $t$’th coordinate of $\Pi$, having the referee set $T = t$. Since in the augmented problem player’s inputs to each of the $r$ copies are independent, and since $\eta_0$ is a product distribution, they can use private randomness to “fill in” their inputs to the rest of the coordinates $(X^{<t}_1, \ldots, X^{<t}_k)$ (for a formal argument see the essentially identical proof of Claim 5.2.3). This process defines a legal input $\{(X^\ell_1, \ldots, X^\ell_k)\}_{\ell=1}^r \sim \nu$ for $\Pi$, and so the players can now run $\Pi$ on this input and output its answer. Call this protocol $\pi$. By the premise $(X^{(T)}_1, \ldots, X^{(T)}_k) \sim \eta_0^{r-1}$, $\pi$
outputs the correct answer to the $t$’th copy with probability at least $1 - \delta$. Furthermore, we may analyze the information complexity of $\Pi$ under the distribution $\eta_0^r$ (notice that $\bar{D}_{\eta_0^r}(\text{Aug-Disj}(r, k, \delta)) = 0$ trivially, but we are analyzing the information cost of $\Pi$ which must be correct with probability $1 - \delta$ over all inputs!). We have

\[
\mathrm{IC}_\delta^\text{ext}(\eta_0^r, \text{Disj}_k^n) \leq \mathrm{IC}_\delta^\text{ext}(\eta_0) = I_{\eta_0}(\pi; x_1, \ldots, x_k)
\]

\[
= \mathbb{E}_{t \in [r]} [I_{\eta_0}(\Pi; X_1^t, \ldots, X_k^t)]] 
\]

\[
\leq \mathbb{E}_{t \in [r]} [I_{\eta_0}(\Pi; X_1^t, \ldots, X_k^t | X_1^{t'}, \ldots, X_k^{t'})] \quad \text{(By Lemma 1.1.14)}
\]

\[
= \frac{1}{r} \sum_{t=1}^r I_{\eta_0}(\Pi; X_1^t, \ldots, X_k^t | X_1^{t'}, X_2^{t'}, \ldots, X_k^{t'})
\]

\[
= \frac{1}{r} \cdot I_{\eta_0^r}(\Pi; (X_1^1, \ldots, X_k^1), (X_1^2, \ldots, X_k^2), \ldots, (X_1^r, \ldots, X_k^r))
\]

\[
\leq \frac{\|\Pi\|_r}{r} = \text{R}(\delta, \text{Aug-Disj}(r, k, \delta)),
\]

where the last equality follows from the chain rule for mutual information.

\[\blacksquare\]

### 5.5 Improved Space Bounds for Frequency Moments

Let $x \in \mathbb{R}^n$ represent a data stream in turnstile streaming model. We say that an algorithm solves the $(p, \varepsilon, \delta)$-Norm problem if its output $v$ satisfies $v \in (1 \pm \varepsilon)\|x\|_p^p$ with probability at least $1 - \delta$. Our main result is as follows:

**Theorem 5.5.1.** For any constant $p > 2$, there exists an absolute constant $\alpha > 1$ such that for any $\varepsilon > n^{-\Omega(1)}$ and $\delta \geq 2^{-o(n^{1/p})}$, any randomized streaming algorithm that solves the $(p, \varepsilon, \delta)$-Norm problem for $x \in [-M, M]^n$ where $M = \Omega(n^{\alpha/p})$, requires $\Omega\left(\varepsilon^{-2} \cdot n^{1-2/p} \log M \log 1/\delta\right)$ bits of space. In particular, the space complexity of any $\varepsilon$-approximate high-probability streaming algorithm (i.e, where $\delta = O(1/n)$) is at least $\Omega\left(\varepsilon^{-2} \cdot n^{1-2/p} \log n \log M\right)$.
Proof. Let \( s \) be the space complexity of a space-optimal streaming algorithm that solves the \((p, \varepsilon, \delta)\)-Norm. By Theorem 5.3.11, there is a path-independent streaming algorithm \( \mathcal{A} \) which solves \((p, \varepsilon, 7\delta)\)-Norm using \( s' = s + O(\log n + \log \log M + \log \frac{1}{\delta}) \) bits of space. We will show that \( \mathcal{A} \) can be used to (produce a symmetric SMP protocol) solving \( \text{Aug-Disj}(r, k, 18\delta) \) (on \( \mathbb{Z}_M^n \)), for \( r = (1 - 1/\alpha) \log_{10} M, k = \Theta(\varepsilon \cdot n^{1/p}) \), under the hard distribution \( \nu \). Corollary 5.3.13 then implies

\[
s' \geq \frac{\overline{R}^{\text{SYM}}(\text{Aug-Disj}(r, k, 18\delta))}{k} \geq \Omega \left( \frac{rn}{k} \cdot \min \left\{ \frac{\log 1/\delta}{k}, \log k \right\} \right) = \Omega \left( \min \left\{ \frac{n^{1-2\pi}(\log M) \log 1/\delta}{\varepsilon^2}, \frac{n^{1-1/p} \log n(\log M)}{\varepsilon} \right\} \right),
\]

where the second inequality follows from Lemma 5.4.2 and Corollary 5.2.6 (as in our regime of parameters \( \delta \geq n \cdot 2^{-k} = 2^{-\Omega(n^{1/p})} \)), and the last transition follows by substituting the values of the parameters \( k, M \) and noting that \( \log k = \Theta(\log n) \) in our regime. Since \( s' = s + O(\log n + \log \log M + \log \frac{1}{\delta}) \), the last equation implies that so long as \( \delta \geq 2^{-o(n^{1/p})} \),

\[
s \geq \Omega \left( \frac{n^{1-2\pi}(\log M) \log 1/\delta}{\varepsilon^2} \right), \quad \text{as claimed.}
\]

It therefore remains to prove that \( \mathcal{A} \) can be used to solve \( \text{Aug-Disj}(r, k, 18\delta) \) under the input distribution \( \nu \). To this end, recall that in the \( \text{Aug-Disj}(r, k, \delta) \) problem under the distribution \( \nu, k \) players receive \( r \) instances each, where all instances but a single random instance \( t \in_R [r] \) are independently distributed according to \( \eta_0 \), while \( (X_{1}^{t}, \ldots, X_{k}^{t}) \sim \eta \). The referee receives \( t \) along with \( (X_{1}^{t}, \ldots, X_{k}^{t}) \) and needs to solve \( \text{Disj}^n_k(X_{1}^{t}, \ldots, X_{k}^{t}) \), i.e., distinguish between the “NO” case and the “YES” case in definition 5.2.2. Recall that for every instance \( (X_{1}^{t}, \ldots, X_{k}^{t}) \), the referee also receives the “spiked” coordinate \( I^t \in [n] \) of this instance (see the definition of \( \eta, \eta_0 \) in Subsection 5.2). The players will use the PIA algorithm \( \mathcal{A} \) to design the SMP protocol \( \pi \) for \( \text{Aug-Disj} \) described in Figure 5.1.
The SMP protocol \( \pi \)

**Input:** \((X_1^1, \ldots, X_k^1), (X_1^2, \ldots, X_k^2), \ldots, (X_1^r, \ldots, X_k^r)\).

1. Set \( \gamma \leftarrow 4ep, \ C \leftarrow 10^t \cdot \gamma \cdot n^{1/p}, \ \rho \leftarrow (1 + \varepsilon)(E_p + (1 + 7\varepsilon)C_p) \) (\(E_p\) is defined below).

2. Each player \( j \in [k] \) locally defines \( Y_j^\ell := 10^{t-1} \cdot X_j^\ell \ \forall \ell \in [r] \), and generates the stream \( \sigma_j := Y_j^1, \ldots, Y_j^r \) according to his input, and sends the referee the message \( A(\sigma_j) \).

3. The referee locally computes \( A_{>t} := \sum_{j=1}^k A(Y_j^{t+1}, Y_j^{t+2}, \ldots, Y_j^r) \) where the addition is over the quotient ring \( \mathbb{Z}/M \) (and \( M \) is the module representing the kernel of the automaton \( A \)).

   Notice that he can do so as he has \( t \) and \((X_1^{>t}, \ldots, X_k^{>t})\).

4. The referee adds the value \( C \) to the “spiked” coordinate \( I^\ell \) of the \( \ell \)-th instance, for each \( \ell \in [r] \). Let \( C := C_1, \ldots, C_r \) denote the underlying stream representing this vector (notice that he can do so since he receives the “spiked” coordinate \( I^\ell \) of each instance).

5. The referee adds up the messages he receive from the players, over the quotient ring \( \mathbb{Z}/M \), and outputs 1 (“YES”) iff

\[
v := \left( \sum_{j=1}^k A(\sigma_j) \right) + A(C^{>t}) - A_{>t} > \rho.
\]

---

*See Section 5.2 for the formal definitions and statement.

Figure 5.1: An SMP protocol for Aug-Disj\((r, k, 18\delta)\) using the PIA \( A \)

We now turn to analyze the correctness of \( \pi \). For the rest of this analysis, we fix the value of the “special” coordinate \( T = t \). Notice that the value \( v \) the referee computes in \( \pi \) corresponds to the \( p \)-norm of the stream (with underlying frequency vector) \( z := (Y_1^{\leq t}, \ldots, Y_k^{\leq t}, C^{\leq t}) \). Furthermore, \( \|v\|_\infty \leq \left( \sum_{\ell=1}^t \sum_{j=1}^k Y_j^\ell \right) + C \leq \sum_{\ell=1}^r \sum_{j=1}^k 10^{t-1} + C \leq 10^r \cdot k + C \leq O(10^r \cdot n^{1/p}) \leq M \) for a sufficiently small constant \( \alpha > 1 \), by our assumption \( k \leq O(n^{1/p}), C \leq O(10^r \cdot n^{1/p}) \), and our assumption that \( M = \Omega(n^{\alpha/p}) \). Therefore, the correctness of the streaming algorithm \( A \) guarantees that the output \( v \) of the referee
satisfies
\[
\Pr \left[ v \notin (1 \pm \varepsilon)\|z\|_p^p \right] \leq 7\delta. \quad (5.11)
\]

Define \( L_i := \sum_{j \in [k]} \sum_{\ell \in [t]} Y_{j,i}^\ell + 1 \cdot C \), where \( 1_i \) is the indicator random variable for the event \( I = i \). In this notation, \( \|z\|_p^p = \sum_{i=1}^n (L_i)^p \). Recall that for any \( i \neq I \), both in the “NO” and “YES” distributions, \( X_{j,i}^\ell \sim B(1/k) \) independently of each other, and in particular, these \( L_i \)'s are independent random variables. We will need the following concentration bounds on the contribution of the \( L_i \)'s:

**Claim 5.5.2 (Concentration bounds).** It holds that:

- \( \mathbb{E}_{\eta_0} \left[ \sum_{i \neq I} (L_i)^p \right] \leq 2n \cdot 10^{tp}(2ep)^p \).

- For every \( m \in \mathbb{N} \),
  \[
  \sigma_m \left( \sum_{i \neq I} (L_i)^p \right) := \left( \mathbb{E} \left[ \left| \sum_{i \neq I} (L_i)^p - \mathbb{E} \left[ \sum_{i \neq I} (L_i)^p \right] \right|^m \right] \right)^{\frac{1}{m}} \leq n^{1/m} \cdot (4ep)^p \cdot 10^p.
  \]

- For every \( m \leq o(n^{1/p}) \), \( \Pr_{\eta_0} (L_I)^p \geq (1 + 7\varepsilon)C^p \leq \delta \).

We defer the proof of this technical claim to the end of this argument. In the following denote \( \mathcal{E}_p := \mathbb{E}_{\eta_0} \left[ \sum_{i \neq I} (L_i)^p \right] \) (note that \( \delta \) can be computed by the referee as it is public knowledge). Applying the generalized Chebychev’s inequality (Lemma 5.1.15) with \( m = \log 1/\delta \) and \( \lambda = 2 \), the first two propositions of Claim 5.5.2 guarantee that

\[
\Pr \left[ \left| \sum_{i \neq I} (L_i)^p - \mathcal{E}_p \right| > \varepsilon \cdot C^p \right] = \Pr \left[ \left| \sum_{i \neq I} (L_i)^p - \mathbb{E} \left[ \sum_{i \neq I} (L_i)^p \right] \right| > \varepsilon \cdot C^p \right] \\
\leq \Pr \left[ \left| \sum_{i \neq I} (L_i)^p - \mathbb{E} \left[ \sum_{i \neq I} (L_i)^p \right] \right| > 2 \cdot \sigma_m \left( \sum_{i \neq I} (L_i)^p \right) \right] \leq 2^{-m} = 2^{-\log 1/\delta} < \delta, \quad (5.12)
\]
where the first inequality is by the second proposition of Claim 5.5.2 (which implies that
\[ 2 \cdot \sigma_m \left( \sum_{i \neq I} (L_i)^p \right) \leq \varepsilon C_p \] whenever \( \varepsilon \geq \Omega(n^{1/m-1}) = n^{-\Omega(1)} \), and the second inequality holds by our assumption that \( \delta > 2^{-o(n^{1/p})} \). Combining (5.12) with the third proposition of Claim 5.5.2 implies

\[
\Pr_{\eta_0} \left[ \|z\|_p > \mathcal{E}_p + C_p(1 + 7\varepsilon) \right] = \Pr_{\eta_0} \left[ \|z\|_p > (\mathcal{E}_p + \varepsilon C_p) + C_p(1 + 7\varepsilon) \right] \leq 2\delta.
\]

Hence, by definition of the “threshold” \( \rho := (1 + \varepsilon)[\mathcal{E}_p + (1 + 7\varepsilon)C_p] \), we conclude by (5.11) that in the “NO” case,

\[
\Pr_{\eta_0} [v > \rho] \leq \Pr_{\eta_0} \left[ \|z\|_p > \mathcal{E}_p + (1 + 7\varepsilon)C_p \right] \leq 9\delta.
\]  

(5.13)

On the other hand, in the “YES” case, the coordinate \( I \) is such that \( X_{j,I} = 1 \) for all \( j \in [k], \ell \in [r] \). Setting \( k = 128e \cdot n^{1/p} = \Theta(\varepsilon \cdot n^{1/p}) \), the contribution of this coordinate to the \( p \)-norm of \( z \) is

\[
\left( C + \sum_{\ell=1}^{t} 10^{\ell-1} \cdot k \right)^p \geq \left( 10^t \cdot \gamma \cdot n^{1/p} + 10^t \cdot 128e \cdot n^{1/p} \right)^p =
\]

\[
= n \cdot 10^{tp} \cdot \gamma^p \left( 1 + 128e^\varepsilon / \gamma \right)^p \geq n \cdot 10^{tp} \cdot \gamma^p \cdot e^{\frac{128e^\varepsilon}{2\gamma}} \quad \text{(since } 128e^\varepsilon / \gamma < 1/2 \text{)}
\]

\[
= n \cdot 10^{tp} \cdot \gamma^p \cdot e^{\frac{128e^\varepsilon}{2\gamma}} \geq n \cdot 10^{tp} \cdot \gamma^p \cdot (1 + 16\varepsilon) = (1 + 16\varepsilon)C_p.
\]

Furthermore, (5.12) ensures that, except with probability \( \delta \), the contribution of all the rest coordinates \( i \neq I \) is at least \( \mathcal{E}_p - \varepsilon C_p \), and thus in the “YES” case,

\[
\Pr_{\eta_0} \left[ \|z\|_p > \mathcal{E}_p + (1 + 15\varepsilon)C_p \right] = \Pr \left[ \|z\|_p > (\mathcal{E}_p - \varepsilon C_p) + C_p(1 + 16\varepsilon) \right] \geq 1 - 2\delta
\]
Finally, \((5.11)\) implies that under the “YES” distribution,

\[
\Pr [ v > \rho ] \\
\geq \Pr [ \|z\|_p^p > (1 + \varepsilon)\rho ] - 7\delta = \Pr [ v > (1 + \varepsilon)^2 \cdot (E_p + (1 + 7\varepsilon)C^p) ] - 7\delta \\
\geq \Pr [ \|z\|_p^p > E_p + 3\varepsilon E_p + (1 + 3\varepsilon)(1 + 7\varepsilon)C^p ] - 7\delta \\
\geq \Pr [ \|z\|_p^p > E_p + 3\varepsilon C_p + (1 + 11\varepsilon)C^p ] - 7\delta \quad (\text{since } E_p \leq C^p) \\
= \Pr [ \|z\|_p^p > E_p + (1 + 14\varepsilon)C^p ] \geq 1 - 9\delta \quad (5.14)
\]

We conclude from equations \((5.13)\) and \((5.14)\) that setting the threshold \(\rho\) guarantees that \(\pi\) is correct with probability at least \(1 - 18\delta\), which completes the reduction and the proof of Theorem \(5.5.1\).

It remains to prove Claim \(5.5.2\).

**Proof of Claim \(5.5.2\)**: First proposition: Since all coordinates except coordinate \(I\) are identically distributed, we can write

\[
E_{\eta_0} [ \sum_{i \neq I} (L_i)^p ] = (n - 1) \cdot E [(L_I)^p] + E [(C + L_I)^p],
\]

where

\[
L_t := \sum_{j \in [k]} \sum_{\ell \in [t]} 10^{\ell - 1} X^\ell_j, \quad \text{and } X^\ell_j \text{ are i.i.d } B(1/k).
\]

We first prove the following lemma, which upper bounds the \(p'\)th moment of a single coordinate \((i \neq I)\) in a “NO” instance. Though it is a special case of Lemma \(5.1.14\), for completeness we present an elementary (yet slightly weaker) proof that will be sufficient in our applications.

**Lemma 5.5.3.** For every \(p \geq 1\),

\[
E [(L_I)^p] \leq (2ep)^p \cdot 10^p.
\]

**Proof.** We shall show by induction on \(t\), that there exists a function \(f(p) \leq (2ep)^p\) for which

\[
E [(L_t)^p] \leq f(p) \cdot 10^p.
\]

\(140\)
Indeed, define the function \( f(p) \) recursively by the formula: 

\[
 f(p + 1) := (ep)^p + f(p).
\]

It follows that

\[
 f(p) = (ep)^p + (e(p - 1))^{p-1} + (e(p - 2))^{p-2} + \ldots + 1 \leq (2ep)^p,
\]

as desired. The proof for the base case \((t = 1)\) is very similar to the general case, so we postpone it to the end of the proof. Suppose (5.15) is true for all integers up to \( t \). We shall show that

\[
 E[(L_{t+1})^p] \leq f(p + 1) \cdot 10^{(t+1)p}. \tag{5.16}
\]

To this end, we may write \( L_{t+1} := \Delta_{t+1} + L_t \), where \( \Delta_{t+1} := 10^t \cdot \sum_{j \in [k]} X_j^{t+1} \). We first bound \( E[(\Delta_{t+1})^p] \):

\[
 E[(\Delta_{t+1})^p] = (10^{tp}) \cdot E \left[ \left( \sum_{j \in [k]} X_j^{t+1} \right)^p \right]
\]
\[
 \leq 10^{tp} \cdot \sum_{r=1}^{p} \binom{k}{r} \cdot p^r \cdot E \left[ \prod_{i=1}^{r} X_j^{t+1} \right] \quad \text{(By the multinomial formula)}
\]
\[
 \leq 10^{tp} \cdot \sum_{r=1}^{p} \left( \frac{ek}{r} \right)^r \cdot p^r \cdot \left( \frac{1}{k} \right)^r \quad \text{(By Stirling’s approximation and in dependence of } X_j^{t+1} \text{'s)}
\]
\[
 \leq 10^{tp} \cdot \sum_{r=1}^{p} \left( \frac{ep}{r} \right)^r \leq (ep)^p \cdot 10^{tp}. \tag{5.17}
\]
We therefore have

\[ \mathbb{E}[(L_{t+1})^p] = \mathbb{E}[(\Delta_{t+1} + L_t)^p] \]
\[ \leq 2^{p-1} \cdot (\mathbb{E}[(\Delta_{t+1})^p] + \mathbb{E}[(L_t)^p]) \]
\[ \leq 2^{p-1} \cdot (\mathbb{E}[(\Delta_{t+1})^p] + f(p) \cdot 10^p) \quad \text{(by the inductive hypothesis)} \]
\[ \leq 2^{p-1} \cdot 10^p [ (e p)^p + f(p) ] \quad \text{(by (5.17))} \]
\[ \leq 10^{(t+1)p} \cdot (2^{e p})^p \cdot 10^p \leq 10 \cdot 10^{(t+1)p} \cdot f(p + 1) , \]

which finishes the proof of (5.16). For the base case \( t = 1 \), we need to show that
\[ \mathbb{E}[(L_1)^p] := \mathbb{E}[(\sum_{j \in [k]} X_j^1)^p] \leq 10^p \cdot f(p) . \]
Indeed, repeating essentially the same calculation as in (5.17), one obtains

\[ \mathbb{E}[(L_1)^p] \leq (2e p)^p = 2^p \cdot (e p)^p \leq 10^p \cdot (e(p - 1))^{p-1} \]
\[ \leq 10^p \cdot [(e(p - 1))^{p-1} + f(p - 1)] = 10^p \cdot f(p) . \]

This finishes the proof of (5.15), and therefore concludes the proof of Claim 5.5.3. □

Substituting the value of \( C = 10^t \cdot \gamma \cdot n^{1/p} \), we conclude by Lemma 5.5.3 and (5.18) that

\[ \mathbb{E}_{\eta_0} \left[ \sum_{i \neq I} (L_i)^p \right] = (n - 1) \cdot \mathbb{E}[(L_t)^p] + \mathbb{E}[(C + L_t)^p] \]
\[ \leq (n - 1) \cdot (2e p)^p \cdot 10^p + 2C^p \]
\[ = (n - 1) \cdot (2e p)^p \cdot 10^p + 2n \cdot \gamma^p \cdot 10^p \]
\[ \leq n \cdot 10^p (2\gamma^p + (2e p)^p) . \]

**Second proposition:** To upper bound the \( m \)-th moment of \( \sum_{i \neq I} (L_i)^p \), we note that \( \sum_{i \neq I} (L_i)^p \) is a sum of independent random variables, and thus Lemma 5.1.14 implies that
\[
\mathbb{E} \left[ \left( \sum_{i \neq I} (L_i)^p \right)^m \right] \leq \left( \frac{3em}{\log m} \right)^m \cdot \sum_{i \neq I} \mathbb{E}[(L_i)^{mp}]
\]
\[
\leq (n - 1) \cdot (3em)^m \cdot (2em)^{mp} \cdot 10^{fmp}
\]
\[
\leq n \cdot (4em)^{mp} \cdot 10^{fmp},
\]
where the second inequality follows again from Lemma 5.5.3, taken with \( p := mp \). The second proposition of Lemma 5.5.2 now follows by raising both sides of the above inequality to the \( \frac{1}{m} \) power.

**Third proposition:** We first upper bound the expected contribution of the \( I \)'th coordinate under \( \eta_0 \):

\[
\mathbb{E}_{\eta_0} [(L_I)^p] = \mathbb{E}[(C + L_I)^p] = C^p \cdot \sum_{r=0}^{p} \binom{p}{r} \cdot \mathbb{E} \left[ \left( \frac{L_I}{C} \right)^r \right] \leq C^p \cdot \sum_{r=0}^{p} \left( \frac{ep}{r} \right)^r \cdot \left( \frac{2er}{C} \right)^r \cdot 10^{tr}
\]
\[
= C^p \cdot \sum_{r=0}^{p} \left( \frac{2e^2 \cdot p \cdot 10^t}{C} \right)^r \leq C^p \sum_{r=0}^{\infty} \varepsilon^{-r} \leq \frac{1}{1 - \varepsilon} \cdot C^p \leq (1 + 2\varepsilon)C^p,
\]
(5.18)

where the third transition follows from Lemma 5.5.3 (applied \( p \) times with \( p = r \)), and the second before last transition follows since \( \frac{2e^2 \cdot p \cdot 10^t}{C} = \frac{2e^2 \cdot p \cdot 10^t}{10^t \cdot \gamma \cdot n^{1/p}} \ll \varepsilon \) for large enough \( n \).

Next, we upper bound the \( m \)-th moment of \( L_I^p \). Similar to the calculations in (5.18), we have

\[
(5.18)
\]
\[ \sigma_m((L_I^p)^m) := \mathbb{E}_{\eta_0} [(|L_t + C|^p - \mathbb{E}[(L_t + C)^p]|^m) \leq \mathbb{E}_{\eta_0} [(|L_t + C|^p - \mathbb{E}[(L_t + C)^p]|^m) \leq \mathbb{E}_{\eta_0} \left[ C^{pm} \cdot \left( \sum_{r=0}^{p} \left( \frac{ep}{r \cdot C} \cdot L_t \right)^m \right) \right] \]
\[ = \mathbb{E}_{\eta_0} \left[ C^{pm} \cdot \left( \sum_{r=1}^{p} \left( \frac{ep^2}{r \cdot C} \right)^{rm} \cdot \mathbb{E}_{\eta_0}[L_{rm}] \right) \leq C^{pm} \cdot \sum_{r=1}^{p} \left( \frac{ep^2}{r \cdot C} \right)^{rm} \cdot (2eprm)^{rm} \cdot 10^{rm} \quad \text{(By Lemma 5.5.3)} \]
\[ = C^{pm} \cdot \sum_{r=1}^{p} \left( \frac{10^r \cdot 2e^2p^3m}{C} \right)^{rm} \leq C^{pm} \cdot \frac{\varepsilon^m}{1 - \varepsilon^m} \leq (2eCp)^m, \quad (5.20) \]

where (5.19) follows from Jensen’s inequality \(((\sum_{i=1}^{n} a_i)^m \leq n^m \cdot (\sum_{i=1}^{n} a_i^m))\), and the second before last transition again follows since \(\frac{10^r \cdot 2e^2p^3m}{C} = \frac{10^r \cdot 2e^2p^3m}{10^r \cdot \gamma \cdot n^{1/p}} \ll \varepsilon\) by the premise \(m = o(n^{1/p})\).

Given the assumption \(\delta > 2^{-o(n^{1/p})}\), we can now apply Lemma 5.1.15 with \(m = \log 1/\delta \quad (\leq o(n^{1/p}))\), \(\lambda = 2\), to conclude that

\[ \Pr_{\eta_0}[(L_I)^p \geq (1 + 7\varepsilon)C^p] \leq \Pr_{\eta_0} [(|L_I|^p - \mathbb{E}[(L_I)^p]| > 4\varepsilon C^p)] \]
\[ \leq \Pr_{\eta_0} [(|L_I|^p - \mathbb{E}[(L_I)^p]| > 2 \cdot \sigma_m((L_I)^p))] \leq 2^{-m} = \delta, \]

where the first and second transitions follow from (5.18) and (5.20) respectively.
Chapter 6

Applications to Economics: Welfare Maximization with Limited Interaction

In this chapter we study the tradeoff between the amount of communication and the number of rounds of interaction required to find an (approximately) optimal matching in a bipartite graph. In our model there are \(n\) “players” and \(m\) “items”. Each player initially knows a subset of the items to which it may be matched (i.e. \(m\) bits of information). The players communicate in rounds: in each round each player writes a message on a shared blackboard. The message can only depend on what the player knows at that stage: his initial input and all the messages by all other players that were written on the blackboard in previous rounds.

This problem was recently introduced by [62] as a simple market scenario: the players are unit-demand bidders and our goal is to find an (approximately) welfare-maximizing allocation of the items to players. The classic auction of [60] – that may be viewed as a simple Walrasian-like market process for this setting – can be implemented as to find an approximately optimal allocation where each player needs only send \(O(\log n)\) bits of communication (on the average). The question considered by [62] was whether such a low communication burden suffices without using multiple rounds of interaction. As
a lower bound, they proved that a non-interactive protocol, i.e. one that uses a single round of communication, cannot get a $n^{1/2-\epsilon}$-factor approximation (for any fixed $\epsilon > 0$) with $n^{o(1)}$ bits of communication per player. As upper bounds they exhibited (I) an $O(\log n)$-round protocol, where each player sends $O(\log n)$ bits per round, that gets a $\frac{1}{1-\delta}$-factor approximation (for any fixed $\delta > 0$) and (II) for any fixed $r \geq 1$, a $r$-round protocol, where each player sends $O(\log n)$ bits per round, that gets a $O(n^{1/(r+1)})$-approximation.

The natural question at this point is whether there are $r$-round protocols with better approximation factors that still use $n^{o(1)}$ bits of communication per player. This question was left open in [62], where it was pointed out that it was even open whether the exactly optimal matching can be found by 2-round protocols that use $O(\log n)$ bits of communication per player. We answer this open problem by proving lower bounds for any fixed number of rounds.

**Theorem:** For every $r \geq 1$ there exists $\epsilon(r) = \exp(-r)$, such that every (deterministic or randomized) $r$-round protocol requires $n^{\epsilon(r)}$ bits of communication per player in order to find a matching whose size is at least $n^{-\epsilon(r)}$ fraction of the optimal matching.

Our proof relies on information theory, and uses a type of multiparty round-reduction argument which requires the analysis of information sent by multiple players in a way that avoids summing the information costs. In contrast to the standard two-party model, round-elimination arguments in the multiparty model are non-trivial, as the number of parties scales with the input size, and calls for a subtle embedding argument (we discuss this further in Section 6.2).

### 6.0.1 More context and related models

The bipartite matching problem is clearly a very basic one and obviously models a host of situations beyond the simple market scenario that was the direct motivation of [62] and this paper. Despite having been widely studied, even its algorithmic status is not
well understood, and it is not clear whether a nearly-linear time algorithm exists for it. (The best known running time (for the dense case) is the 40-year old $O(n^{2.5})$ algorithm of [83], but for special cases like regular or near-regular graphs nearly linear times are known (e.g. [3,156]). In parallel computation, a major open problem is whether bipartite matching can be solved in deterministic parallel poly-logarithmic time (with a polynomial amount of processors). (Randomized parallel algorithms for the problem [127,101] have been known for over 25 years.) It was suggested in [62] that studying the problem in the communication complexity model is an approach that might lead to algorithmic insights as well.

The bipartite matching problem has been studied in various other multi-party models that focus on communication as well. In particular, strong and tight bounds for approximate matching are known in the weaker “message passing” or “private channels” models [85] that have implications to models of parallel and distributed computation. Related work has also been done in networked distributed computing models, e.g., [119]. “One-way” communication models are used to analyze streaming or semi-streaming models and some upper bounds (e.g., [109]) as well as weak lower bounds [73] are known for approximate matchings in these models. For “r-way” protocols, a super-linear communication lower bound was recently shown by [77] for exact matchings, in an incomparable model.

A somewhat more detailed survey of these related models can be found in the appendix of [62].

It should be noted that the open problems mentioned above remain so even in the standard two-party setting where each of the two players holds all the information of $n/2$ of our players. We do not know any better upper bounds than what is possible in the

---

1 Besides of the fact that this lower bound applies only for testing exact matching and not approximate matchings, their model consists of $p$-parties for some constant or logarithmic $p$, who are communicating in some fixed number of sequential rounds (not simultaneous). The input itself of each player is therefore super-linear in the number of nodes of the input graph ($n$), and indeed they prove a super-linear communication lower bound for fixed-round protocols. Such a result is obviously impossible in our model. The [77] model does not seem to capture the economic scenario we attempt to model in this paper (i.e., that of private-valuations) and therefore we view these results as tangential, as also evidenced by the distinct proof-techniques.
multi-player model, and certainly, as the model is stronger, no better lower bounds are known. We also do not know whether our lower bound (or the single round one of [62]) applies also in this stronger two-player model.

6.0.2 The blackboard model and approximate matchings

Our framework in this chapter is the Number-In-Hand (NIH) multiparty communication complexity model with shared blackboard. In this model, $n$ players receive inputs $(x_1, x_2, \ldots, x_n) \in \mathcal{X}_1 \times \mathcal{X}_2 \times \ldots \times \mathcal{X}_n$ respectively. In our context, each of the $n$ players (bidders) is associated with a node $u \in U = [n]$ of some bipartite graph $G = (U, V, E)$, and her input is the set of incident edges on her node (her demand set of items in $V = [m]$). The players’ goal is to compute a maximum set of disjoint connected pairs $(u, v) \in E(G)$, i.e., a maximum matching in $G$ (we define this formally below).

The players communicate in some fixed number of rounds $r$, where in each communication round, players simultaneously write (at most) $\ell$ bits each on a shared blackboard which is viewable to all parties. We sometimes refer to the parameter $\ell$ as the bandwidth of the protocol. In a deterministic protocol, each player’s message should be completely determined by the content of the blackboard and her own private input $x_i$. In a randomized protocol, the message of each player may further depend on both public and private random coins. When player’s inputs are distributional ($(x_1, x_2, \ldots, x_n) \sim \mu$) which is the setting in this paper, we may assume without loss of generality that the protocol is deterministic, since the averaging principle asserts that there is always some fixing of the randomness that will achieve the same performance with respect to $\mu$. We remark that by Yao’s minimax theorem (see e.g. [111]), our main result applies to randomized protocols as well.

---

2More formally, if there is a distribution $\mu$ on players inputs such that the approximation ratio of any $r$-round deterministic protocol with respect to $\mu$ is at most $\alpha$ in expectation, then Yao’s minimax theorem asserts this lower bound applies to randomized $r$-round protocols as well.
The transcript of a protocol \( \pi \) (namely, the content of the blackboard) when executed on an input graph \( G \) is denoted by \( \Pi(G) \), or simply \( \Pi \) when clear from context. At the end of the \( r \)'th communication round, a referee (the “central planner” in our context) computes a matching \( \hat{M}(\Pi) \), which is completely determined by \( \Pi \). We call this the output of the protocol.

We will be interested in protocols that compute approximate matchings. To make this more formal, let \( \mathcal{G}(n, m) \) denote the family of bipartite graphs on \( (n, m) \)-vertex sets respectively, and denote by \( \mathcal{F}(n, m) \) the family of all matchings in \( \mathcal{G}(n, m) \) (not necessarily maximum matchings). Denote by \( |M(G)| \) the size of a maximum matching in the input graph \( G \). We require that the output of any protocol satisfies \( \hat{M}(\Pi) \in \mathcal{F}(n, m) \). The following definition is central to this work.

**Definition 6.0.4 (Approximate Matchings).** We say that a protocol \( \pi \) computes an \( \alpha \)-approximate matching \((\alpha \geq 1)\) if \( |\hat{M}(\Pi) \cap E(G)| \) is at least \( \frac{1}{\alpha} \cdot |M(G)| \), i.e., if the number of matched pairs \((u, v) \in E(G)\) is at least a \((1/\alpha)\)-fraction of the maximum matching in \( G \). Similarly, when the input graph \( G \) is distributed according to some distribution \( \mu \) (i.e., \((x_1, x_2, \ldots, x_n) \sim \mu\)), we say that the approximation ratio of \( \pi \) is \( \alpha \geq 1 \) if

\[
\mathbb{E}_{G \sim \mu} [|\hat{M}(\Pi) \cap E(G)|] \geq \frac{1}{\alpha} \cdot \mathbb{E}_{G \sim \mu} [|M(G)|].
\]

The expected matching size of \( \pi \) is \( \mathbb{E}_\mu [|\hat{M}(\Pi) \cap E(G)|] \) (we remark that the “hard” distribution we construct in the next section will satisfy \( |M(G)| \equiv n \) for all \( G \) in the support of \( \mu \), so the quantity \( \mathbb{E}_{G \sim \mu} [|M(G)|] \) will always be \( n \)). Note that these definitions in particular allow the protocol to be erroneous, i.e., the referee is allowed to output “illegal” pairs \((u, v) \notin E(G)\), but we only count the correctly matched pairs. Our lower bound holds even with respect to this more permissive model.
6.1 A hard distribution for $r$-round protocols

We begin by defining a family of hard distributions for protocols with $r$ rounds. Recall that $\mathcal{G}(n, m)$ is the family of bipartite graphs on $(n, m)$ vertex-sets. For any given number of rounds $r$, we define a hard distribution $\mu_r$ on bipartite graphs in $\mathcal{G}(n_r, m_r)$. $\mu_r$ is recursively defined in Figure 6.1.
A recursive definition of the hard distribution $\mu_r$

In what follows, $\ell$ is a parameter to be defined later.

1. For $r = 0$, $G^0 = (U^0, V^0, E^0)$ consists of a set of $n_0$ bidders $U^0 = \{b_1, \ldots, b_{n_0}\}$ and a set of $m_0$ items $V^0 = \{j_1, \ldots, j_{m_0}\}$, such that $n_0 = m_0 = \ell^{11}$. $E^0$ is then obtained by selecting a random permutation $\sigma \in _R S_{\ell^{11}}$ and connecting $(b_i, j_{\sigma(i)})$ by an edge. This specifies $\mu_0$.

2. For any $r \geq 0$, the distribution $\mu_{r+1}$ over $G^{r+1} = (U^{r+1}, V^{r+1}, E^{r+1})$ is defined as follows:

**Vertices:**
- The set of bidders is $U^{r+1} := \bigcup_{i=1}^{n_{10}^r} B_i$ where $|B_i| = n_r$. Thus, $n_{r+1} = n_{11}^r$.
- The set of items is $V^{r+1} := \bigcup_{j=1}^{n_{10}^r + \ell \cdot n_8^r} T_j$ where $|T_j| = m_r$. Thus, $m_{r+1} = (n_{10}^r + \ell \cdot n_8^r) \cdot m_r$.

**Edges:** Let $d_r$ be the degree of each vertex in $U^r$ (this is well defined as the degree of any vertex is fixed for every graph in the support of $\mu_r$). The distribution on edges is obtained by first choosing $\ell \cdot n_8^r$ random indices $\{a_1, a_2, \ldots, a_{\ell \cdot n_8^r}\}$ from $[n_{10}^r + \ell \cdot n_8^r]$ and a random invertible map $\sigma : [n_{10}^r] \rightarrow [n_{10}^r + \ell \cdot n_8^r] \setminus \{a_1, a_2, \ldots, a_{\ell \cdot n_8^r}\}$.

Each vertex $u \in B_i$ is connected to $d_r$ uniformly random vertices in each one of the blocks $T_{a_1}, T_{a_2}, \ldots, T_{a_{\ell \cdot n_8^r}}$, using independent randomness for each of the blocks. The entire block $B_i$ is further connected to the entire block $T_{\sigma(i)}$ using an independent copy of the distribution $\mu_r$. Note that this is well defined, as $|B_i| = n_r$, $|T_{a_j}| = |T_{\sigma(i)}| = m_r$ and $\mu_r$ is indeed a distribution on bipartite graphs from $G(n_r, m_r)$.

Figure 6.1: A hard distribution for $r$-round protocols.
As standard, the input of each of bidder \( u \in U^{r+1} \) is the set of incident edges on the vertex \( u \) (defined by \( \mu_{r+1} \)). Note that every graph in the support of \( \mu_{r+1} \) has a perfect matching (\( |\hat{\mathcal{M}}(G^{r+1})| = n_{r+1} \)).

**Notation** To facilitate our analysis, the following notation will be useful. Notice that each block \( B_i \) of players is connected to exactly \( \ell \cdot n_r^8 + 1 \) blocks of items whose indices we denoted by \( I_i := \{ \sigma(i), a_1, a_2, \ldots a_{\ell \cdot n_r^8} \} \).

For each \( B_i \), let \( \tau_i : I_i \longrightarrow [\ell \cdot n_r^8 + 1] \) be the bijection that maps any index in \( I_i \) to its location in the sorted list of \( I_i \) (i.e., \( \tau_i^{-1}(1) \) is the smallest index in \( I_i \), \( \tau_i^{-1}(2) \) is the second smallest index in \( I_i \) and so forth). By a slight abuse of notation, let us denote \( G^i_j := (B_i, T_{\tau_i^{-1}(j)}) \) the (induced) subgraph of \( G \) on the sets \( (B_i, T_{\tau_i^{-1}(j)}) \), for each \( j \in [\ell \cdot n_r^8 + 1] \). Similarly, for a bidder \( u \in B_i \), let \( G^i_j(u) := (u, T_{\tau_i^{-1}(j)}) \) denote the (induced) subgraph of \( G \) on the sets \( (u, T_{\tau_i^{-1}(j)}) \). In this notation, the entire input of players in \( B_i \) is \( \Gamma_i := \{ G^i_1, G^i_2, \ldots, G^i_{\ell \cdot n_r^8 + 1} \} \).

Let
\[
J_i := \tau_i(\sigma(i))
\]
denote the index of the “hidden graph” \( G^i_{J_i} = (B_i, T_{\sigma(i)}) \). To avoid confusion (with the other indices \( j \)), we henceforth write
\[
G(J_i) := G^i_{J_i}.
\]

Note that by symmetry of our construction, the index \( J_i \) is uniformly distributed in \( [\ell \cdot n_r^8 + 1] \). The following fact will be crucial to our analysis:

**Fact 6.1.1 (Marginal Indistinguishability).** For any block \( B_i \) and any bidder \( u \in B_i \), \( G^i_j(u) \sim G^i_k(u) \) for any \( j \neq k \in [\ell \cdot n_r^8 + 1] \). That is, the marginal distribution of the induced subgraphs on the vertex \( u \) is the same for any \( j \in [\ell \cdot n_r^8 + 1] \).
Proof. By construction of $\mu_{r+1}$, the marginal distribution of edges in $G_{J_i}(u)$ is uniform (over $T_{r-1}(J_i)$), and the number of edges (degree of $u$) in $G_{J_i}(u)$ is always $d_r$. But this is precisely the definition of the distribution on edges of $G_{J_i}(u)$ for all $j \in [\ell \cdot n_r^8 + 1] \setminus \{J_i\}$. We conclude that the distribution of $G_{J_i}(u)$ is the same for all $j \in [\ell \cdot n_r^8 + 1]$. \qed

Finally, Let $B$ denote the partition of bidders in $U := U^{r+1}$ into the blocks $B_i$, and $T$ denote the partition of items in $V := V^{r+1}$ into the blocks $T_j$. Since $T$ and $B$ are fixed (publicly known) in the distribution $\mu_{r+1}$, our entire analysis is performed under the implicit conditioning on $T, B$. Note that $T$ does not reveal the identity of the “fooling blocks” $T_a_j$, but only the items belonging to each block.

6.2 Main Result and Overview of the Proof

In this section we state our main result. Recall that the expected matching size of $\pi$ (with respect to $\mu$) is $\mathbb{E}_\mu[|\hat{M}(\Pi) \cap E(G)|]$. We shall prove the following theorem.

**Theorem 6.2.1** (Main Result). The expected matching size of any $r$-round protocol under $\mu_r$ is at most $5n_r^{1-1/11r}$. This holds as long as the number of bits sent by each player at any round is at most $\ell = n_r^{1/11r+1}$. In particular, since $\mu_r$ has a perfect matching, the approximation ratio of any $r$-round protocol is no better than $\Omega \left( n^{1/11r} \right)$.

The intuition behind the proof is as follows. Consider some $(r + 1)$-round protocol $\pi$ (with bandwidth $\ell$), and let $M_{B_i} = M_{B_i}^1, M_{B_i}^2, \ldots, M_{B_i}^{n_r}$ denote the (concatenated) messages sent by all of the bidders in a block $B_i$ in the first round of $\pi$. Informally speaking, the distribution $\mu_{r+1}$ is designed so that messages of players in $B_i$ ($M_{B_i}$) convey little information about the “hidden” graph $G(J_i)$. Intuitively, this will be true since the marginal distribution of the graphs $G_{J_i}(u)$ for any bidder $u \in B_i$ is identical for each $j$ (Fact 6.1.1) and therefore a bidder in $B_i$ will not be able to distinguish between vertices (items) in $\bigcup_{j=1}^{\ell \cdot n_r^8} T_{a_j}$ and in $T_{\sigma(i)}$. By simultaneity of the protocol, we will show that the latter condi-
tion also implies that the total information conveyed by $M_B$ on $G(J_i)$ is small. In order to make this information $\ll 1$ bit, the parameters are chosen so that $n_r$ grows doubly-exponentially in $r$ ($n_r \approx \ell^{1^{1^r}}$), and this choice is the cause for the approximation ratio we eventually obtain. Intuitively, the fact the little information is conveyed by each block on the “hidden graph” implies that the distribution of edges in the graph $G(J_i)$ is still close to $\mu_r$ even conditioned on the first message of the $i$’th block $M_{B_i}$. Now suppose an $(r+1)$-round protocol finds a large matching with respect to the original distribution $\mu_{r+1}$ (in expectation). Then the expected matching size on each of the $G(J_i)$ must be large as well. Hence, “ignoring” the first round of the protocol, the original protocol essentially induces an $r$-round protocol for finding a large matching with respect to the distribution $\mu_r$, up to some error term (indeed, some edges of $G(J_i)$ may have already been discovered in the first round of the protocol, but the argument above ensures that not too many are revealed). Since we have now reduced the problem to finding a large matching under $\mu_r$ using only $r$ rounds, we may use an inductive hypothesis to upper bound this expected matching size.

Making the above intuition precise is complicated by the fact that, unlike standard “round-elimination” arguments in the two-party setting, in our setup one cannot simply “project” an $r$-round $n_{r+1}$-party protocol (with inputs $\sim \mu_{r+1}$) directly to the distribution $\mu_r$, since a protocol for the latter distribution has only $n_r$ players (inputs). To remedy this, we use the conditional independence properties of our construction together with an embedding argument to obtain the desired lower bound. The embedding part of the proof is subtle, since in general, conditioning on the first message $M_1$ correlates the inputs of the players, so it is not clear how to sample the “missing” inputs of the “higher-dimensional” protocol. Luckily and crucially, the edges to the “fooling blocks” $T_{a_j}$ in $\mu_{r+1}$ were chosen independently for each bidder $u \in U$ (unlike the hidden graphs $G(J_i)$ in which players have correlated edges). This independence is what allows to embed a lower-dimensional
graph correctly according to the conditioned on the first message $M_1$ using no communication.

The formal proof of Theorem 6.2.1 is subtle and technical. We refer the reader to the full version of the paper for the detailed proof.
Chapter 7

Applications to Privacy and Secure Computation

7.1 Interactive computation between two untrusting parties: From honest-but-curious to malicious

In this Chapter we consider an application of the interactive information odometer presented in Section 3.4 to the setting where Alice and Bob do not trust each other and wish to compute a function $f(X, Y)$ of their inputs while revealing as little information to each other as possible. This setting has been extensively studied in the theoretical cryptography literature. In the the case of 3+ parties with private channels (and honest majority), [23] showed that secure multiparty computation is possible, that is, it is possible to compute any function of the player’s inputs while revealing nothing beyond the value of the function to the players. It is known that no such protocol can exist for two parties, even in the case of honest-but-curious participants. In this model, Chor and Kushilevitz [54] characterized the family of two-party Boolean functions computable with perfect privacy. This characterization was extended by Kushilevitz [110] and Beaver [19] to general-valued functions, asserting that most function are not privately computable. Subsequent
papers studied the privacy loss of specific functions, and explored communication trade-offs required to achieve perfect or approximate privacy in the honest model (Bar Yehuda et al. [13] [65] [2]).

In the malicious model, where one of the parties is assumed to be adversarial, much less was known. When the malicious party is assumed to be computationally bounded, and thus one can use cryptographic primitives, [74] ensure the “best possible” privacy can be preserved, assuming the existence of so called ”trapdoor permutations” [1]. Other works define a weaker notion of privacy and obtain privacy-preserving schemes for specific functions under these notions ([131, 122]). None of these works has a pure statistical security guarantee against general, unrestricted adversaries.

As information-theoretically secure two-party computation is impossible for most functions, several approaches for quantifying privacy loss have been proposed over the years in the security and privacy literature [106, 65, 123, 104]. In fact, one way to view the information complexity $IC(f, \varepsilon)$ is as the smallest (average) amount of information Alice and Bob must reveal to each other to compute $f$ with error $\varepsilon$ (here the information revealed by the value of $f(X,Y)$ is included in the information complexity). Thus, information complexity gives the precise answer to the two-party private computation in the information-theoretic honest-but-curious model: Alice and Bob will try to learn about $Y$ and $X$ respectively from the protocol, while adhering to its prescribed execution.

Therefore, in the honest-but-curious case, a protocol $\pi$ whose information cost is close to the information complexity of $f$ will achieve a near-optimal performance in terms of privacy, revealing only $\approx I := IC(f, \varepsilon)$ information to Alice and Bob. That is, assuming Alice and Bob adhere to the execution of $\pi^2$.

---

1 The authors show that a malicious player cannot learn anything more that the value of $f(X', Y)$ for any $X'$ of her choice.

2 In the secure computation literature information loss is typically measured as the difference between what the parties learn (the information cost) and what they were supposed to learn (the mutual information between the output and the other partie’s input). To keep notation simple, we ignore the latter term here, since it does not substantially affect any of the result. To be specific, one may assume that Alice and Bob are trying to compute only a few bits of output, and thus this term is negligible.
What happens when either Alice or Bob is malicious? There are easy examples where a cheating Bob can extract $\omega(I)$ bits of information on Alice’s input, if the protocol is executed naively (an instructive example is the standard hashing protocol for the Equality function). Is there a way to compile $\pi$ into a protocol $\pi'$ such that (1) if Alice and Bob are honest is close to $\pi$ in terms of computing $f$; (2) even if Alice or Bob are dishonest, reveals at most $O(I)$ information to the dishonest party (that is, a dishonest Bob cannot “phish” more than $O(I)$ bits of information out of Alice)? If information complexity was known to be equal to communication complexity, we could just compress $\pi$ into a protocol $\pi'$ with $O(I)$ bits of communication. Even if Alice or Bob are dishonest, they cannot cause the protocol $\pi'$ to run for more than $O(I)$ rounds, and thus they cannot make it reveal more than $O(I)$ bits of information. Unfortunately, the recent result of [71] asserts that there are $I$-bit information protocols which cannot be simulated by less than than $2^{\Omega(I)}$ bits of communication, and therefore this approach does not work.

We adapt our odometer construction to get a generic (black-box) conversion from a low-information protocol in the honest-but-curious model to a low-information protocol for the adversarial model. The basic premise is simple: we would like to maintain an estimate on the amount of information revealed so far, and abort if this number exceeds, say, $10I$. This plan is complicated by the fact that the dishonest party (say Bob) may try to attack this process in various ways. Firstly, he can try to fool the odometer into thinking that he learns less information than he actually does. Secondly, and perhaps more importantly, Bob can try to use the odometer itself to learn additional information about $X$. In particular, if it is Bob’s turn to select the variable $Z$ discussed above, Bob may cheat and select $Z$ adversarially to elicit information from Alice. We modify the odometer protocol so that such cheating can only hasten the termination of the simulation (and cause Bob learn less information). We note that in our simulation Alice does not try to enforce Bob’s compliance; rather, we just guarantee that the odometer has a proper estimate on what Bob learned so far, and thus it allows us to terminate once too much information has
been revealed. Our conversion result postulates that Alice and Bob share the knowledge of a prior distribution $\mu$ of their inputs (information-theoretic quantities are meaningless without an underlying prior). We believe that these results can be generalized to the prior-free setting using techniques similar to the ones used to define prior-free information complexity in [28].

We show how Alice can use the information odometer, in a black-box fashion, to achieve (the best possible) information-theoretic security against an arbitrarily (computationally unbounded) malicious Bob. More specifically, we prove:

**Theorem 7.1.1** (Privacy-preserving simulation, informally stated). Let $\theta$ be a two-party communication protocol such that $\text{IC}(\theta) = I$. Then for any $\delta > 0$, there is a communication protocol $\tilde{\pi}$ using “live” randomness, with the following properties:

- **If both parties are honest, then $\tilde{\pi}$ $2\delta$-simulates $\theta$.**
- $\text{IC}(\tilde{\pi}) \leq O(I + \log(\|\theta\|))$.
- There is a global constant $\lambda > 0$ such that for any protocol $\tilde{\pi}'$ where at least one party is honest (follows $\tilde{\pi}$), the following holds: $\forall \ k \in \mathbb{N}$,

$$\Pr[\text{Honest party reveals more than } \lambda k (I/\delta + \log(\|\theta\| + 1)) \text{ bits of information}] \leq 2^{-\Omega(k)}.$$ 

That is, an honest player never reveals to the other party much more than the essential amount of information required to solve $f$. We stress that the protocol does not assume any prior knowledge about the honesty of any player.

Due to space constraints, we defer the formal proof of Theorem 7.1.1 to the full version of the paper [40].
7.2 Conclusion and Open Problems

The full resolution of many of the problems addressed in this monograph are beyond our reach. We henceforth list some of these interesting and important open questions.

The computability of information complexity and its rate of convergence in the number of rounds. An unsatisfactory state of affairs is that despite the characterization and understanding of the information complexity measure, it is still not known whether this measure is even computable. More precisely, we do not have an algorithm that given the truth table of a function $F(X,Y)$ calculates the (zero-error) information complexity of this function. Note we can compute the communication complexity of $F^n$ for any $n$, and we have $\frac{\text{CC}(F^n)}{n} \prec \text{IC}^{\text{ext}}(F)$, which gives us a sequence which decreases down to $\text{IC}^{\text{ext}}(F)$, but we do not have a similar sequence of lower bound. Figuring out the rate of convergence of the bounded-round information complexity $\text{IC}^{\text{ext}}_r(f)$ to $\text{IC}^{\text{ext}}_\mu(f)$, or at least an upper bound on it, would give a stopping criteria and therefore is sufficient for the computability of $\text{IC}^{\text{ext}}(F)$.

The rate of convergence of $\text{IC}^{\text{ext}}_r(F) \prec \text{IC}^{\text{ext}}(F)$ is a very interesting question in its own right. The question is about the usefulness of additional rounds in giving an information-theoretically efficient protocol for $F$, and equivalently whether extra rounds of communication are useful for computing $n$ copies of $F$ for large $n$. We showed that in the case of $F = \text{AND}$, the rate of convergence is $1/r^2$. We conjecture that this is always the right rate, except when full convergence happens within a fixed number of rounds.

Conjecture 7.2.1. For all $F(X,Y)$ one of the two scenarios hold: (1) $\text{IC}^{\text{ext}}_r(F) = \text{IC}^{\text{ext}}(F)$ for some $r = r(F)$; or (2) $\text{IC}^{\text{ext}}_r(F) - \text{IC}^{\text{ext}}(F) = \Theta_F(1/r^2)$.

As we’ve seen in Chapter 2, the $\text{AND}$ function exhibits the second behavior. An example of the first behavior is the single-bit transmission function $F(X,Y) = X$. Its
Multi-party information complexity. An extremely interesting and potentially gratifying direction is developing the “right” notions of information complexity for the Number-On-Forehead multi-party communication complexity model. There are examples where information-theoretic methods were successfully applied to multiparty number-in-hand communication [47]. However, it is not clear whether (and how) similar techniques can apply to the number-on-the-forehead model. One obstacle here is the existence of private multi-party protocols that allow three or more parties to evaluate a function of their inputs while only learning the value of the function [22].

A XOR lemma for communication complexity. In Chapter 3 we proved direct product theorems which assert a lower bound on computing \( n \) independent copies of \( f \) in terms of the cost of a single copy. When \( n \) is very large, such theorems can be superseded by trivial arguments, since \( f^n \) must require at least \( n \) bits of communication just to describe the output. One could hope to achieve hardness amplification without blowing up the output size – a classical example is Yao’s XOR lemma in circuit complexity. In light of the state-of-the-art direct product result, we state the following conjecture:

**Conjecture 7.2.2** (XOR Lemma for communication complexity).

\[
D_\mu^n(f^{\oplus n}, 1/2 + e^{-\Omega(n)}) = \tilde{\Omega}(\sqrt{n}) \cdot D_\mu(f, 2/3)
\]

where \( f^{\oplus n}((x_1, y_1), \ldots, (x_n, y_n)) := f(x_1, y_1) \oplus \ldots \oplus f(x_n, y_n) \).

We remark that the analogues “direct-sum” of this conjecture is true: [16] proved that their direct sum result for \( f^n \) can be easily extended to the computation of \( f^{\oplus n} \), showing (roughly) that \( D_\mu^n(f^{\oplus n}, 3/4) = \tilde{\Omega}(\sqrt{n}) \cdot D_\mu(f, 2/3) \). However, this conversion technique
does not apply to the direct product setting.

**Approximate matchings and round-Communication tradeoffs in welfare maximization.** There are many open problems related to our result from Chapter 6. Let us mention a few of the most natural ones. Our first open problem is closing the gap between our lower bound (Theorem 6.2.1) and the upper bound of [62]: We show that $r = \Omega(\log \log n)$ rounds of communication are required to achieve constant approximation ratio using poly-logarithmic bits per player, while the upper bound is $r = O(\log n)$. We believe that the upper bound is in fact tight, and improving the lower bound is left as our first and direct open problem.

Another interesting direction is trying to extend our lower bound technique to obtain similar-in-spirit round-communication tradeoffs for the more general setup of combinatorial auctions, also studied by [62]. From a communication complexity perspective, lower bounds in this setup are more compelling, since player valuations require *exponentially* many bits to encode, hence interaction has the potential to reduce the overall communication (required to obtain efficient allocations) from exponential to polynomial. Indeed, it is shown in [62] that, in the case of *sub-additive bidders*, there is an $r$-round randomized protocol that obtains an $\tilde{O}(r \cdot m^{1/(r+1)})$-approximation to the optimal social welfare, where in each round each player sends $\text{poly}(m, n)$ bits. Once again, an (exponential in $m$) lower bound was given only for the case of simultaneous protocols ($r = 1$) and the natural question is to extend it to multiple rounds as well.

A more general open problem advocated by [62] is to analyze the communication complexity of finding an exact optimal matching. One may naturally conjecture that $n^{\Omega(1)}$ rounds of interaction are required for this if each player only sends $n^{o(1)}$ bits each round, but no super-logarithmic bound is known. The communication complexity of the problem without any limitation on the number of rounds is also open: no significantly super linear, $\omega(n \log n)$, bound is known, while the best upper bound known is $\tilde{O}(n^{3/2})$. 

Information complexity has proved to be a powerful tool for proving strong bounds in many computational models, through the communication complexity lens. We believe that there are many more potential applications to be explored. A partial list includes lower bounds for the Private Information Retrieval problem (PIR) and for Secret-Sharing, applications to Differential Privacy and to mechanism design.
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