CSEE W4824: Project Report

Nalini Vasudevan
Columbia University, NY
naliniv@cs.columbia.edu

ABSTRACT

We present the design of our microprocessor for the Wallebtre
market which has been optimized for a given optimizatiorcfiom.
The microprocessor has been optimized over two benchmags,
blackscholek and go? It may be implemented through a 3#
technology process with synchronous hardware design mgrati
clock frequency of BHz

The resulting microprocessor is a multicore processor with
13 cores of typeLargeCorehaving 6way issue units with a to-
tal area of approximately 98mn?. The microprocessor is built
in with on-core private linstruction Level-1 and Data Level-1
caches, each of siz862144Kbytes, 3. The average miss-rate of
the cores are approximately0%% for Data Level-1 caches and
0.00% for Instruction Level-1 caches when tested againskbtac
holes, as a best performance result. The average CyclesPer |
struction (CPI) in the best performance is aboim8rhe optimal
value of OF achievable by our microprocessor i16.33.

1. INTRODUCTION

The goal of this project is to design a microprocessor for & Wa
Street company that uses two benchmarksdé][1] and
bl ackschol es [3], each having 3 independent data sets.

Our motivation was to produce a design that gives considierab
speed up, while keeping the total area of the microprocessatl.

The objective function to optimize is given by equation 1enh
S={bl ackshol es, go},

D={si msmal | , si nm d, si m ar ge}.

To design our multi-core microprocessor we use $kec[5] 4
simulator tool using a varied choice of configuration parterse
given to us for obtaining the optim@F parameter.

The problem doesn’t seem likely to have any polynomial time
solution®, we attempt to interpret the simulation results/logs to de-
termine which parameters to modify. The following paramet&f
thesescsimulator indicate the various factors of the program which
indicate useful factors that show improvement in the Sirtnore

1The blackscholes application calculates the prices of d- por
folio of European options analytically with the Black-Sté®
partial differential equation. For more information, Visi
http://en.wikipedia.org/wiki/Black-Scholes.

2This program was picked because the application exper:\di
that it can be used as a part of a new artificial intelligenaekpa
age for financial applications. For further information am gisit
http://en.wikipedia.org/wiki/go

31K = 1024

4Detailed description of the sesc simulator is beyond thepead
this document

5we have actually no way to verify that a polynomial time siaint
exits
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Time (si m_t i me) reported by thesesc

e Cache MissRate Intuitive from the name, this parameter
indicates the miss rate of the cache being used.

e BJ: Indicates percentage of instructions that correspond to
branches and jumps.

e Load/Store: Indicates percentage of Load/Store (memory
reference) instructions. This parameter is indicative ag-p
sible miss rate to expect and how much the improvement of
cache type/size shall probably improve giem t i ne.

e INT/FP: Indicates the percentage of integer and floating point
instructions. The higher these are, the better seem chafices
performance enhancement (provided the inter-dependénce o
instructions is less).

We followed a greedy approach for attaining our optimal apnfi
uration. Our focus was not towards optimizing die area used,;
goal was to optimizei m_t i ne. TheOF factor is inversely pro-
portional to the squareroot of the area of the déetotal die area
were100mn?, would affect the OF by only a factor 6f5..

Sincego cannot be run on parallel threads of execution , we get
the optimal performance by using the largest core availabtethe
best cache size. We also observed that using specidlizednd
DL1 thesi m_ti me obtained were lower than that obtained with
shared and/or unified cache. We used the cache size obtagmed f
go for bl ackschol es. Our final configuration usdsargeCores
cores for all cores to obtain lowest m ti e values. Since the
L2 cache was required to be atleast twice as large aklhmche
sizes, we decided not to uk2, and restricted the area of the die to
be under 106n?.

We discuss in detail about our choices in the following secti
and report our results. The remainder of this report focasesur
design considerations , how we obtained the results andgroafi
tions we present and concludes with a brief note which surzesr
all our findings and observations. our results.

OF — # 4 pageSimTimg of x with'dataset y @
OptimizedArea Ve optimizedSimTime of x with dataset y

2. DESIGN CONSIDERATIONS

2.1 Cache Selection

Sincego cannot be executed on multiple-threads, we started by
testing the simulation with various cache configurationse W
creased the cache size and associativity in so as to keegrthe a
cess time small. With cache size greater thah hytes, the miss



rates were less than 1%. Figure 1 reports the configuratioDdita
Level 1 OL1) for which the miss rates were very small. Similarly 2
reports the miss-rates for IL1. Since the miss-rate withkthBes
cache size was small in both cases, and the access time wask4 cl
cycles, we decided to stick with this configuration for bdth and
DL1.

Figure 3 gives the access time and area for the selected cache
configuration. Figure 4 gives the number of cycles requicedd-
cess the cache.

size DL1 config DL1 miss-rate
simsmall | size = 131072, assoc 8, blk size =32 0.56%
simsmall | size = 262144, assoc 8, blk size =832 0.01%
Figure 1: DL1 Cache miss rates forgo
size IL1 config IL1 miss-rate
simsmall | size = 131072, assoc 8, blk size =82 0.47%
simsmall | size = 262144, assoc 8, blk size =32 0.02%

Figure 2: IL1 Cache miss rates forgo

Blackscholesan be executed through simultaneous parallel threac
of execution. Each of these threads can execute on a sepavate
cessing core. So, for speeding up this program, we decidechtid
on separate cores. This subsection and the next one focusesvo
the cache size and processing core was selectdadokscholes

Initially, we noticed that with the default configuration W§.conf,
when executing themal | si minput data set using unified shared
cache -32Kbytes/32byte(block size)/2 way-set assoelptdsulted
in high miss rate (close to 70%). Thus we decide to increase th
cache size a bit and added an LevelL2)(cache as well. No im-
provement in simulation time parametesi (m_t i me) of the sesc
simulator was observed. Thus, we decided to add a spedalize
Instruction and Data Level 1l(1 and DL1)(IL1DL1P.conf con-
figuration) cache to the processor. This drastically imptbthe
si m_ti meto29247msec Improving the cache associativity from
2-way to 4-way further improves thei m ti me to 26649msec
The L2 cache misses were still approximately.&@®%. Increasing
the L2 cache size to 64Kbytes resulted in only slight improvement
of the performances( m t i me of 25055mseg¢. However, thd_2
misses drastically decreased t83%.

Further improvement was contingent on the better selecifon
multiple processing cores. There are approximately 30%girt
operations. The more the number instructions fetched perkcl
cycles, higher are the chances of fetching the integer ardirilp
point operations. Moreover the LargeCore CPUs have larger-n
ber of parallel execution units. Thus, further improvemehthe
si m_ti me was observed with more processing cores. The intu-
ition of behind seeking bettegi m ti me is that it has a greater
impact on theOF parameter (than area, which only affects the OF
by an amount of ().

2.1.1 Core Selection

As we just mentioned in the previous subsection, betiten t i me
was achieve with higher core selection with larger numbeinef
structions fetched per clock cycles. Thus we tried exegutire
smal | si mdata set using multiple core processors with higher
number of instructions fetched.

Figure 5 borrowed from [4], shows the effect of number of sore
on the benchmarks. Therefore at aroune- 8 ideal speed up is
obtained. This gave us some intuition that the optimal perémce

Cycles for Cache Access =

Normal Interface Cache Size (bytes) 262144

Detailed Interface  Line Size (bytes) 32
Pure RAM Interface Associativity
FAQ Mr. of Banks

Technology Node (nm) 32

Submit |

1117

Cache Parameters:

Number of banks:1

Total Cache Size (bytes):262144
Size in bytes of bank:262144
Number of sets per bank:1024
Associativity:8

Block Size (bytes):32
ReadWrite Ports per bank:1
Read Ports per bank:0

Write Ports per bank:0
Technology Size (nm):32
Veld:0.9

Access time (ns): 0.76464237931

Random cycle time (ns):0.311804261729

Multisubbank interleave cycle time (of data array) (ns):0. 26083536566
Total read dynamic energy per read port(nJ): 0.0966943932482

Total read dynamic power per read port at max freq (W): 0.310112481183
Total standby leakage power per bank (W): 0.06315194 14866

Refresh power (percentage of standby leakage power): 0.0

Total area (mm*2): 0.78420276383

DRAM array refresh interval (microseconds):0.0

Figure 3: Output of cactifor our cache configuration

[0.7647% 1072 5% 10°]
[3.8235] = 4

Figure 4: Access time for cache

[Access Time * Clock Frequency]
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Figure 5: Effect of cores on the benchmarks (Borrowed from Core Type

[4]).

Figure 6: \Variation of time with the type of core for

should be around 8 processors. This fact further reflectisarek- blackscholes

perimental observations presented in this subsection.

For sake of brevity we do not describe the results from all the
core types that we tested and what results we saw; but inetdgd
present a summary of some of crucial improvements. Theuiello
ing table list some of the key improvements we observed fiecse
tion of the core types and quantities and appropriate cachatg
ties. Tables 1, 2 and 3 list the CPU core selection with cachég-
uration. Table 1 lists cases with decreasgign t i ne. Smaller
the values ofsi m_t i me gives better values of our optimization
functionOF. si m_ti me has a greater effect on ti@F. &

The tables list core and cache configurations which demeatestr
bettersi m_t i me values. The names of the parameter and the val-

ues in all three of the tables are intuitive. Core type columndicate 5 ; : e ; ; :
some of the types of cores against whihckscholesvas tested. 45 Exec. Time vs No. of Gores I
For each of the values of the core types, the name of the core is
followed by the number of issue units in each of the cores.asec 4
of SmallCoretype of cores, the ones with issue width of 1 are the 5 35
one which have in-order execution. The rest all have outrder E 3
execution units. £
Cache Configcolumn describes the names/types of cache con- ’é 2.5 -
figurations used from [2]. Rest of the fields are intuitive dwade 5 2 -
been directly selected from treesc simulator configuration pa- §
rameters. s -
LargeCoredefinitely gives higher performance over other other 1 -
core types and this is demonstrated in Figure 6. Since weatid n 05 ~
care about area, we chose large cores for all. We also triestale '

hybrid combinations oEargeCoreswith MidCores but the perfor- 0
mance was suboptimal compared to that using tialgeCores

Figure 7 shows the variation afi m t i me with the number of
cores. We usedlargeCorecore types for all cores; the total die
area was restricted to 160r%. We knew the size of the.1/DL1
caches. This allowed us to use atmost 13 cores; with 14 cbees t
area exceeded 160t

6 7 8 9 10 11
Number of cores

Figure 7: Variation of si m_t i me with the number of cores
with our experiments for blackscholes

6Using up the entire die area of 1®@7¢ would only affect on the
value of OF by a factor of 05.



# of Core Area/ | Cache Cache Area Used| Total | Sim BaseSi m
Cores| Type Core | Type Config by Cache | Area | Tinme | Tinme
(mnA) (mn?) (mm?) | msec | msec
1 SmallCore/1 | 0.05 UL1S 32K/8B/2way 0.117 0.17 42477 | 42477
1 SmallCore/1 | 0.05 ILIDL1S L2 32K/32B/2way(L1/DL1) 0.44 0.49 25557 | 42477
64K/32B/4wayl 2)
2 SmallCore/1 | 0.05 ILADL1P_L2 32K/32B/2way(L1/DL1) 0.674 0.87 12545 | 42477
64K/32B/4wayl 2)
4 SmallCore/2 | 0.1 ILADL1P_L2 32K/32B/2way(L1/DL1) 114 154 61.63 | 42477
64K/32B/4wayl 2)
8 SmallCore/2 | 0.1 ILIDL1P_L2 32K/32B/2way(L1/DL1) 2.08 2.88 3163 | 42477
64K/32B/4wayl 2)
12 SmallCore/2 | 0.1 ILIDL1P_L2 32K/32B/2way(L1/DL1) 3.01 4.21 2178 | 42477
64K/32B/4wayl 2)
16 SmallCore/2 | 0.1 ILIDL1P_L2 32K/32B/2way(L1/DL1) 3.94 5.54 16.86 | 42477
64K/32B/4wayl 2)
4 MidCore/4 211 ILADL1S 128K/32B/8way(L1/DL1) | 1.02 9.46 14.72 | 42477
8 MidCore/4 211 ILIDL1S 256K/32B/8waylL1/DL1) | 1.57 1845 | 1254 | 42477
12 MidCore/4 211 ILIDL1S 512K/32B/8waylL1/DL1) | 2.65 2797 | 1182 | 42477
4 LargeCore/6 | 5.92 ILADL1S 128K/32B/8way(L1/DL1) | 1.02 2470 | 1121 | 42477
8 LargeCore/6 | 5.92 ILADL1S 256K/32B/8waylL1/DL1) | 1.57 4893 | 1115 | 42477
13 LargeCore/6 | 5.92 ILIDL1P 256K/32B/8way(L1/DL1) | 2.04 97.35 | 2.96 424.77
Table 1: Some Key Results of Core Selection and Cache Configurationrf@lackScholes usingSmal | Si mdata-set
# of Core Area/ | Cache Cache Area Used| Total | Sim | BaseSi m
Cores| Type Core | Type Config by Cache | Area | Time | Tine
(mn?d) (mn?B) (mn?) | msec | msec
4 SmallCore/2 | 0.1 ILIDL1S | 128K/32B/8wayiL1/DL1) | 1.02 142 44.34 | 86556
8 SmallCore/2 | 0.1 ILIDL1S | 256K/32B/8way(L1/DL1) | 1.57 2.37 30.47 | 86556
12 SmallCore/2 | 0.1 ILIDL1S | 512K/32B/8waylL1/DL1) | 2.65 3.85 251 86556
16 SmallCore/2 | 0.1 ILIDL1S | 512K/32B/8wayiL1/DL1) | 2.65 4.25 25.63 | 86556
4 MidCore/4 211 ILIDL1S | 128K/32B/8wayiL1/DL1) | 1.02 9.46 30.24 | 86556
8 MidCore/4 211 ILIDL1S | 256K/32B/8way(L1/DL1) | 1.57 1845 | 2500 | 86556
12 MidCore/4 211 ILIDL1S | 512K/32B/8waylL1/DL1) | 2.65 27.97 | 2356 | 86556
16 MidCore/4 211 ILIDL1S | 512K/32B/8waylL1/DL1) | 2.65 36.41 | 2384 | 86556
4 LargeCore/6 | 5.92 ILIDL1S | 128K/32B/8wayiL1/DL1) | 1.02 24.70 | 30.24 | 86556
8 LargeCore/6 | 5.92 ILIDL1S | 256K/32B/8way(L1/DL1) | 1.57 4893 | 2231 | 86556
13 LargeCore/6 | 5.92 ILIDL1P | 256K/32B/8way(L1/DL1) | 2.04 97.35 | 5.92 | 865.56
Table 2: Some Key Results of Core Selection and Cache Configurationrf@lackScholes UsingM dSi mdata-set
# of Core Area/ | Cache Cache Area Used| Total | Sim BaseSi m
Cores| Type Core | Type Config by Cache | Area | Tine | Tine
(mn?d) (mn?) (mnf) | msec | msec
4 SmallCore/2 | 0.1 ILIDL1S | 128K/32B/8way(L1/DL1) | 1.02 142 537.00 | 347247
8 SmallCore/2 | 0.1 ILIDL1S | 256K/32B/8wayiL1/DL1) | 1.57 2.37 31989 | 347247
12 SmallCore/2 | 0.1 ILIDL1S | 512K/32B/8waylL1/DL1) | 2.65 3.85 18877 | 347247
16 SmallCore/2 | 0.1 ILIDL1S | 512K/32B/8waylL1/DL1) | 2.65 4.25 17060 | 347247
4 MidCore/4 211 ILIDL1S | 128K/32B/8way(L1/DL1) | 1.02 9.46 127.15 | 347247
8 MidCore/4 211 ILIDL1S | 256K/32B/8way(L1/DL1) | 1.57 1845 | 10048 | 347247
12 MidCore/4 211 ILIDL1S | 512K/32B/8waylL1/DL1) | 2.65 2797 | 96.12 | 347247
16 MidCore/4 211 ILIDL1S | 512K/32B/8waylL1/DL1) | 2.65 36.97 | 96.71 | 347247
4 LargeCore/6 | 5.92 ILIDL1S | 128K/32B/8way(L1/DL1) | 1.02 24.70 | 127.15 | 347247
8 LargeCore/6 | 5.92 ILIDL1S | 256K/32B/8way(L1/DL1) | 1.57 4893 | 89.19 | 347247
13 LargeCore/6 | 5.92 ILIDL1P | 256K/32B/8way(L1/DL1) | 2.04 97.35 | 23.65 | 3472.47

Table 3: Some Key Results of Core Selection and Cache Configurationrf@lackScholes UsingLar geSi ndata-set



2.2 TLB Selection

Increasing the TLB for botlgo and blackscholesbenchmarks
resulted in no improvement of thed m t i me, and therefore we
decided not have a TLB. This is summarized in the table in Fig-
ure 8.

Benchmark | data-set Core Type TLB | sim_
time
(ms)
blackscholes si nmsnmal | | 4 SmallCores| No 63.4
blackscholes| si nsmal | | 4 SmallCores| Yes | 63.4
go sinsmal | | 1 LargeCore | No 45.981
go sinsmal | | 1LargeCore | Yes | 45.981

Figure 8: Experiments to test the usage of TLB (TLB configu-
ration: 2048 bytes, 2 way associativity, 32 byte line size)

Evident from Figure 8, we see no improvement with addition of
TLB to the simulator, for neitheblackschole:or go benchmarks.
Hence we decided not to use the TB

From these results we concluded that usind-28jeCorecores
with 6 issue units per core and using on-core specializetiesac
each of size 256Kbytes (262144 Bytes), would have the optimu
effect onOF due toblackscholesThe Same configuration may be

Core Area = 13 * Area(Each Core) =13 *5.92 = 76.96)
IL1 Area = 13*Area(EachIL1Cache)=13*0.7843 = 10.1959
DL1 Area = 13*Area(EachDL1Cache)=13*0.7843 = 10.1959
L2 Area = O0(NoL2) = 0
Total Area (mnt) = 97.3518
Figure 11: Area Calculation
_ 5 baseSimTime of x with dataset
OF= OptimizedArea+ 2yeD ZXGS\/optimizedSimTime of x with datasgt y

- 5 424766 867.560
=Jorass T (\ soss T/ Bei2 +

3472466
23657

-/

458139 + 1172827
45.888 113247

2986398
+ \/ 283871

)

=0.51+(11.98+12.11+12.11+3.16+3.22+3.24)

=46.33

Figure 12: Solving for OF

used forgo which is cannot be run with separate threads of execu- associativity), we attain an optimal OF 46.33.

tion. We selectedjo and ran it on one of the cores and obtained
the results presented in figure 10. Evident from the resoll @dso
based on our previous knowledgegd), it mostly requires higher
number of execution units (due to high percentage of integer
floating point units).

3. FINAL RESULTS AND DESIGN

This section summarizes our optimal results. The table urdig
9 and 10 presents the values of the bsisen t i ne.

BaseSimTimatg | sinsmall | simm d | sinlarge
blackscholes 424766 867.560 3472466
go 458139 1172827 | 2986398
Figure 9: Base SimTime
Optimized | simsrmal | | simm d | sinl arge
SimTimes
blackscholes 2.958 5.912 23.657
go 45888 | 113247 283871

Figure 10: Optimized SimTime

3.1 Final Design

B

N I

N )

Using thel.argeCorecores selected and the cache configuration, (gyses not shown).

the total die area is calculated to be 3F18nn?. The equations in
figure 3 summarize the details of this calculation.

L1
[/ R]
Core

=

cache of256Kbytes per core (having2Byte blocks an@ — way

Figure 14: Approximate floor plan of our microprocessor

The base times and the optimized times are shown in Figure 9 The block diagram of our processor is as shown in figure 3.1. It

and 10 respectively. The calculation of area is shown in fei@u
We solve Equation 1 with optimized values from Figure 10 ig-Fi
ure 3.

Thus, by solving the equation above in Figure 3 we get a final
OF of 46.33 Thus using 13 LargeCore cores, specializedl/DL1

shows 13 cores (each bhargeCorewith issue width of 6 instruc-
tions). Each core has separate specialiteddandDL1 cache. We
used no L2 cache. Thé 1 andDL1 are each of size 2&&ytes
(26214dytey. The caches have Bgteblock size with 8- wayset
associativity. We have derived this through a series of expmn-

"though the area expended due to addition of TLB has negtigibl tation and inferences based on how #hem ti me, cache misses

effect on the total die area

and CPl is improved when various simulation configuratiorapa



Core 1 Core 2 Core 3 Core 13
(Large, (Large, (Large, (Large,
Issue = 6) Issue = 6) Issue = 6) Issue = 6)

IL113] [DL113

|||_11| | DL11| | ||_12| | DL12| | ||_13| | DL13|

| Memory |

Figure 13: Our final design of the microprocessor. Each IL1 an DL1 has the following configuration: 262144B cache, 32B l@size,
8 way associativity.

eters are varied. Figure 14 shows the approximate floor (fltreo

processor. It shows the approximate physical layout of tires gested value of kis 2 or 3.

and their caches on a 1@ die. The communication buses be- Overall, we enjoyed doing the project. It was a great leanin

tween the cores is not being shown here as they have already be experience. Initially, we thought that the project woulkea large

taken care of by the simulator. number of simulations to come to conclusions, but in reditipes
not.

area wanted o®F. Less the value df, greater is the impact. Sug-

4. CONCLUSIONS AND REMARKS
5. REFERENCES

From the results section, it can be seen that the speed-up we
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baseSimTime of x with dataset y
OF = — — -
yzbgs\/optlmlzed&mﬂme of x with dataset y

@)

With this metric, the OF evaluates to 45.82 for our configorat
The second metric we suggest is to cause the area to coetribut
to a greater extent to tHeF.

1 baseSimTime of x with dataset y
= * 3 3\ optimizedsimT : 3)
OptimizedArea £\ optimizedSimTime of x with dataset y

In the above equation, the area factor is multiplied by thmetfac-
tor, therefore the area having a greater influence on thellegion
of OF. k can be adjusted depending on the amount of impact of



APPENDIX
A. CONFIG FILE (ILDL1PCONF)

\texttt{
# You can start modifying from the line below.

B R R

#1. multicore configuration.
procsPerNode = 13 # total number of cores.
cpucore[0:12] = 'LargeCore’

#2. Issue width for each core types (i.e. small, mid, andelgrg
issuelLarge = 6 # largeprocessor issue width (6 or 4)
issueMid = 4 # mid-processor issue width (4 or 2)
issueSmall = 1 # smallprocessor issue width (2 or 1)

#3. IL1 & DL1 configuration for large cores
LargelL1CacheSize = 262144

LargelL1BlockSize = 32

LargelL1Assoc =8

LargelL1AccessTime = 4 # Need to be calculated by CACTI

LargeDL1CacheSize = 262144

LargeDL1BlockSize = 32

LargeDL1Assoc = 8

LargeDL1AccessTime = 4 # Need to be calculated by CACTI

#4. IL1 & DL1 configuration for mid cores
MidlL1CacheSize = 32768

MidlL1BlockSize = 32

MidIL1Assoc = 2

MidIL1AccessTime = 3 # Need to be calculated by CACTI

MidDL1CacheSize = 32768

MidDL1BlockSize = 32

MidDL1Assoc =2

MidDL1AccessTime = 3 # Need to be calculated by CACTI

#5. IL1 & DL1 configuration for small cores
SmalllL1CacheSize = 32768

SmalllL1BlockSize = 32

SmalllL1Assoc = 2

SmalllL1AccessTime = 3 # Need to be calculated by CACTI

SmallDL1CacheSize = 32768

SmallDL1BlockSize = 32

SmallDL1Assoc = 2

SmallDL1AccessTime = 3 # Need to be calculated by CACTI

#6. SmallCore inorder/outof—order configuration
[SmallCore]
inorder = true # does the core execute in order?

#7. Translation Lookaside Buffer(TLB) for data & inst. addses in LargeCore.

[FXDTLBLarge]
size = 648

assoc = 4

bsize =8
deviceType ='none’

[FXITLBLarge]

size = 648

assoc =4

bsize =8
deviceType ='none’

#8. Translation Lookaside Buffer(TLB) for data & inst. addses in MidCore.

[FXDTLBMid]

size = 648

assoc =4

bsize =8
deviceType ='none’

[FXITLBMiId]

size = 648

assoc =4

bsize =8
deviceType ='none’

#9. Translation Lookaside Buffer(TLB) for data & inst. addses in SmallCore.
[FXDTLBSmall]

size = 648

assoc = 4

bsize = 8

deviceType ='none’

[FXITLBSmall]

size = 648

assoc =4

bsize =8
deviceType ='none’

# Please do not modify below this line
T T R R R

}



