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Abstract

In this paper, we propose a simple video
summarization system based on removal of
similar frames and the maintenance of unique
frames. It tries to capture the temporal
content of the frame and to output the video
with a length specified by the user. It aims
at eliminating similar frames by a process of
clustering where similar frames are clustered
into one group. Similar frames have less
degree of variation in visual frames, color
distribution and visual attributes. When
clusters are formed, a fraction of the frames
from each of the group is retrieved to form
a sequence of frames resulting in the desired
output.
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1 Introduction

Multimedia is facing a number of interesting
challenges, many of them are illuminated in
[2] and [7]. Video summarization is one such
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challenge. Automatic video content summa-
rization has drawn attention due to its com-
mercial potential in a number of applications.
A concise video summary, intuitively, should
highlight the video content and contain lit-
tle redundancy while preserving the balanced
coverage of the original video. Summaries
are immensely useful things, especially if well
made, accurate and intrinsically interesting.
In our information rich age, there are many
situations in which it would be useful to be
able to have a single, easily understandable
summary of a collection.

The growing availability of multimedia data
such as video on personal computers and
home equipment creates a strong requirement
for efficient tools to manipulate this type of
data, and to produce it in a highly efficient
way to reduce time and space. Summarization
can be done manually or can be automated.
Automatic summarization is one of such tools,
which automatically creates a short version or
subset of keyframes which contains as much
information as possible as the original video.
Manual intervention is usually tedious and not
preferred unless high intelligent video is re-
quired summaries are important because they
can provide rapidly users with some infor-
mation about the content of a large video
or set of videos. Automatic summarization
is subject to very active research, and sev-
eral approaches have been proposed to define
and identify the most important content in



a video. However, most approaches currently
have the limitation that evaluation is difficult,
so that it is hard to judge the quality of a sum-
mary.

In this paper, we propose a new approach for
the automatic creation of summaries based on
the simulated user principle, to address this
problem.

2 Related Work

As quoted in [1],the goal of video summariza-
tion is to process video sequences that con-
tain high redundancy and make them more
exciting, interesting, valuable, and useful for
users. The properties of a video summary de-
pend on the application domain, the charac-
teristics of the sequences to be summarized,
and the purpose of the summary. A lot of
research related activities can be found in [8]
and [9]. Generally, summarization techniques
try to eliminate redundant or similar frames
i.e. they retain a key frame, which represents
a set of frames similar to the key frame. How-
ever the continuity of the video is lost on the
elimination of redundant frames, and the out-
put result appears like a fast-forwarded video.
A curve simplification strategy is employed
in [6] for video summarization. Each frame
is mapped into a vector of high dimensional
features, and segments the feature curve into
units. A video summary is extracted accord-
ing to the relationship among them. [10]
applies different sampling rates on videos to
summarize it. The sample rate is controlled
by the motion information in the shot of the
video at various levels.
Video Summarization has a number of appli-
cations. Generally, depending on the applica-
tion, a suitable method is chosen to summa-
rize the video. Many such methods are dis-
cussed in [11], [12] and [13].

Video summarization is mainly achieved by
selecting a set of keyframes, which vary
considerably from one another.[3] uses R-
Sequence method to obtain keyframes from
the sampled video. However video summa-
rization using keyframes poses some limita-
tions. A video signal is a continuous record-
ing of event, a spatio-temporal representation
of a real time event. The distinction between
images and video has to be clear. A video
is not merely a set of images, but a set of
images spatially and temporally related with
each other. On key frame detection, the tem-
poral characterestics of the video is lost, there-
fore resulting in less continuity. A set of static
keyframes by no means captures these essen-
tial video properties, and is indeed a poor rep-
resentation of general visual content of a video
program.
Smith et al. [4] have also proposed a method
of selecting key frames.The keyframes are se-
lected based on a ranking system where a rank
is given to each image, for e.g. faces and texts
are given high ranks. They follow the same for
the audio. Keywords are given higher prefer-
ence. However, their technique requires man-
ual intervention to rank the entire system.
In our approach, we eliminate similar frames
while maintaining the continuity of the video.
This method eliminates the frames using a
simple division method, which is done itera-
tively. The boundary where the video changes
are detected and frame elimination is done. It
tries to preserve both the spatial and tempo-
ral locality of the input video.

3 System Overview

The entire process is shown in the figure. The
first step is to sample the video and is dis-
cussed in section 4. From the images ob-
tained, we extract the features. The method
of obtaining feature frame matrix is explained
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Figure 1: Process Flowchart

in section 5. We then compare the images us-
ing Euclidean distance defined in section 6.
The iterative division method is applied and
the steps are illuminated in section 7. The
final frames are combined to form the sum-
marized video, which is discussed in section
8.

4 Video frame extraction

The video is sampled at a constant rate. We
do not consider the audio of the video. Im-
portance is given only to the visual content.

The result is a set of frames or images, which
may be in gif, jpeg etc format. These images
are used for the next step of the algorithm.

5 Creation of Feature Matrix

The resulting frames are analyzed to obtain
the feature-frame matrix.Histograms are used
because they provide a convenient way for
detecting overall differences in images, and
they reduce the complexities in the further
steps and hence making the algorithm time-
cost effective. Thus the iteration in the next
step takes lesser time because the entire im-
age is scaled down to a histogram. We use the
method in [5] for constructing the histogram.
Every image has RBG associated with each of
its pixel. Every R or B or G is scaled down
to a range 0-5 i.e. every color is allocated
five bins. For R, B and G together we get
5*5*5= 125 bins. In other words, the R, B
and G values of each pixel are scaled down to
0-5 and the appropriate matching bin count
is incremented. To incorporate spatial infor-
mation of the color distribution, each frame
into 3*3 blocks, and creates a 3D-histogram
for each of the blocks. These nine histograms
are then concatenated together. As a result
we obtain 9*125 = 1125-dimensional feature
vector for the frame. This vector represents a
single frame. The whole video is represented
by a set of vectors, i.e. a matrix of n*1125
dimension, where n represents the number of
frames in the video. Thus, the ith row repre-
sents the image characteristics of the ith frame
in the video. This method is memory efficient
and faster.

6 Euclidean Distance

Euclidean distance is the most common use
of distance. By using this formula as dis-
tance, Euclidean space becomes a metric
space (even a Hilbert space).In mathematical
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terms, euclidean distance measures the root
of square differences between coordinates of
a pair of object. The figure shows Euclidean
distance D of two vectors x and y.

Figure 2: Euclidean distance in vector space

Once the feature frame matrix has been
extracted, the boundaries where the video
changes considerably have to be detected.
Two frames are said to be similar when the
Euclidian distance between the two frames is
very less, ie less than e, where e is the error
tolerance. The Euclidean distance is defined
by the following: Euclidean distance is given
by:

E =

√∑
(xj − yj)2 for all j (1)

Where x and y represent 2 different images.
In the feature frame matrix, it represents 2
different columns and j varies from 1 to 1125
in our case. The successive rows of the feature
matrix are compared to obtain a Euclidian
matrix i.e. the Euclidian distance of consecu-
tive images is calculated. If the number of im-
ages in the original video is n, then the Euclid-
ian matrix holds n-1 number of elements.

7 Boundary detection and node
segmentation

The Euclidean distance is the primary para-
meter to detect boundaries. We use the fol-
lowing steps to detect boundaries.

1. Set depth=1. Set the number of nodes
to 1; and node has values 1:n where n=
number of images.

2. For all nodes do steps a-c at a given level:

(a) Find the minimum (edmin) and
maximum (edmax) Euclidian dis-
tance in the node.
Let ei represent the Euclidean dis-
tance between i and i+1 image.
Then edmin and edmax is defined
by the following.

edmin = min(ei) (2)

edmax = max(ei) (3)

where i values represent the set of
successive images of a node.

(b) Find the approximate average
Euclidian distance.

edavg = (edmin + edmax)/2 (4)

(c) The node is split in such a way that,
if the Euclidean distance between
two frames in the node is greater
than edavg, a partition is drawn at
that point. Partititons are drawn
wherever the Euclidean distance ex-
ceeds edavg. Thus the node is split
into m number of nodes along m-1
partitions, where the value of m de-
pends on edavg.

3. depth is increment by 1
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Figure 3: Node Division

4. If depth is less than “D” 1 go to 2.

5. Let li be the length of original video and
lo the required length of the output video.
Summarization ratio (sr) is defined by :

sr = lo/li (5)

Let nf be the number of frames in a (leaf)
node. We calculate snf, which is number
of frames after summarizing the node.

snf = sr ∗ nf (6)

The middle ‘snf’ number of frames cal-
culated for every node are taken. The
result is a set of frames for each node,
which are concatenated together to form
a sequence.

In step 2 we are finding the boundary shots
in the particular node, and each node is split
into sub nodes. Here, we try to find distinct
shots of each node. We consider only edmin
and edmax while taking the average because
the node is split based on the most varying

1D is Controlling or the Depth factor. It is dis-
cussed in detail in the next section

successive image pair. Once we obtain a set
of leaf nodes in step 5, we try to summarize
each node by a given ratio. Since the content
of every frame in a node is visually close to
one another, summarizing it (or eliminating
similar frames) retains the key information.

7.1 Selection of the depth factor “D”

D is dependent on the kind of video. If the
original video varies too much in content, then
it should be large. If the video has very less
changing content, a small “D” will suffice.
The value D determines how deeply the video
sequence should be analyzed. If the summa-
rized video is required to capture the distinct
frames, then “D” should be kept large. If
the goal is to obtain continuity in the out-
put video, then “D” is kept small. A medium
value will give a compromising result usually
preferred. Thus, “D” can be used as a con-
trolling factor in determining the output.

8 Image Composition

From the previous step, we obtain a set of im-
ages. The images are combined at a constant
rate, equal to the rate at which they were sam-
pled in section 5 to obtain a moving picture
or summarized video.

9 Conclusion

Video summarization algorithms generally
concentrate on gathering information from
one data stream, such as images, audio, or
closed captions. Systematic gathering of in-
formation from all of These streams and fus-
ing them to generate summaries will greatly
enhance the summary quality. In this paper
we have discussed a novel method of obtain-
ing a summary of the video from images repre-
senting the video. The objective was to obtain
a representative video containing the impor-
tant frames without the loss of continuity. In
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this method, very long shots visualizing the
same content are shortened, while small shots
depicting different visual content are retained.
Consider a video having one constant scene.
An algorithm that eliminates similar frames
and retains one key frame, will give one frame
as an output for this case. On the other hand,
a video with a large number of variations will
give improper results when the algorithm con-
centrates on continuity. Our approach tries to
combine both the approaches and poses “D”
as a controlling factor in determining the out-
put video depending on the users choice.
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