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Abstract

This paperprovides an overview of techniquesor improving Web perfor
mance.For improving sener performancemultiple Web senerscanbe usedin
combirationwith efficient load balancingtechniques We alsodiscusshow the
choiceof sener architectureaffects performarce. We examine contentdistri-
bution networks (CDN’s) andthe routing technigue thatthey use. While Web
performarce canbeimproved usingcaching akey problemwith cachingis con-
sisteng. We presentifferenttechniqesfor achievzing varying forms of cache

consisteny.
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Introduction

The World Wide Web hasemeped asone of the mostsignificant apdica-
tions over the pag decale. Theinfragtructure requredto support Web traffic
is significant, and demarls continue to increaseat a rapid rate Highly ac-
cessd Web sitesmay needto sene over amillion hits perminute. Additional
demand arecreatel by the needto sene dynamicandpersmalizeddata

This paperpresentsan overview of techniques and componats neede to
support high volume Webtraffic. Theseinclude multiple seners at Web sites
which canbe scded to accommodtehigh requestrates. Variousload balarc-
ing technqueshave beendevelopedto efficiently route requeststo multiple
seners. Web sites may also be dispesedor replicatedacras multiple geo-
graphic locations.

Webseners canuseseveral differentapprachego hardling concurentre-
gueds including processesthreads,event-driven architecturesin which a sin-
gle processis usedwith non-docking 1/0, andin-kernel seners.Eachof these
archiectuml choiceshascertan advantagesand disadzantages. We discuss
how thesedifferentapprachesaffect perfaomance.

Over the pastfew yeas, a numberof content distribution networks (CDN)
have beendevelopedto aid Web performance A CDN is a sharedhetwork of
seners or cacheghat deliver contentto uses on behaf of contert providers.
Theintert of a CDN is to sere conientto a client from a CDN sener sothat
respmsetime is decreasedover contactingthe origin sener directly. CDN'’s
also redue the load on origin seners. This paper examinessereral issues
relatad to CDN'sincludingtheir overal archtecture andtechriquesfor routing
requests. We alsoprovideinsight into the performancemprovementdypically
achiexedby CDN'’s.

Cachingis a critical tecmique for improving perfomance. Cachirg can
take placeat several points within the network including clients, seners, and
in intermedate proxies betweenthe client and sener. A key problem with
caching within the Web is maintaning cacheconsigeng.. Web objectsmay
have expiration timesassoatedwith themindicating whenthey becomeob-
solee. The prodem with expiration timesis that it is often not possble to
tell in advancevhenWebdatawill becomeobsokte. Expiration timesarenot
sufficient for applications which have strorg conssteng/ requrements.Stale
cachel dataandtheinability in mary casedo cacke dynamicandpersmalized
datalimits the effectivenesof cachirg.

Theremainde of this pape is organizedasfoll ows. Sectionl providesan
overview of tecmiques usedfor improving performanceat a Web site. Sec-
tion 2 discussedifferentsener archiectues. Section3 presentsan overview
of contentdistribution networks. Section4 discussedNeb caching andcache
conssteng techiques.



1. Improving Performance at a Web Site

Highly accesed Web sites may needto hande peakrequestrates of over a
million hits perminute Web servirg lends itself well to concurrercy beause
transa&tions from different clients can be handked in paralel. A singe Web
sener canacheve pardlelism by multithreadirg or multitaking betwee dif-
ferentrequests.Additionalparalelism andhigherthroughputscanbe achieved
by using multiple seners andloadbalarcing requestsamongthe seners.

Figurel showsanexampleof a scabbleWebsite. Requetsaredistributed
to multiple senersvia a load balarcer The Web senersmay acces one or
moredatatasedor creding content. The Web senerswould typically contain
replicatedcontentsothatarequestcouldbedirectedto ary senerin thecluster.
For storing staticfiles, oneway to sharehemacros multiple senersis to usea
distributedfile sygemsuchasAFSor DFS[42]. Copiesof filesmaybecachea
in oneor moreseners. Thisapproachworksfineif the numberof Webseners
is not too large and datadoesn't charge very frequently. For large numbes
of senersfor which dataupdatesarefrequent, distributedfile systemsanbe
highly inefficient. Part of the rea®n for this is the strong consisterty model
imposedby distributed file sysems. Sharedfile sysemsrequie all copies
of files to be compldely congstent In orderto updde a file in one sener,
all other copies of the file nedal to be invalidated before the update cantake
place Theseinvalidation messagsaddoverheadandlatercy. At someWeb
sites,thenumbe of objectsupdatedin tempoal proximity to eachothercanbe
quite large. During periods of peakupdates,the sygemmight fail to perform
adequately.

Another methodof distributing contentwhich avoids someof the problems
of distributedfile systensis to propagateupdatesto senerswithout requring
the strict conssteny guaranteesof distributed file systems. Using this ap-
proad, updatesarepropagatedo senerswithoutfirst invalidating all existing
copies. Thismeanghatatthetime anupdat is made datamaybeinconsistert
betweensenersfor a little while. For mary Web sites theseincorsistercies
arenot a probem, andthe performancebenefitsfrom relaxing the consistercy
requrementscanbe significant.

1.1. Load Balancing

Theload balancerin Figurel distributesrequestsamongthe seners One
methodof load balarting requeststo senersis via DNS seners. DNS seners
provide clients with the IP addressof oneof the site’'s content delivery nodes.
Whenarequest is madeto a Web site such asht t p: / / www. r esear ch.

i bm cont conpsci /, “www.researchlibm.com”mustbetranslatedto anIP
address, and DNS seners perforn this trandation. A nameassodated with
a Web site canmapto multiple IP addiesseseachasso@tedwith a different
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Figure 1.  Architectureof a scalabléWebsite. Requestsredirectedfrom theload balancer
to oneof several Webseners. The Web senersmay accesoneor moredatabasefor creating
content.

Websener. DNS seners canselect oneof thesesenersusinga policy suchas
round robin[10].

Thereareotherappraachesvhich canbeusedfor DNSload balanceswhich
offer someadvantage over simple round robin [13]. The DNS sener can
useinformaton abaut the numberof requestsper unit time sentto a Web site
aswell asgeogaphicinformation. The Intemet2 Distributed Storag Infras-
tructure Projectproposeda DNS thatimplements addressresoltion basedon
network proximity information,suchasroundtrip delays [8].

Oneof theproblemswith load balancingusing DNSis that name-b-I1P map-
pings resuling from a DNS lookup may be cachedanywherealong the path
betweeraclient andasener. Thiscancau® load imbalan@ becaweclient re-
gueds canthenbypassthe DNS senerentirely andgo directly to asener[19].
Name-to-P addessmappirgs have time-to-live attributes(TTL) asso@ted
with themwhichindicatewhenthey arenolongervalid. Usingsmall TTL val-
uescanlimit loadimbalarcesdueto caching. The problemwith this appioach
is thatit canincreaseesmnsetimes[59]. Anotherproblemwith this appioach
is thatnotall entitiescaching nameto-IP addessmapphgsobey TTL'swhich
aretoo short.

Adaptive TTL algarithms have beenproposedin which the DNS assigrs
different TTL valuesfor different clients[12]. A requestcomingfrom aclient



with ahigh requestratewould typically receéve aname-telP addiessmappirg

with a shorte lifetime thanthat assgnedto a client with a low requestrate.
This prevents a proxy with mary clients from direding requeststo the same
sener for too long a period of time.

Another apprachto load balarcing is using a conrectionrouter in front of
severalback-end seners Connetionroutess hidethelP addesse®f theback
endseners. That way, IP addessesf individud senerswon’t be cacled,
eliminaing the problem experienced with DNS load balancing. Connetion
routing canbe usedin combhnation with DNS routing for handing large num-
bersof requests. A DNS sener can route requests to multiple conrection
routes. The DNS sener provides coarse grained load balancing, while the
connetion routers provide finer grained load balencing Connecion routers
alsosimplify the managenentof a Web site becaisebackendseners canbe
addedandremovedtrans@renty.

IBM’ sNetwork Dispatter[32] is oneexampleof aconrectionrouterwhich
hidesthe IP addressof backendseners. Network Dispatdier usesWeighted
RoundRobin for load balarcing requests. Using this algorithm, seners are
assignedweights. All senerswith the sameweightreceve a new conrection
before ary sener with a lesse weight receves a nev comectian. Seners
with highe weights getmore conrectiors thanthose with lower weights, and
senerswith equd weightsgetanequal distribution of new connetions.

With Network Dispather requestsfrom the backend seners go directly
backto theclient. Thisreduesoverheadatthe comectian router. By contrast,
someconrectionroutersfunction as proxies betweerthe client andsener in
which all resppnsedrom seners go throughthe connestion router to clients.

Network Dispatder hasspecal featuesfor handing client affinity to se-
lectedseners. Thesefeaturesareusdul for handing requestsenayptedusing
the SecureSoclets Layer protocol (SSL). Whenan SSL comectian is made,
a ses#on key mustbe negotiatedand excharged. Sessiorkeys are expensve
to genagate. Therebre, they have alifetime, typically 100 secomls, for which
they exist aftertheinitial connestionis made.SubseqantSSLrequestswithin
thekey lifetime reusethe key.

Network dispatche recogrizes SSL requestsby the port number (443). It
allows certah portsto be desigratedas “sticky”. Network Dispatherkeefs
records of old connetionson suchportsfor adesgnated affinity life span(e.g.
100 secadsfor SSL).If arequest for a new comnectian from the sameclient
onthesameport arrivesbefore theaffinity life spanfor the previousconrection
expires, the new comectim is sentto the samesener thatthe old conrection
utilized.

Usingthis apprach,SSLrequestsfrom the sameclient will goto thesame
sener for the lifetime of a ses#on key, obviating the needto negotiate new
sessim keys for ead SSLrequest. This cancausesomeload imbalarce, par



ticularly sincethe client addiessseenby Network Dispatcher may actually be
aproxy represening severalclients andnot justtheclient correspomnling to the
SSLrequsst. However, the redwction in overhea dueto redued sessio key
genaation is usudly worth the load imbalancecreatel. This is particulady
true for siteswhich make gratuitoususeof SSL.For example somesites will

encnypt all of theimagefiles asso@tedwith anHTML pageandnot just the
HTML pageitself.

Connecion routing is often dore at layer 4 of the OSI modelin which the
conrectionrouter doesnot knowthecontentsof therequest. Anotherappioach
is to perfom routing atlayer 7. In layer7 routing, alsoknownascontent-based
routing, therouter examinesrequestsandmalesits routing decisonsbasedn
the contents of requests[55]. This allows more soplhisticated routing tech-
niques. For example, dynamic requests could be sentto one setof seners,
while staic requestscould be sentto anotler set. Different quality of service
policiescould beassigedto different URL'sin which the content-basedrouter
sendtherequestto anappopriate senerbasel onthequdity of servicecorre-
spording to therequestedURL. Contert-basel routing allows the senersata
Websiteto beassynetrical For example,informationcoud bedistributedata
Website sotha frequently requestedobjeds arestoredon mary or all seners,
while infrequently requested objects are only storedon a few seners. This
reduesthe storag overhead of replicatingall informaton on all seners. The
content-basedrouter canthenuseinformation on how objects are distributed
to make correct routing decispns.

Thekey problemwith content-tasedoutingis thattheoverheadwhichis in-
curred canbehigh[60]. In orde to examinethecontentsof arequest,therouter
mustterminatethe connection with the client. In a straghtforwardimplemen-
tation of content-tasedrouting, the router actsasa proxy betweenthe client
andsener, andall dataexchangedbetweenthe client and sener go through
therouter. Betterperformances achieved by usinga TCP handff protowl in
whichtheclient conrection is transferred from theroute to abackendsener;
this canbedone in amanne whichis trangparen to theclient.

A numbe of client-basel techiques have been proposedfor loadbalancing.
A few yearsaga Netscgpeimplemeneda scheméor doingload balanéng at
the Netscae Web site (before they were purchasedby AOL) in which the
Netsca browserwascorfiguredto pick theappropriate sener[49]. Whena
useracessedhe Web site www.netscap.com,the browserwould randanly
pick anumber; betwee 1 andthe numberof senersanddired the request to
Wwwsi.netscap.com.

Anotherclient-ba®d techrique is to usethe client’'s DNS [23, 58]. When
a client wishesto accessa URL, it issuesa queryto its DNS to getthe IP
address of the site. The Web site’s DNS returns a list of IP addesseof the
seners instead of a single IP address. The client DNS selecs an apgropriate



sener for the client. An alterrative stratgy is for the client to obtainthe list
of IP addresesfrom its DNS anddo the seledion itself. An advantageto the
clientmakingtheselectionitsdf is thattheclientcancollea informationabou
the performanceof differentsenersat the site andmalke anintelligent choice
basedon this. The disadrantages of client-basa techiques is that the Web
sitelosescontrol over how requestsarerouted, andsuchtecmiques geneally
requre modificationsto theclient (or atleasttheclient’s DNS sener).

1.2, Serving Dynamic Web Content

Web seners satisfy two types of requests,staic and dynamic. Static re-
qguess arefor files that exist at the time a requestis made. Dynamicrequests
arefor conten thathasto begeneatedby asenerprogramexecutel atreques
time. A key difference betweensatidying statc and dynamicrequestsis the
processingoverheal. The overhead of sening static pagesis relatively low.
A Web sener running on a uniprocessr cantypicdly sene severd hundred
static requestsper secom. Of couse,this numbe is dependenton the data
beingsened;for largefiles, thethroughputis lower.

Theoverheal for satidying a dynamic request may be ordersof magntude
morethanthe overheadfor satisfying a staticrequest. Dynamicrequestsoften
involve extensve backendprocesing. Many Websitesmalke useof datalases,
anda dynamicrequestmayinvoke severd databaeaccesses.Thesedatdbase
accesescanconsimesignficant CPUcycles Theback-end softwarefor cre-
ating dynamic pages may be complex. While the functiondity perfamedby
suchsoftware may not appea to be compue-intensive, such middlevare sys-
temsare often not desgned efficiently; commerci& products for gereratirg
dynamicdatacanbe highly inefficient.

Onesourceof overheadin accessingdatatasess conrectingto thedatabase.
Many datadbasesystans require a client to first estallish a conrectionwith a
datalasebefore perfarming atransactian in which theclient typically provides
authaenticaion information. Establshinga connetionis oftenquite expersive.
A naive implementation of a Web site would estadlish a new conrection for
eachdatalaseacces. This appioachcould overload the databae with rela-
tively low traffic levels.

A significantly more efficient apprachis to maintan one or more long-
running processeswith open conrectiors to the datalase. Acces®sto the
datalasearethenmadewith oneof thes long-running processes That way,
multiple accesssto the databasecanbe madeover a single conrection

Another souce of overheal is the interfacefor invoking sener programs
in orde to generde dynamic data. The traditiona methal for invoking sener
programsfor Webrequestsis via the CommonGatavay Interface(CGl). CGI
forks off anew processto hande eachdynamicrequest;this incurs significant



overhead. Thereareanumbe of fasterinterfaces available for invoking sener
progams[34]. Thesefasterinterfacesuseone of two appioache. The first
apprachis for the Web sener to provide aninterfaceto allow a program for
geneaatingdynamicdatato beinvoked aspartof the Websener processtself.
IBM’s GO Web sener APl (GWAPI) is anexampleof suchaninterface. The
secoml approachis to estalish long-running processego which aWeb sener
passerequests.While this apprachincurs someinterprocesscommunicéion
overhead,theoverheadis consideraly lessthanthatincurredby CGI. FastCGl
is anexampleof the semndapprach[53].

In orderto redwcethe overheadfor genegating dynamic data,it is oftenfea-
sibleto genentedatacorrepondng to adynamicobjed once storethe object
in a cache,andsubseguertly sene requess to the objed from cacte insteal
of invoking the sener progran again[33]. Usingthis apprach,dynamicdata
canbesenedatabaut the samerateasstaticdata.

However, therearetypesof dynamic data that canrot be precmputel and
senedfrom acache For instance, dynanic requeststhatcawsea sideeffect at
the sener suchasa datalaseupdde cannd be satidied merelyby returring a
cachel page.As anexample consideraWebsitethatallowsclientsto purchase
items using credt cards At the point at which a client commitsto buying
sometling, that informaton hasto be recorced at the Web site; the request
canrot be solely senicedfrom acache

Personaked Web pagescan also negatively affect the cacheability of dy-
namic pages A personalzed Web pagecontains contert specificto a client,
suchastheclient’sname.SuchaWebpagecoud notbeusedfor andherclient
Therefae, cachirg the pageis of limited utility sinceonly a singleclient can
useit. Eachclientwould needa differentverdon of the page.

Onemethal which canreducethe overhea for geneating dynamic pages
andenabk cachirg of somepartsof personalizedpagesis to definethesepages
asbeing compasedof multiple fragmerts [15]. In this apprach,a comple
Web pageis constuctedfrom several simple fragments. A fragment may
recusively embedother fragmerts. This is efficient becausethe overhead for
assembing a Web pagefrom simpler fragmerts is ustally minor compaedto
the overheal for constucting the pagefrom scrach, which canbe quite high.

Thefragment-basdapprachalsomakesit easietto desigh Websites Com-
moninformationthatneeadsto beincludedon multiple Web pages canbe cre-
atedasa fragmer. In order to change the informationon all pagesonly the
fragmen needgo be changed.

In orderto usefragmentsto allow partal caching of persaalized pages
the persmalized informationon a Web pageis encagulatd by one or more
fragmeris that are not cacheable, but the other fragmers in the page are.
When sening a request, a cacte compogs pagesfrom its consttuent frag-
ments,mary of which arelocally available. Only persmalized fragmers have



to be creded by the sener. As persmalized fragmers typically consttute a
small fraction of the entire page geneating only themwould requre lower
overhea thangeneatingall of the fragmensin the page

Generding Webpages from fragmentsprovidesothe bendits aswell. Frag-
mentscanbeconstuctedto represententtiesthathave similarlifetimes.When
a partiaular fragment chargesbut the rest of the Web pagestaysthe same,
only the fragmentnealsto be invalidatedor updatedin the cache not the en-
tire page Fragmentxanalsorediwce the amoun of cachespacetaken up by
multiple pages with commoncorntent. Suppos that a particular fragmen is
contanedin 2000popular Web pageswhich shauld be cadhed.Usingthe con-
ventionalapproach thecachewould containasepaateversion of thefragmern
for eachpageresuting in asmary as2000copes. By contrast,if thefragmen-
basedmethodof pagecompodgtion is used,only a singe copy of thefragmer
needgo bemaintined.

A key problem with caching dynamic content is maintaning corsisten
cache. It is adwantageows for the cacheto provide a mechaism, suchas
an API, allowing the sener to explicitly invalidate or update cached objecs
sothatthey don't becane obsdete. Web objects may be assigned expiration
timesthatindicate whenthey shoud be consderedobslete. Suchexpiration
timesaregeneally not sufiicient for allowing dynamicdatato be cactedprop-
erly becawseit is oftennot possble to predid accuraely whena dynamic page
will charge.

2. Server Performance Issues

A centrd componat of the respnsetime seenby Web usersis, of course,
the perfarmanceof the origin sener that providesthe conten. Thereis grea
interest,then understamling the performanceof Webseners How quickly can
they respndto requests?How well do they scalewith load?Are they capable
of opeatingunderoverloa, i.e.,canthey maintan somelevel of servie even
whentherequestedoad far outgrips the capaity of thesener?

A Web seneris anunusualpieceof software in that it mustcommuncate
with potentialy thousand of remoteclients simultaneosly. The sener thus
mustbe ableto dealwith alarge degree of concurrercy. A sener camot sim-
ply respand to eachclient in a non-greemptie, first-come first-sene manne,
for severd rea®ns. Clients aretypically locatedfar away over the wide-arex
Interret, andthuscomectim lifetimescanlastmary secomlsor evenminutes.
Particulally with HTTP 1.1, aclient connestion maybe openbut idle for some
time beforea new requestis submitted. Thusa sener canhave mary concur-
rent connections open, and shoutl be able do work for one conrectionwhen
anotleris quiescent.Anotherrea®onis thata client mayrequestafile whichis
notresicentin memory While the sener CPUwaitsfor thedisk to retrieve the



file, it canwork onrespandingto anaherclient. For thes andothe reasms,
a sener mustbe ableto multiplex the work it hasto do through someform of
conairrengy.

A fundamentafactor which affects the perfomanceof a Web sener is the
architectural modelthatit usesto implemert that concurengy. Generdly, Web
senerscanbeimplemeriedusing oneof four architectures: processesthreals,
event-diven, andin-kernel. Eachappgoachhasits advantagesanddisadvan-
tageswhich we go into moredetail belov. A centrd issuein this decisbn of
which modelto useis what sort of performanceoptimizations are available
unde thatmodel Anotheris how well that modelscales with the workload,
i.e.,how efficiently it canhandk growing numbes of clients.

2.1. Process-Based Servers

Processe are perhapsthe most commonform of providing concurengy.
The original NCSA sener andthe widely-known Apachesener [2] usepro-
cesss as the mechansm to hande large numbes of connetions. In this
model,a processis creded for eachnew request,which canblock whennec-
essay, for examplewaiting for datato becane available on a sodet or for file
I/0O to be available from the disk. The sener handes concureng by creding
multiple processes.

Processghave two main adwantages First, they areconsstert with a pro-
grammers’way of thinking, allowing the developer to proceedin a stepby-
stepfashon withoutworrying abou managng conarrercy. Secom, they pro-
vide isolation andprotection betweerdifferentclients. If oneprocesshangs or
crastes,the otherprocesseshauld be unafected.

The main dravbad to processesis performance Processgarerelatively
hearyweight abdractions in mostoperding systens, andthuscreaing them,
deleing them,andswitching contect betweerthemis expersive. Apache for
example triesto ameliaatethesecoss by preforking a numbe of processes
andonly destoys themif the load falls below a certan threshold However,
the cosk arestill significant,aseachproces requres memoryto be allocated
to them. As the numberof processegrow, large amours of memoryareused
which putspressire onthevirtual memorysysem,which could usethe mem-
ory for other purposes suchascading frequently-accesseddata In addition,
sharng information suchasa cachel file, acrosgprocesescanbedifficult.

2.2. Thread-Based Servers

Threadsare the next mostcommonform of concureng. Senersthatuse
threadsinclude JAWS [31] andSun’s Java Web Sener [64]. Threadsaresim-
ilar to processeshut are consderedlighterweight. Unlike processesthread
sharethe sameaddress spa@ andtypically only provide a sepaate stackfor



eachthreal. Thus,creaton cogs andcontet-switching costsareusualy much
lower thanfor proceses.In addtion, shaing betwee thread is mucheaser.
Threadsalso maintain the abstaction of an isolatd ervironmert much like
processes,although the andogy is not exact since proggammersmust worry
moreabautissueslik e synchronizationandlocking to protect shaeddatastruc
tures.

Thread have severd disadrantages aswell. Sincethe addessspaceis
sharel, threadsarenot protectedfrom oneanottertheway processesre. Thus,
apooly progammedthreadcancrashthe whole sener. Threadsalsorequire
prope operaing sygemsupport, othawisewhenathreadblocks onsometling
like afile I/O, thewhole addessspacewill be stogped.

2.3. Event-Driven Servers

The third form of concurrercy is known asthe everi-driven architecture.
Senersthat usethis methodinclude Flash[56] and Zeus[72]. With this ar-
chitedure, a single processis usedwith non-blodcking I/O. Non-blocking I/0O
is away of doingasyndronausreadsandwrites on a socket or file desciptor.
For example instead of a processreading a file desciptor andblocking until
datais available,an event-divensener will returnimmedigely if thereis no
data.In turn,the O.S.will letthesener processknowwhenasodetor file de-
scripbor is readyfor reading or writing through a notification metanism This
notificaion mechamsm canbeanactive onesuchasasignal hardler, or a pas-
sive onerequring the processto askthe O.S.suchasthesel ect () system
call. Throughthesemechansmsthe sener processwill essetially respom to
eventsandis typically guaanteel to never block.

Event-divenseners have severaladvantages First, they arevery fast. Zeus
is frequently usedby hardwvare vendos to geneate high Web sener num-
berswith the SPECV¢b99benchmark [61]. Sharirg is inherent, sincethere
is only one process, andno locking or synchrorization is needel. Thereare
no cortext-switch coss or extra memoryconsimptionthat arethe casewith
thread or proceses. Maximizing conairrercy is thus mucheaser thanwith
the previousappioaches.

Event-diven seners have downsidesaswell. Like threads,a failure can
haltthe whole sener. Event-divensenerscantax operaing sysemresairce
limits, suchasthe numberof openfile desciptors. Differert opeating sys-
temshave varying levels of sugport for asyrchrorous 1/0, so a fully event-
driven sener may not be possible on a particular platform. Finally, event-
driven seners require a different way of thinking from the programmey who
mustundestandandaccount for the waysin which multiple requestscanbe
in varying stagesof progesssimultaneowsly. In this appoach,the degree of



conaurreng is fully exposdto thedeveloper, with all theattencgntadvantages
anddisadrantagps.

2.4. In-Kernel Servers

Thefourth andfinal form of sener architecturesis the in-kernel approach
Senersthatusethis metha include AFPA [36] andTux [66]. All of theprevi-
ousarchtecturesplacethe Web sener softwarein userspacein this appoach
the HTTP sener is in kemel spae, tightly integratedwith the host TCP/IP
stack

Thein-kernelarchtecture hasthe advantagesthatit is extremdy fast,since
potertially expensve transtions to userspa® are compketely avoided. Simi-
larly, nodataneeddo becopied acrostheuser-kernel bourdary, anottercosty
operdion.

The disadvaniagesfor in-kernel apprachesareseveral. First, it is lessro-
bustto progmammingerrars; a sener faut cancrashthe whole machire, not
just the sener! Developmer is much harcer, since kemel proggammingis
more difficult and muchlessporteble than programminguser-spae apdica-
tions. Kernelintemalsof Linux, FreeBSD,and Windows vary consderally,
makingdedoymentacrassplatformsmorework. The soclketandthreal APIs,
ontheotherhand arerelatively stalle andportableacros operding systams.

Dynamicconentposes anevengreate chalengefor in-kernel seners since
anarbitrary programmaybeinvokedin respaseto arequestfor dynamiccon-
tent. A full -featuredin-kernelweb sener would needto have aPHPengire or
Javaruntimeinterpreterloaded in with the kernd! The way currentin-kernel
senersdealwith thisissueis to restrict their actvitiesto the staticcontent com-
ponent of Webserving,andpas dynamic contentrequeststo acomplee sener
in userspace,suc asApache For example,mary entliesin the SPECWeb99
site [61] that usethe Linux operding sysem usethis hybrid appraach, with
Tux servirg staticcontent in thekernel andApache hardling dynamic requests
in use space.

2.5. Server Performance Comparison

Sincewe areconcernedwith perfamance,it is thusinteresting to seehow
well the different sener architectures perfaom. To evaluate them, we took
a experimental testbel setyp and evaluat the performanceusing a synthetic
workloadgererator[51] to saturae thesenerswith requestsfor arange of web
documents. The clients wereeight 500 MHz PC’s running FreeBSD andthe
senerwasa 400 MHz PCrunning Linux 2.4.16. Eachclient hada 100 mbps
Etherne conrectedto a gigabit switch, andthe sener was conrectedto the
switchusing GigabitEthernet Threesenerswereevaluagedasrepregntatives
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of their archiecture: Apacheas a process-lasedsener, Flashas an event-
drivensener, andTux asanin-kernel sener.

Figure 2 showsthe sener throughpu in HTTP operdionsisecof the three
seners As canbeseen Tux, thein-kernelsener, is thefastestat2193ops/€c.
However, Flashis only 10 perceni slower at20750pdsec,despte beingimple-
mentedn userspace Apacheontheother hand,is significantly sloverat875
ops/®c. Figure3 shavs the sener resporsetime for the three seners. Again,
Tux is thefasest,at 3 msec Flashsecad at5 msec,andApacheslowestat 10
msec.

Sincemultiple examplesof eachtype of sener archtecture exist, thereis
clearly no consensis for whatis the bes model. Instead,it may be that dif-
ferentappoache are better suitedfor different scerarios. For example the
in-kernel approachmay be mostappopriate for dediatedsener appliances,
or asCDN nodes, whereasa backenddynamic contentsenerwill rely onthe
full gererality of a process-baedsener like Apache Still, web site opera
tors shoul be aware of how the chaice of architecture will affect Web sener
performance.

3. CDNs: Improved Web Performance through
Distribution

End-toend Web perfoomanceis influenced by numeras factas suchas
client and sener network conrectivity, network loss and delay sener load,
HTTP protacol version andnameresoluion delays. The content-sewing ar
chitedure hasa signficant impact on someof thes factors, as well factors
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not relaed to perfomancesudc ascost reliability, andea® of managenent.
In a traditional content-sening architecture all clients requestcontent from a
single location, asshowvn in Figure4. In this architecture, scaldility andper
formane areimproved by addng seners,without the ability to addresspoor
perfomancedueto problansin the network. Moreover, this apprachcanbe
expersive sincethe site mustbe overprovisionedto hamdle unexpectedsumges
in demaml.

Oneway to addesspoa perfomancedueto network congestion, or flash
crowdsatseners, is to distribute content to seners or cache located closerto
the edges of the network, asshavn in Figure5. Sucha distributed network of
seners compilisesa content distribution network (CDN). A CDN is simply a
network of seners or cactesthatdeliver content to use's on behalf of content
providers. Theintent of a CDN is to sene content to a client from a CDN
sener suchthat the respnsetime performanceis improved over contading
theorigin senerdirealy. CDN senersaretypically shareddelivering content
belorging to multiple Websitesthoudh all seners maynotbeusedfor all sites

CDNs have severd advantage over tradtional centrdized content-sering
archiectues,including [67]:

= improving client-peraived respnsetime by bringing content closer to
the network edge,andthuscloserto endusers

s off-loadingwork from origin senersby servirng larger objects, suchas
imagesandmultimedia, from multiple CDN seners
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= redwing content provider costsby redwcing the needto inved in more
powerful senersor morebardwidth asuse popultionincreases

= improving siteavailability by replicatingcontent in mary distributed lo-
cations

CDN senersmay be configuedin treelike hierarchies[71] or clustes of
coopeating proxiesthatemploy content-tasedrouting to excharge data[28].
CommercialCDNs alsovary significantly in their size and service offerings.
CDN deplbymentsrange from afew tensof seners(or sener clustes), to over
ten thousandseners placed in hundredsof ISP networks. A large footprint
allows a CDN servie provider (CDSBH to reachthe majority of clients with
very low latency andpathlength

Content providersuseCDNs primarily for sening staticcontentlike images
or large stored multimedia objects(e.g., movie trailers and audi clips). A
recern study of CDN-senedcontent found that96% of the objeds senedwere
images[41]. However, the remairing few objectsaccaintedfor 40-60% of
thebytessened,indicating asmallnumberof very large objects. Increasingy,
CDSHs offer senicesto deliver streamiig mediaand dynamic datasuchas
localizedcontent or targetedadwertising.
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3.1. CDN Architectural Elements

As illustratedin Figure 6, CDNs have threekey archiectual elemens in
addiion to the CDN seners themsédves: a distribution systen, an accaunt-
ing/billing system, and a reques-routing systen [18]. The distribution sys-
temis resporsible for moving content from origin senersinto CDN seners
andensuing datacongsteng. Section4.4 descrbessometechriquesusedto
maintain corsisterty in CDNs. The accouwnting/billin g systemcolleds logs of
client accesesandkeepstracks CDN sener usagdor useprimarily in admin-
istrative tasks. Finally, the request-routing sygem s respmsible for direding
client requeststo apprgriate CDN seners It may alsointeract with the dis-
tribution systam to keepanup-to-dateview of which content resideson which
CDN seners

The request-rauting systen operaesasshavn in Figure7. Clients access
content from the CDN seners by first contacting a request router (step 1).
Therequestrouter makes a sener seledion decision and returrs a sener as-
signmant to the client (step2). Finally, the client retrieves content from the
specfied CDN sener (step3).
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3.2. CDN Request-Routing

Clearly, the request-raiting systemhasa dired impacton the perfaomance
of the CDN. A poor sener selection decsion can defeatthe purpose of the
CDN, namel/ to improve client respasetime over accessingthe origin sener.
Thus,CDNstypically rely onacombirationof staic anddynamicinformation
whenchoasingthe bestsener. Severalcriteria areusedin the request-routing
decison, includingthe content being requested,CDN senerandnetwork con-
ditions, andclient proximity to the canddateseners.

The mostobviousrequestrouting stratgy is to dired the client to a CDN
sener that hoststhe content being requesed. This is compicated however,
if the request router doesnot know the cortent being requested for example
if request-raiting is dore in the context of nameresdution. In this casethe
request containsonly a sener name(e.g.,wwv. ser vi ce. com asoppaced
to thefull HTTPURL.

For goodperfomancethe client shoul be directedto a relatively unloaded
CDN sener. This requres that the requestroute actively monitor the stae
of CDN seners If eachCDN locatfon conssts of a cluger of seners and
local load-balarcer, it may be possible to quay a sener-sideagen for sener
loadinformaion, asshownin Figure8. After the client makesits request,the
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request router consuilts an agert at eachCDN site load-balancer (step 2), and
retumsanapprgriateansver backto theclient.

As Web respnsetime is heavily influencel by network conditions, it is
important to choase a CDN sener to which the client hasgood conrectiv-
ity. Uponreceivingaclient request,therequest router canaskcanddate CDN
seners to measue network latency to the client usinglCMP ecto (i.e., ping)
andrepat the measuedvalues. Therequest router thenrespadsto the client
request with the CDN sener repotting the lowestdelay. Sincethesemea-
suremets are dore on-line, this technique hasthe advantagef adaping the
request-routing decison to the mostcurrent network network. On the other
hand it introducesadditionalllatercy for the client asthe requestrouterwaits
for respmsesfrom the CDN seners

A commonstratey usedin CDNrequest-rouing is to chooseasener “near’
the client, where proximity is definedin terms of network topology, geo-
graphic distance,or network latency. Examplesof proximity metricsinclude
autoromoussysten (AS) hops or network hops. Thesemetricsarerelatively
staticcomparel with sener load or network perfamance,andarealsoeaser
to measue.
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Note thatit is unlikely thatany oneof these metricswill be suiteble in all
cases Most request routers usea combiration of proximity and network or
sener load to make sener selecton decisons. For example,client proximity
metricscanbeusal to assgn aclientto a“default” CDN sener, which provides
goodperformancemostof thetime. Theselection canbetempoarily charged
if load monitaring indicatesthatthe defaut seneris overloaded.

Request-rouing techniquesfall into three main categories trangort-layer
mechansms, applicationlayer redirection, and DNS-basedappraches][6].
Transpot-layer requestroute's useinformation in the transportiayer healers
to detemine which CDN sener shoull sene the client. For example, there-
guestrouter canexaminetheclient IP add-essandport numberin aTCPSYN
paclet andforwardthe paclet to anappiopriate CDN sener. Thetarget CDN
sener estallishesthe TCPconrection andproceadsto sene therequestedcon-
tent. Forwardtraffic (including TCPacknowledgaements)from theclient to the
tamget sener continuesto be sert to the request route and forwarded to the
CDN sener. Thebulk of traffic (i.e., therequestedconten) will travel onthe
directpath from the CDN sener to theclient.

Applicatiortlayerrequest-routing hasaccessto muchmoreinformationabaut
the content being requested For example,the request-rouer canuseHTTP



heacerslike the URL, HTTP cookies, andLanguage. A simpleimplemena-
tion of anapgication-layer requestroute is a Web sener thatreceavesclient
requestsandreturrs an HTTP redirect (e.g.,return code302) to the client in-
dicaing theappopriate CDN sener. Theflexibility affordedby this appioach
comesattheexpen® of addedlatengy andoverheal, however, sinceit requires
TCPcomectian estattishmert andHTTP heade parsirg.

With request-rauting basedonthe DomainNameSystem(DNS), clientsare
dirededto the neaestCDN sener during the nameresoltion phaseof Web
acces. Typically, the authoritative DNS sener for the domainor subdomain
is contrdled by the CDSP In this schene, a specalized DNS sener receives
nameresoldion requests,determiresthe locaton of the client andretumsthe
addressof a nearly CDN sener or a referral to anotler namesever. The an-
swermay only be cachel at the client-sidefor a shorttime sothatthe request
router canadapt quickly to changesin network or senerload Thisis achiewed
by setting the as®ciatad time-to-live (TTL) field in theansverto avery small
value(e.g.,20 secomnls).

DNS-basdrequestrouting maybeimplemenedwith either full - or partid-
site content delivery [41]. In full-site delivery, the conient provider dele-
gatesauthaity for its domainto the CDSPor modifiesits own DNS seners
to retun a referral (CNAME record to the CDSPs DNS seners. In this
way, all requestsfor www. conpany. com for example areresdved to a
CDN sener which then delivers all of the content. With parial-site deliv-
ery, the content provider modifiesits content so thatlinks to specificobjeds
have hostramesin a domainfor which the CDSPis authaitative. For ex-
amplelinkstoht t p: / / www. conpany. coni i nage. gi f arechargedto
http://cdsp. net/conpany. conii mage. gi f. In thisway, theclient
retrievesthe baseHTML page from the origin sener but retrievesembeddd
imagesfrom CDN senersto improve performance.

The apped of DNS-basedsener seledion lies in both its simplicity — it
requresno changeto existing protocols andits geneality — it works acrass
ary IP-basecdhpgication regardlessof the transprt-layer protoal being used
This hasledto adopgion of DNS-basedequestrouting asthedefacto stardard
methodby mary CDSFs andequipmentvendors. Using the DNS for request-
routing doeshave somefundamentadravbacks, however, someof which have
beenrecently studiedandevaluated[59, 45, 6].

3.3. CDN Performance Studies

Severalreseach studieshave recently tried to quantify the extent to which
CDNsareableto improveresmnsetime perfarmance An early studyby Jom-
sonetal. focusedonthequality of thereques-routing decisbn[35]. Thestudy
compaedtwo CDSPsthatuseDNS-basedequest-raiting. The methalology



wasto measue the respmsetime to download a single objed from the CDN
sener assigedby therequestroute andthetime to downloadit from all other
CDN seners that could be identified. The findings suggestedthat the sener
selecton did not always choosethe bestCDN sener, but it was effective in
avoiding poolly perfarming seners andcertanly betterthanchoosinga CDN
senerrandomly. Thescaeof the study waslimited, however, sinceonly three
clientlocationswereconsidered perfoomancewascompaedfor downloadng
only onesmall objed, andtherewasno comparson with downloadng from
theorigin sener.

A study donein the context of developing the request mirroring Medusa
Web proxy, evaluaed the perfamanceof one CDN (Akamai) by download
ing the sameobjeds from CDN seners and origin seners[37]. The study
wasdore only for a single-use& workload, but shaved significantperfarmance
improvemer for thoseobjectsthat weresened by the CDN, whencomparel
with the origin sener.

More recently, Krishnamurthyet al. studed the perfomanceof a numbe
of commercal CDNsfrom the vantage point of appro<imately 20 clients [41].
The authas condude that CDN seners geneally offer much bette perfor-
mancethan origin seners, though the gainswere dependen on the level of
caching andthe HTTP protocol options. Therewere also significant differ-
encesn downloadtimesfrom different CDNs. The studyfindsthat, for some
CDNs, DNS-basedequestrouting significantly hampes performancedueto
multiple namelookups.

4. Cache Consistency

Cachirg hasprovento be an effective andpradical soluion for improving
the scalaility andperfaomanceof Web seners. StaticWeb pagecaching has
beenapplied both at browvses at the client, or at intermediaries that include
isolatedproxy cache or multiple cachesor seners within a CDN network. As
with cachngin ary systen, maintaning cacheconsisterty is oneof the main
issues that a Web caching architecture need to addess. As more of the data
ontheWebis dynamically assenbled,peronalized, andcongantly charging,
thechdlenges of efficient congstengy managmentbecomemorepronounced.
To preventstaleinformation from beingtransnittedto clients, anintermedary
cachemustensue thatthelocally cacha datais congstentwith thatstoredon
seners Theexactcachecondstengy mechaismandthe degreeof corsistercy
employedby anintermediarydepeandson the natuie of the cachel data;notall
typesof data needthe samelevel of corsisterty guamantes. Conside the
following example.

Example 1 Online aucions: Consicer a Web sener that offers online auc-
tions over the Internet. For ead item being sold, the sener maintairs in-



formation sud as its latest bid price (which changes every few minutes)as
well as other information sud as photayraphs and reviews for the item (all

of which change lessfrequantly). Constder an intermedary that cachesthis
information. Clearly, the bid price returned by theintermedary cache shoud

alwaysbe consbtentwith that at the sener. In contrast, reviews of itemsneed
not alwaysbe up-to-date sincea usermaybe willing to receve slightly stale
information.

The abore example shaws that an intermedary cace will needto provide
differentdegreesof consstercy for differenttypes of data. The degree of con-
sistency seleced alsodetegminesthe mechamsmsusel to maintan it, andthe
overheadsincurredby boththe sener andthe intermediary

4.1. Degrees of Consistency

In geneal thedegreesof conssteng thatanintermediay cachecansuppat
fall into the following four categories.

= strong corsisterty. A cacte conssteng level that always retums the
resuts of thelatest(committed) write atthe sener is saidto be strongly
consstert. Due to the unbounded message delays in the Internet, no
cacle corsisterty mechaismcanbestrongly consstentin thisidedized
seng. Strongconssteny is typically implementedusing a two-phase
messag exchangealongwith timeoutsto hande unbaunded delays.

= deltaconsigency A consisencg level that returnsdatathatis never out-
dated by morethan§ time units, whered is a configurable paramegr,
with thelastcommited write at the seneris saidto be deltacongstent
In prectice the value of deltashoud be larger thant which is the net-
work delay betweenthe sener andthe intermediaryat thatinstart, i.e.,
t <6< oo

m weakconsgstengy: For this level of considengy, areadatthe intermed-
ary doesnot neessatly reflectthe lastcommittedwrite atthe sener but
somecorrect previousvalue.

= mutualconsisterty. A consisterty guaranteein whichagroup of objeds
are mutually consstentwith resgectto eachothea. In this casesome
objects in the grouyp canrot be more current than the othe's. Mutual
consstercy canco-exist with the other levels of consstercy.

Strongcorsisterty is usefu for mirror sitesthat ned to reflectthe current
stateatthe sener. Someapplicatiors basedon financial transactions may also
requre strorg congsteng. Certaintypes of appicationscantoleratestak data
aslongasit is within someknown time bound. For suchappicationsdeltacon-
sistency is recommended. Delta congsteng assumeshatthereis a bounded



| Overhead || Polling | Periodicpolling | Invalidates| Leases | TTL ]

File Transfer || W’ W' -6 w W’ w’
ControlMsgs. || 2R-W’ | 2R/t- (W' —§) | 2w’ 2W W’
Staleness 0 t 0 0 0
Write delay 0 0 notify(all) | min(t, notify(all;)) | O
Sener State None None All All; None

Table 1. Overhead of DifferentConsisteng Mechanisms. Key: t is the periodin periodic
polling or theleasedurationin theleasesapproachW’ is thenumberof non-conseutive writes.
All consective writeswith no interlearing readsis courted asa singlewrite. R is the number
of reads. § is the numberof writes that were not notified to the intermediaryas only weak
consisteng wasprovided

communi@tion delay betweenthe sener andthe intermedialy cache Mutud
conskteny is usefd whenacertainsetof objeds attheintermediary(e.qg.,the
fragmeris within a spors score page or within a financid page) neal to be
consstentwith respet to eachother To maintan mutualcorsisterty the ob-
jectsneedto be atomicdly invalidated suchthatthey all either reflectthe new
versian or maintan the earlier staleversion.

Most intermedariesdeployedin the Internet todayprovide only weakcon-
sisterty guaantees[29, 62]. Until recenly, mostobjectsstored onWebseners
wererelatively staticand chargedinfrequertly. Moreover, this data wasac-
cessd primaily by humars using browvsers Since humanscan tolerate re-
ceving staledata (andmanualy correctit usingbrowserreloads), weakcacte
conssteny mechamsmswereadeqatefor this purpose.ln contrast, mary ob-
jectsstored on Web senerstoday charge frequently and someobjeds (such
asnews stoliesor stockquotes) areupdaedevery few minutes [7]. Moreover,
the Webis rapidy evolving from a predaninantly readenly informationsys-
temto a sysem wherecollaboraive appications and proggam-driven agens
frequently readas well aswrite data Suchappications are lesstolerant of
staledatathan humars accesing information using browsers. Thesetrends
argue for augmentingthe weakconssteny mechaismsemployed by today’s
proxieswith those thatprovide strongconrsisterty guaranteesin order to make
caching moreeffective. In the abseee of suchstrong conssteng/ guarantees,
senersresat to marking dataas uncachealbe, andthereby redwce the effec-
tivenes of proxy caching.

4.2. Consistency Mechanisms

Themechaismsusedby anintermediaryandthe sener to provide the de-
greesof consbteny descibedearlier fall into 3 cateyories: i) client-driven ii)
serve-driven andiii) explicit mechaiisms.



Senerdrivenmechansms,referral to assener-basedinvalidation, canbe
usedto provide strongor delta consisterty guaantee [69]. Sener-basedin-
validation, requiresthe sener to notify proxies whenthe datacharges. This
apprachsubstantally reduwcesthe numbe of control messagsexchargedbe-
tweenthe sener andthe intermediary(since messagsare sentonly whenan
objed is modified) However, it requires the sener to maintain perobject
stateconsiging of a list of all proxies that cachethe objed; the amountof
statemaintaned can be significant esgecially at popular Web seners. More-
over, whenanintermediary is unreachalte dueto network failures,the sener
musteithea delay write requestsuntil it receivesall the acknowledgmerts or
atimeoutoccurs, or risk violating corsistercy guaantee. Several new proto-
cols have beenproposedrecenly to provide delta and strongconsgstercy us-
ing sener-bakedinvalidations. Web cacheinvalidation protacol (WCIP)is one
suchproposalfor propagatimg senerinvalidationsusing apgdication-level mul-
ticag while providing deltaconsstengy [43]. Webcontentdistribution protocol
(WCDP)is anaher proposalthat suppats multiple considengy levels usinga
request-reponseprotocol thatcanbe scalel to supyort distribution hierarchies
[65].

The client-driven appioach,alsoreferred to asclient polling, requiresthat
intermediaries poll theseneroneveryreadto detemineif thedatahascharged
[69]. Frequenpollingimposesalarge messgeoverheadandalsoincreaseshe
respasetime (sincethe intermedary mustawait the resut of its poll befare
respanding to a readrequest). The advantagethough, is thatit does not re-
quire ary stak to be maintainedat the sener, nor doesthe sener ever need
to delay write requests(since the onus of maintaning congsteng is on the
intermediary)

Most existing proxies provide only weak consstencg by (i) explicitly pro-
viding a sener specfied lifetime of an objed (referred to asthe time-tolive
(TTL) value) or (i) by periodic polling of the the sener to verify that the
cachel datais not stale[14, 29, 62]. The TTL valueis sentas part of the
HTTPresmnsein anExpi r es tagor using the Cache- Cont r ol headbrs.
However, a priori knowledge of whenan objectwill be modifiedis difficult
in pracice andthe degree of corsisterty is depandert on the clock skew be-
tweenthe sener andthe intermediaries. With periodic polling the lengt of
the period deteminesthe extert of the object staleress. In eithe case modi-
fications to the objectbeforeits TTL expires or beweentwo succesive polls
causstheintemrmediaryto retum staledata. Thusbothmechansmsareheuris-
tics andprovide only weakconssteny guarantees Hybrid appracheswvhere
the sener spedfies a time-to-live value for eachobjed andthe intermedary
polls thesener only whenthe TTL expires alsosuffer from thesedrawbacks.

Sener-basedinvalidation andclient polling form two endsof a spedrum.
Wherea theformer minimizesthe numberof contrd messaggexchangedbut
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may requre a significant amountof stateto be maintaired, the latter is state
lessbut canimposea large control messge overhead. Figure9 quanttatively
compares thes two approacheswith respet to (i) the sener overheal, (ii)

the network overhead, and (iii) the client resppnsetime. Due to their large
overheals,neitherappioachis appaling for Webervironmerts. A strorg con-
sistercy mechaismsuitablefor the Web mustnot only reduc client respase
time, but alsobalanceboth network andsener overheads.

Oneappoachthat provides strorg conssteng, while providing a smooh
tradedf betwee the statespaceoverhea andthe numbe of control message
excharged,is leases [27]. In this appoach,the sener grarts a leas to each
request from anintermedary. Theleas duraion derotestheinterval of time
during which the sener agree to notify the intermedary if the objectis mod-
ified. After the expiration of the lease the intermediarymustsenda messag
requestingrenaval of thelease.Theduraion of theleas deermineghesener
andnetwork overhead.A smalle leaseduraion redwcesthe sener stak spa@
overheal, but increasesthe numberof contol (lease reneval) messags ex-
changedandvice versa.ln fact,aninfinite leas duraion reduestheapprach
to senerbasdinvalidation, wherea a zeroleas duraion reducesit to client-
polling. Thus,the leassapprachspars the entire spectrum betweenrnthe two
extremesof senerbasednvalidation andclient-polling.

Theconeptof aleas wasfirst proposedn thecontext of cacle corsistercy
in distributed file systans[27]. Recentlysomeresearch groups have begun
invedigating theuseof lease for maintainingconsit¢eng in Webintermedary
cache. Theuseof leasesfor Web proxy cache wasfirst alluded to in [11] and
was subsguerntly investigatel in detdl in [69]. The latter effort focused on
the design of volumeleases- leasesgrartedto a collectionof objects— soas
to redue (i) the leaserenaval overheadand(ii) the blocking overheadat the
sener dueto unreahabk proxies. Other efforts have focusedon extendng
leasedo hierarchial proxy cacte architectures[70, 71]. The adafiive leass



effort descrbedanaltical andquanitative resuls on how to select theoptimal
leasedurationbasel on the sener andmessagexchangeoverheads[21].

A quditative compaisonof theoverhealsof thedifferentcondgstercy mech-
anismsis shovn in Table1. The messag®verheadsof aninvalidation-base
or lease-bagd appioachis smalle thanthat of polling espe@lly whenreads
dominde writes, asin the Webervironment.

4.3. Invalidates and Updates

With sener-driven congstercy mechaisms, when an objed is modified
the origin sener notifies each“subsribing” intermedary. The notification
consstsof eithea aninvalidate messag or anupdated(new) version of the ob-
ject. Sendinganinvalidatemessag caugsanintermediaryto markthe object
asinvalid; a subsguentrequestrequresthe intermediaryto fetch the object
from the sener (or from a desighatedsite). Thus, eachrequest after a cacte
invalidate incurs an addtional delay dueto this remotefetch. An invalidation
addsto 2 control messagsandadaiatranskr (aninvalidation messag, aread
request on a miss,anda new datatransfer) along with the extra latercy. No
suchdelay is incurred if the sener send out the new versia of the object
upon modification. In an updae-baedscenaio, subseuentrequests canbe
servicedusinglocally cachel data A drawback,however, is that serding up-
datesncursalarger network overhead(espeially for large objects).Thisextra
effort is wastel if the objed is never sulsequatly requestedat the intermed-
ary. Conseqently, cacheinvalidatesarebetter suited for lesspopular objects,
while upddescanyield better performancefor frequently requestedsmall ob-
jects Deltaencodng techhiqueshave been desigredto redwcethe size of the
datatranderredin an updat by sending only the changsto the objed[40].
Notethatdeltaencodng is not relatedto delta conssteng.. Updats,however,
requre beter securty guaantees and make strongcongsteng managemet
more complex. Neverthekss,updagsare uselul for mirror sites wheredata
need to be "pushed” to thereplicaswhenit charges. Updates arealsousetil
for pre-lcadingcaches with content thatis expededto becane popuar in the
nearfuture.

A sener candynamically decice betwee invalidatesandupdaesbasel on
the charateridics of an object. One policy coud be to sendupdatesfor ob-
jectswhosepopularity exceed athresholdandto sendinvalidatesfor all other
objeds. A morecomplex policy is to take both popularity andobjed sizeinto
accownt. Sincelarge objeds imposea larger network trander overhead, the
sener canuseprogessvely larger thresoldsfor sud objects (the larger an
objed, the more popular it needsto be befare the sener staits sendng up-
dates.



The choice betweeninvalidation and updaes also affects the implementa
tion of a strong corsistercy mechaiism. For invalidations only, with a strorg
conskteny guamntee thesener need to wait for all ackrowledgmertts of the
invalidation messagéor atimeou) to committhewrite atthe sener. With up-
dates on the other hand the sener updatesarenotimmediatdy committedat
theintermedary. Only after the sener recevesall the ackrowledgmens (or a
timeou) andthensend a commitmessagto all theintermedariesis the new
updae versioncommitted at the intermedary. Suchtwo-phae messag ex-
changsareexpersive in pracice andarenot requred for wealer corsistercy
guarantees.

4.4. Consistency Management for CDNs

An important isste thatmustbe addiessedn a CDN is that of congstengy
mainterance The probdem of conssteny maintenancein the context of a
single proxy usedseveraltechnquessuchastime-to-live (TTL) values, client-
polling, sener-base invalidation, adapive refres [63], andlease [68]. In
thesimplestcag,a CDN canemploy these technquesat eachindividual CDN
sener or proxy — eachproxy assume respasibility for maintaning consis
teng of datastored in its cacheand interacts with the sener to do so inde-
pendatly of otherproxiesin the CDN. Sincea typica CDN may consst of
hundedsor thousandsof proxies (e.g., Akamai currertly hasa footprint of
morethan 14,0 seners), requring eachproxy to maintan consistercy in-
depenlently of otherproxiesis not scalalbe from the perspetive of the origin
seners(sincethesenerwill needto individudly interactwith alarge numbe
of proxies). Furthe, consisterty mechaismsdesgnedfrom the pergpectie of
a single proxy (or a small groupof proxies) do not scalewell to large CDNs.
The leaesappoach for instance, requires the origin sener to maintan per
proxy statefor eachcacted objed. This stak spa® canbemmeexcesive if
proxiescacte a large numberof objects or someobjeds arecachel by alarge
numberof proxieswithin a CDN.

A caclecorsisterty mechansmfor hierarchical proxy cacheswasdisaussed
in [71]. Theappioachdoes not propcsea new corsisterty mechaism, rathe
it examinesissuesin instartiating existing apprachesnto ahierarchicd proxy
cacheusing mechatisms suchas multicag. They argue for a fixed hierarchy
(i.e., a fixed paren-child relationshp betweenproxies). In addtion to con-
sisterty, they alsocorsiderpushing of content from origin senersto proxies.
Mechansmsfor scalng leasesarestudiedin [68]. Theappoachassumesol-
ume leass, whereeachleaserepresens multiple objeds cacted by a stand
aloneproxy. They examineissue suchasdelaying invalidations until lease
renavalsanddisaussprefethingandpushing leaserenavals.



Anothereffort descibescogperative corsistercy along with a mechanism,
called cooperative leags,to acheve it [52]. Coopeative conssteng enabés
proxiesto coopeatewith oneanoherto redue the overheals of corsistercy
mainterance.By supporting delta consisterty sematics andby using asinde
leasefor multiple proxies,the cooperative leases mechansmallowsthe notion
of leasego beapgied in ascaldle manneito CDNs. Anotheradwantageof the
apprachis thatit employs applicationlevel multicastto propagatesener no-
tifications of modificaionsto objects, which reduessener overheads Exper
imentalresuts show that cogperatie leases canrediwce the numbe of sener
messags by a factor of 3.2 and the sener stateby 20% when compaged to
original leases,albet atanincreasedproxy-proxy communi@tion overhead.

Finally, numeras studes have focusedon specfic aspets of cacte con-
sistency for contentdistribution. For instance, piggybading of invalidaions
[40], the useof deltasfor sendng updaes[48], anapdication-level multicast
framework for Internet distribution [26] and the efficacy of serding updages
versusinvalidateg22].
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