Final

CSEE W3827 - Fundamentals of Computer Systems Dec. 17, 2009
Fall 2008 Prof. Rubenstein

This final contains 5 questions, and totals 100 points. Tdudlktredit you must answer all questionBOOK S
AND NOTES ARE PERMITTED, BUT ELECTRONIC DEVICES ARE NOT! The time allowed is 2 hours, 50
minutes.

Please answer all questiomsthe blue book, using aseparate page for each questiorshow all work! We are
not just looking for the right answer, but also how you reattie right answer.



1. (10 pts) Suppose that the stack is given its own memorydaredt-mapped cache. Show that blocksize does
matter as follows:

For simplicity, assume the top of the stack starts at menmogtion 0. Each time an item is pushed onto the
stack at memory locatioi) the top of the stack becomes memory locatign1.!

Assume that the cache holds only 4 memory words.

() (3pts) Give a sequence of pushes and pops where ther@sgeathe hits when block size is 4 as opposed
towhenitis 1.

(b) (7 pts) Give a sequence of pushes and pops where thereveee ¢ache hits when the block size is 4 as
opposed to whenitis 1.

Write your sequence using 'H’ for push and 'P’ for pop, e.gPHHPP is the sequence push, pop, push, push,
pop, pop. Put an arrow under each cache hit. For instance:

instruction#: 0 1 2 3

H P H H
T T

implies that the first push was a miss, but that the remaitingetpops and two pushes are hits. Note that the
above example is only intended to demonstrate the notattbare is no claim that the shown hit pattern is
demonstrative of any particular block size.

1This makes the problem slightly easier than when the top efstack is at some memory addre$sand pushing an item shifts the stack’s
location from its current tos — 1.
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2. (20 pts) The above figure depicts a standard register ftle 20 registers labeled?, throughR,~ _;. Each
register has a 32-bit input (on the left) from which it candead store new data when its enabler (on top of the
register) is set to 1, and a 32-bit output (on its right) tleaeals its stored 32-bit value.

The register file also contains 2 multiplexers, and a decattarenable to assist configuring the register file to
read from and write to the desired registers.

Assume that at the end of clock cygleregisterR; stores the valugé+ 10 for all 0 < 5 < 2V,

(a) (1 pt) What are the values &f, Y, andZ (the number of bits on the wires that forward inp§t®, V' to
the circuitry)?

(b) (3 pts) Suppose during clock cyclet 1, all input bits are 0,i.e. R =5 =T =U =V = 0. What are
the new values of all the registers at the end of the cycleydrat are the values of outputsand B?

(c) (3 pts) Same question for clock cygler 1, except thatll bits of S, U, andV are 1s R, T still all 0's).

For the next two parts, we want to modify the register file s ttvo standard MIPS instructiong, and; are
able to simultaneously access the single register file duhia same clock cycle. Assume that in addition to the
5inputsR, S,T,U,V and 2 outputsd, B that exist with the current register file fég, an additional 5 inputs
inputsRy, S1, 71, Uy, V1 and 2 outputsd;, B; are added.

(d) (5 pts) To enable simultaneousad access of the register file (e.qg., ify is BEQ Ry, R3 andl; is BEQ
Rs, R3, then values in registers 0 and 3 should be readfand values in registers 2 and 3 should be read
for I7), explain in one or two sentences what circuitry and wiring needs to be added and/or modified.

(e) (8 pts) Suppose if both instructions require write asctgen onlyl, is granted write access (e.g./[if is
ADD Ry, R1, Rs, andI; is ADD Ry, Rs, Rg, then onlyl, writes to the register file, even though there
were no register conflictspraw the circuit where you would make additions and modificatid®® NOT
DRAW THE PARTS OF THE CIRCUIT THAT YOU WOULD NOT MODIFY. (Hintsome, but not much
of the existing circuit needs to be modified).



3. (20 pts) In the traditional MIPS architecture, the loadivw) command wWR g, C[R 4] adds a constard to
the value in the “A’ register to determine the memory addtedsad into the register file. Similarly, storeword
(sw Rp, C[R4]) adds a constant to the value in the “A” register to deterrtiigememory address to which the
value in the “B” register is written. In this problem, we wilesign a modified architecture, MIPS-NEW, where:

e |lwis ofthe form IwRp, R4, C obtains the memory address from which to read from the “Bistegand
stores this value plus constafitin the register file, e.g., for MR, Rs, C, if the value inR; is z, then a
valuey is obtained from memory addresandC + y is stored inR; .

e swisofthe formswRg, R4, C, and adds a constant to the value in the “A’ register and sthie summed
value in the memory address described by the “B” registgr, 8ar swR;, Rs, C, if the value inR; is z
and the value iR, is y, thenz + C'is stored in memory addregs
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Figure 1: Simplified Single-cycle Architecture

Figure 1 shows a stripped-down diagram df aditional MIPS single-cycle architecture. Only the essentials
needed to implement lw and sw are shown. There is a singlerifag LW, which equals 1 for a lw, and 0
for a sw. You may assume that the ALU always adds. In a similde ®f diagram, draw the MIPS-NEW
architecture. (Hint: you may use an additional ALU to imptarhboth Iw and sw).



4. (25 pts) Figure 2(a) shows a stripped-down diagram of adviRilti-cycle architectureM, A, B andR are
all registers that are respectively loaded with the outmrhfmemory, the “A” register, the “B” register, and the
ALU when their respective Load input is enabled (set to 1}tisgRegWrite and MemWrite to 1 respectively
enables the register file and memory for writing. The renmagjmnputs are of the form YorZ and each feeds into
a multiplexer. Setting YorZ to O selects Y, and setting it teelects Z.

Figure 2(b) depicts the state machine that uses this acttiigeto implement théraditional MIPS Iw and sw.
Note that each state is labeled on the side by what the actinieedoes when in that state, and how the flags are
set is written inside the state.

Your task is to draw the state machine that implements theSWWIEW architecture.
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Figure 2: Multi-cycle



5. (25 pts) In this problem, you are to design the pipelinefpipelined architecture that implements MIPS-NEW
(at a very high level).

Each stage of pipeline is annotatédor instruction fetchR for register fetchX for ExecuteM for Memory,
andW for writeback; the annotation describes the general typaepefation performed in that stage. We can
simply write the stages in the order that they appear. Faairte, theraditional MIPS pipeline ordering is
IRXMW.

We use parentheses to indicate the combining of two stagesisingle stage. e.g., [RX)MW is a 4-stage
pipeline with register fetch and execute (ALU) operatioathiperformed in the second stage (in parallel, since
both cannot be performed in sequence) within a single clgclet. Note that for some parts below, the same
operation may be required in two different stages, e.g.X)(RM)W, indicates that we fetch from registers
during stages 2 and 3 (while executing and accessing mema@agrallel).

Assume that the lw and sw instructions discussed below arerily instructions that access data memory.

(@) (4 pts) Before building MIPS-NEW, assume we wish to mpdife memory access instructions to the
formlw Rg, R4 and swRpg,R 4, So that there is no constant: sw transfers the value storBg iinto the
memory address indicated by registes, and Iw transfers the value in the memory address specified by
R4 into Rp. Which two stages of the pipeline can be combined, and whug? {j or 2 sentences please)

(b) (2 pts) Does combining these two stages have a signifiogmeict on the speed (e.g., instructions per
second) of a really long program? Why or why not?

(c) (3 pts) Suppose we now modify lw to behave as describedIRBMNEW (sw behaves as in part 5a). What
is the best order in the pipeline for this Iw instruction?

(d) (3 pts) Suppose we allow sw only to behave as describedIBSNNEW (Iw behaves as in part 5a). Now
what is the best order of the pipeline?

(e) (3 pts) Suppose both Iw and sw are design as described BEMEW. Which operation (I,R,X,M,W)
must be implemented in two separate stages of the pipelinelMetter appears twice)? Why?

(H (10 pts) Select a particular ordering of the stages thatimplement both Iw and sw instructions. For your
staging, indicate the various hazards that would occutf@fallowing code:
Iw R1, R2,5
addR3, R1, 10
SWR3, Rl, 0
Suppose circuitry to do forwarding is added. Considerirgpésnzard independently (pairs of instructions),
indicate how many cycles the subsequent instruction thatdezhthe hazard must be stalled



