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ABSTRACT 
The semiconductor industry is erperiencing a paradigm shifl from 
“computation-bound design” to “communieation-bound design”: 
the number of transistors that can he reached in  a clock cycle, and 
not those that can be integrated on a chip, will drive the design 
process. Interconnect latency will have a major impact on the de- 
sign of on-chip communication architectures, which increasingly 
rely on wire pipelining to go beyond the capabilities of traditional 
wire buffering. The insertion ofstateful repeaters on long wires, 
instead of simply stateless repeaters, c a r i e s  major consequences 
for the synchronous design methodology. ThzS is the foundation 
of .the design flows fo? the mnjonty of commercial chips today, 
but, i f  left unchanged, will lead to an ezacerbation of the tim- 
ing closure problem for tomorrows design flowus. New methodolo- 
gies that regard the chip as a distributed svstem are necessary. 
Latency-insensitive design is a step i n  this direction. 
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1. COMMUNICATION-BOUND DESIGN 
On-chip communication threatens to become a roadblock for 

the continuing technology progress that has been at the basis 
of the success of the semiconductor industry. Back in 1997, D. 
Matzke [13] published a study containing a gloomy forecast on 
Moore’s Law hampered by on-chip interconnect latency (pre- 
dicted to be measured soon in tens of clock cycles). This forecast 
has been echoed in many subsequent works studying the chal- 
lenges posed by deep sub-micron design (DSM). Despite the in- 
crease in number of metal layers and in aspect ratio and the intro- 
duction of copper metallization and low-n dielectric insulators, 
the resistancecapacitance (RC) delay of an average metal line 
with constant length is getting worse with each process genera- 
tion [Z, 101. The combined increase of RC delays, chip operating 
frequency, die size, and average interconnect length, makes inter- 
connect delay become the largest fraction of the clock cycle time. 
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In particular, the relative scaling properties of wires and gates 
are at the center of this phenomenon. It is true that those wires 
that scale in length together with gate lengths present appraxi- 
mately a constant resistance and a falling capacitance. However, 
a future system-on-chip (SOC) will present many global wires 
that cannot scale in length because they need to span across 
multiple on-chip modules to connect distant gates [ll]. In fact, 
the intrinsic interconnect delay of a lmni length wire for a 35nm 
technology is expected to be ZSOps, i.e. two orders of magnitude 
larger than the corresponding minimum-geometry transistor de- 
lay [ lo ,  141. By studying the effects of technology scaling on 
traditional microprocessor architecture, Agarwal et al. predict 
that for a 35nm technology, the latency to transmit a signal 
across the chip in a top-level metal wire will vary between 12 
and 32 clack cycles, depending on thc frequency of the system 
clock. Maybe even more importantly, they confirm the expecta- 
tion that the fraction of the total chip area that can be reached 
in a single clock cycle will be quite small, likely not higher than 
2% [I]. In fact, while the number of gates reachable in a cy- 
cle will not change significantly and the on-chip bandwidth will 
continuo to grow, the percentage of the die reachable within one 
cycle is constantly decreasing. Hence, a major design paradigm 
shift must occur because designs will be bound by the amount 
of state and logic that can be reached within the required num- 
ber of clock cycles (communication bound) and not anymore by 
the number of transistors that can be integrated on a single die 
(computation bound) [ll]. 

2. THE IMPACT OF WIRE LATENCY 
While it has been demonstrated that interconnect impose pri- 

mary limits on latency, energy dissipation, signal integrity, and 
design productivity for gigascale integration (GSI) [14], we fo- 
cus here on the disruptive role played by interconnect latency 
with respect to traditional design practices [6]. The majority of 
today’s commercial chips are realized using design flows that 
are based on synchronous design methodologies and are cen- 
tered around the separation of two main stages: logic synthesis 
and physical design. In synchronous design, the chip operates 
under the control of a common clock signal, the system clock. 
This assumption, which strongly simplifies the system design 
and verification, translates into a main requirement: the delay 
of each combinational path (i.e., a signal path leaving a latch 
and traversing only combinational logic and wires before end- 
ing with another latch) must be smaller than the system clock 
period. Hence, the slowest combinational path (critical path) 
dictates the maximum operating frequency for the overall chip. 
But, since it is often the case that the operating frequency is 
given a priori as a design specification, each combinational path 
that presents a delay longer than the desired dock period in the 
final layout must be handled as a design exception that needs 
to be fixed. To fix these exceptions, designers use various tech- 
niques from wire buffering and transistor resizing to rerouting 



wires, replacing or resynthesizing modules, and even redesign- 
ing entire portions of the system. These techniques often force 
designers to many costly iterations between the,various stages 
of the design flow before converging to a correct layout (timing 
closure problem). Among them, wire buffering is perhaps the 
most efficient but it carries precise limitations, because there is 
an optimal number of buffers that can be inserted on a wire of 
a given length to achieve a minimum transmission delay. If the 
required clock period is still smaller, it is necessary to go beyond 
wire buffering and break the long wire into smaller segments by 
inserting memory elements like latches or flipflops (wire pipelin- 
ins). This operation trades-off k i n g  a wire exception with in- 
creasing its latency by one or more clock cycles and allows to 
drive long wires with the same clock signal used to control short 
wires and logic gates. An alternative to wire pipelining is to 
drive long wires with slower clocks, thus effectively implement- 
ing the chip as a multi-clock system, where many isochronic re- 
gions exchange data at  a speed slower than the one at which they 
operate. Finally, it is possible to avoid using clock mechanisms 
to drive long wires altogether and adopt instead asynchronous 
communication protocols to build globally-asynchronous locally- 
synchronous architectures (GALS). The common point among 
all these options is the fact that the chip must he regarded as 
a distnbuted system and this invalidates the main assumption of 
the synchronous design methodology. While this important con- 
sequence is well-understood for the case of multi-clack and GALS 
implementations, recent works on combining wire buffering and 
wire pipelining [E, 121 seem to neglect the key difference between 
inserting combinational buffers versus inserting latches or B i p  
flops. In fact, while the former are stateless repeaters, the latter 
are statejul repeaters, i.e. they are sequential elements that must 
he initialized and whose insertion modifies the latency (expressed 
in number of clock cycles) between the chip modules lying at  the 
two extremes of the pipelined wire. In general, to initialize these 
elements and to interface them to the surrounding control logic, 
which was derived assumed a different communication latency, 
a certain amount of redesign must he performed with negative 
consequences an design productivity. 

Finally, it must he noticed that techniques combining global 
placement and retiming may help avoiding the need of wire 
pipelining as long as the original design specification contains 
a sufficient number of latches that can be distributed along the 
interconnect paths [Q]. However, retiming carries as an intrinsic 
limitation the fact that the number of latches an any feedback 
loop in the design must remain constant. 

3. LATENCY-INSENSITIVE DESIGN 
Latency-insensitive design [3, 51 is a methodology that guaran- 

tees the robustness of the system's functionality and performance 
with respect to arbitrary latency variations. The foundation of 
latency-insensitive design is the theory of latency-insensitive pro- 
tocols [4]. A latency-insensitive protocol controls communication 
among components of a patient system, a synchronous system 
whose functionality depends o,nly on the order of each signals 
events and not on their exact timing. Designers can model the 
chip as a synchronous system whose modules communicate by 
exchanging signals on a set of point-to-point channels. The pro- 
tocol guarantm that the system, if composed of functionally cor- 
rect modules, behaves correctly, independent from the channel 
delays. Consequently, it is possible to automatically synthesize a 
hardware implementation of the system such that its functional 
behavior is robust with respect to large variations in communi- 
cation latency. In practice, the channel implementation does not 
necessarily have a point-twpoint structure. Still, the methodol- 
ogy orthogonalizes computation and communication because it 
separates the module design from the choice of the communica- 

tion architecture, while enabling both ad-hoc wire pipelining and 
the automatic synthesis of each component interface logic. This 
separation is useful in several ways: 

it simplifies the system specification thanks to the syn- 
chronous hypothesis (designers can assume that intermod- 
ule communication takes one virtual clock cycle); 

it facilitates the fixing of design exceptions due to long 
global wires, because any number of special stateful re- 
peaters (relay stations) can be inserted on them; 

it permits the exploration of tradeoffs in deriving the com- 
munication architecture up to the design process' late stages, 
because the protocol guarantees that the interface logic can 
absorb arbitrary latency variations. 

While originally conceived to eaSe wire pipelining in single- 
clock chips, latency-insensitive design can be used also as a for- 
mal framework to develop tools for the automatic deploying of 
synchronous designs on distributed architectures, like GALS [7]. 

Considering the reports on the increasing usage of wire pipelin- 
ing in high-performance microprocessor design [E] and the fact 
that high-end microprocessor designers have traditionally antic- 
ipated the challenges that ASIC designers are going to face in 
working with the next process generation, we think that latency- 
insensitive design represents a promising avenue for on-chip cam- 
munication design with DSM technologies. 
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