On the Stability of Rational, Heterogeneous Interdomain Route Selection

Hao Wang Haiyong Xi€ Yang Richard Yang
Li Erran Li*  Yanbin Li¥  Avi Silberschatz

t Computer Science Department, Yale University, New Haven, CT 06520
‘ iNetworking Research Lab, Bell-labs, Murray Hill, NJ 07974
§Department of Computer Sciences, University of Texas, Austin, TX 78712

Abstract cal policies by business considerations can lead to stabil-
ity. Although the preceding stability results are surprisingly
The recent discovery of instability caused by the inter- pleasant and elegant, practice poses further challenges in
action of local routing policies of multiple ASes has led to analyzing interdomain routing stability.
extensive research on the subject. However, previous studies First, the previous studies focus on the stability of a ho-

analyze stability under a specific route selection algorithm. 5geneous network where each AS runs the same specific
In this paper, instead of studying a specific route selection jnerdomain route selection algorithring(, the BGP-based
algorithm, we study a general class of route selection algo- greedy route selection algorithm such as SPVP [22], where
rithms which we caltational route selection algorithmg/e an AS always chooses the best currently available routes).
present a sufficient condition to guarantee routing Conver- powever, with increasing usage of BGP route selection for
gence in a heterogeneous network where each AS runs anynterdomain traffic engineering, route selection algorithms
rational route selection algorithm. Applying our generalre- yyith more sophisticated strategies are likely to be designed
sults, we study the potential instability of a network where 5nq geployed in the Internet. For instance, Dakdetk
the preference of an AS depends on not only its egress routeg| 4] show an example network where one of the ASes
to the destinations but also its inbound traffic pattems.(  has a route selection strategy which performs strictly better
the distribution of incoming traffic from its neighbors). We han the greedy strategy. Therefore, given the potential ad-
show that there exist networks which will have persistent yantage of adopting route selection algorithms that do not
route oscillations even when the ASes strictly follow the e the greedy strategy, different ASes are likely to adopt
constraints imposed by business considerations, and adopjitferent route selection algorithms that are suitable for their
anyrational route selection algorithms. own objectives. Thus it is necessary to analyze the stability
of a heterogeneousetwork where ASes may adopt route
selection algorithms that do not use the greedy strategy.

1. Introduction Second, the previous studies focus on local policies
which rank only the egress routes; that is, they assume that
In the Internet, each autonomous system (AS) adopts itsthe local ranking of egress routes at each AS is independent
own local routing policies to choose interdomain routes to of the inbound traffic pattern of the AS. This independence
achieve objectives such as cost reduction, revenue maxiis justified when the inbound traffic of an AS is relatively
mization, latency reduction, and congestion avoidance. Theconstant. However, in practice, the local policies of ASes
discovery €.g, [42]) that the interaction of local routing may involve both the egress routes and the pattern of in-
policies (called local policies for short in this paper) can bound traffic. If this happens, we say that the local policy of
lead to instability has led to extensive research on the sub-the AS depends on the inbound traffic pattern, or inbound
ject lately. By instability in this paper, we mean persis- traffic for short. We also say that the local policy of the
tent route oscillations even when the network topology is AS is inbound-traffic-dependent, or inbound-dependent for
stable. In particular, researchers [17, 21, 22, 26, 38] studyshort. Later in Section 5, we will show an example network
the stability of path-vector, policy-based interdomain rout- where one of the ASes ranks egress routes depending on
ing, and identify conditions to avoid instability. Gao and the pattern of inbound traffic. Such inbound-dependent lo-
Rexford [16, 17] prove that the constraints imposed on lo- cal policies can be implemented automatically with a traffic
TyT— d by NSE & ANL0207399 and CNS engineering algorithm based on an estimated traffic demand
0435001 gg?y;gsg’(‘i’g‘?;iupp%rte 3 bgrﬁnsfz grants ANLO298038 anq Matrix. Inthe last few years, several traffic-demand-matrix-
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have been shown to be effective, the evaluations often asthere exist networks which can have persistent route os-
sume that the inbound traffic is constaetq, the route cillations even when the local policy of each AS follows
selection of the AS does not change the inbound traffic), the constraints imposed by business considerations, and can
whereas the inbound traffic is likely to change with the cho- adoptany one of the rational route selection algorithms.
sen egress routes, introducing unexpected interaction. Thug his result clearly demonstrates the intrinsic challenges of
it is necessary to analyze the stability of route selection al- inbound-dependent route selection for interdomain routing.
gorithms implementing local policies that take into account  The rest of this paper is organized as follows. In Sec-
inbound traffic patterns. tion 2, we discuss related work. In Section 3, we define the

In this paper, we analyze the stability of interdomain class of rational route selection algorithms. In Section 4, we
routing in a heterogeneous network where ASes run anypresent a sufficient condition to guarantee convergence of a
one of a class of route selection algorithms. Informally, the network running rational route selection algorithms. In Sec-
class of algorithms we study are those that, asymptotically,tion 5, we show that the traffic-demand-matrix-based route
for the given network, will not choose routes that are known selection algorithms can lead to routing instability. In Sec-
to be inferior to other available routes. Since we are model-tion 6, we show an example network which is unstable un-
ing the route selection behaviors of self-optimizing ASes, it der any rational route selection algorithms. Our conclusion
will be “unjustified” or “irrational” for a self-optimizing AS  and future work are in Section 7.
to eventually choose an inferior route when there are other
available, better routes; thus we call the class of algorithms
we studyrational route selection algorithms

There are several advantages in conducting stability
analysis based on the general notion of rational route selec- There is a large body of literature on interdomain route
tion algorithms. First, it allows us to establish more general selection. Researchers have conducted extensive evalua-
positive results: 1) it allows us to prove the stability of a het- tions .9, [5, 10, 20, 29, 30, 42]) and theoretical analysis
erogeneous network where different ASes can run different(e.g, [17,21,22,25, 26, 38]) on the stability of BGP route
route selection algorithms, as long as the algorithm chosenselection. In particular, Griffiret al. [22] show that “pol-
by each AS is rational for the given network; 2) since the icy disputes” can cause persistent route oscillations. Grif-
notion of a rational route selection algorithm is defined by fin and Wilfong [23] then propose a protocol called SPVP3
its asymptotic behavior, if variations to a route selection al- that can detect oscillations caused by policy dispute at run
gorithm do not change its asymptotic behavierg( non- time using “path history”. Gao and Rexford [16,17] observe
persistent experimentation), the route selection algorithm isthat, if every AS considers each of its neighbors as either
still rational, and thus the stability result still holds. Second, a customer, a provider, or a peer, and obeys certain local
it allows us to establish more general negative results; for constraints on preference and export policies, then BGP is
example, if we show that a network is unstable unaiey guaranteed to converge. Generalizing the above commer-
rational route selection algorithms, it is more general than cial relationships of ISPs to a class-based system, Jaggard
to show that a network is unstable under a specific routeand Ramachandran [25] show that a global constraint that
selection algorithm. guarantees convergence can be enforced by a distributed al-

In particular, we derive a sufficient condition to guaran- gorithm. Maoet al.[34] also describe a mechanism to damp
tee routing convergence under the general model that thgoute oscillations. A major difference between our study
ASes are running heterogeneous rational route selection aland the preceding studies is that we analyze the stability
gorithms. This condition applies to any network where the of interdomain routing in a heterogeneous network where
route selection algorithms of the ASes are rational route se-ASes run any rational route selection algorithms, instead of
lection algorithms. a specific algorithmi(e., the greedy route selection algo-

Applying our general results, we study the potential in- rithm). Also, we study the dependency of route selection
stability of inbound-dependent route selection. We first on inbound traffic, an important factor which has not been
show that the common route selection algorithms of simply addressed before.
choosing the best routes according to the traffic demand ma- In order to investigate the existence and nonexistence
trix of the preceding perioctould lead to instability, when  of stable route selection for a heterogeneous network run-
the route selection of an AS can change its inbound traf- ning rational route selection algorithms, we adopt a gen-
fic pattern. This instability happens even when all con- eral, rational, learning model. This model is motivated by
straints on interdomain routing imposed by business con-general game-theoretical, rational algorithmg)( adaptive
siderations [17] are satisfied, and just a single AS is usingand sophisticated learning algorithms [35]). In particular,
such an algorithm. We say that such instability is caused byour model is inspired by the adaptive learning model of Mil-
traffic-route mis-association, and it is an example of insta- grom and Roberts [35], and the reasonable learning model
bility caused by route selection algorithms. of Friedman and Shenker [13-15].

Although there is a simple rational route selection algo-  The interaction of interdomain routing and inbound traf-
rithm to handle the preceding scenario, we also show thatfic starts to receive some attention lately [18, 43]. How-

2. Related Work



ever, the focus of previous studies is on prepending. In [43], its stable route selection, making this route selection strat-
Wanget al. characterize the stability of inbound-dependent egy better forA than the greedy strategy. Thus, it is im-
route selection. However, their study focuses on prepend-portant to analyze a heterogeneous network where different
ing and their specific algorithm. Unlike [43], we focus on ASes may run different route selection algorithms, not a ho-
route selection, since we feel that the effects of prependingmogeneous network where all ASes run a single, specific
cannot be guaranteed since an AS can choose to ignore thalgorithm,e.g, the greedy route selection algorithm.

effects of prepending. S L Specifically, in this paper, we study a class of route selec-
The study on traffic engineering has traditionally been ton algorithms we call rational route selection algorithms.
focused on intra-domain (for a good survey, please see [11ntyitively, a rational route selection algorithm is one which,
12]). There is an increasing interest in tuning BGP attributes asymptotically, will not choose routes that are known to be
for interdomain traffic engineering [5, 37]. However, most inferior to some other available routes. The concept of ra-
of the previous work focuses on egress route selection fortional route selection algorithms is motivated by previous
either a single ASd.g, [3,6,19]), or between two neighbor-  \work on adaptive learning [35] and learning on the Inter-
ing ASes. In particular, researchers have conducted extennet [14]. The models used in the previous game theoreti-
sive theoretical analysi®(g, [27]) and experimental eval- ¢4 studies are normal form games. However, interdomain
uations €.g, [40, 41]) of hot-potato routing, which is @ royte selection is more of an extensive form game than a
scheme of exit route selection between two ASes. Recently,normal form game, since an intrinsic characteristic of in-
Wang et al. [24] study general interdomain egress traffic terdomain route selection is that the available routes of an
engineering and i_den_tify sufficient conditions for conver- ag depend on those exported by its neighbors. In this paper,
gence; however, it still focuses only on the greedy route e shall explicitly model this dependency. In the sequel, we
selection algorithm, and considers egress routes only. shall present the network model and formalize our intuitive

~Another line of related research is the exten- notion of rational route selection algorithms and explore the
sions/alternatives to BGPe(, the mechanism-design mplications.

approach by Feigenbaurat al. [7-9], the negotiation

protocol by Mahajanet al. [31-33], the BGP pricing

approach by Afergan and Wroclawski [1], and the Hybrid 3.1. Network Model

Link-state Path-vector (HLP) approach of Subramanian

et al. [39]). The objective of our study is to investigate

the intrinsic instability of interdomain routing so that the The network topology is represented by a simple, undi-

extensions can guarantee stability under all scenarios. rected graplt; = (V, E), whereV = {1,..., N} is the set
of ASes and¥ is the set of interdomain links.
3. General Rational Route Selection Algo- A path inG is either the empty path, denoted byor
rithms a sequence of AS€%y, vi_1,...,v1,v0), Wherek > 0 is

the length of the path, such thét;,v,_,) € E fori =
k,k—1,...,1. Note that ifk = 0, then(vy) represents
the trivial path fromwg to itself. Each nonempty path =
(v, Vg—1,---,v1,v0) has a direction fromy to vo. If P

Previous studies on the stability of interdomain rout-
ing focus on one specific interdomain route selection algo-

rithm — the greedy route selection algorithm. However, andQ are two nonempty paths such that the first ASJin
BGP route selection has increasingly been used by ASes tqs the same as the last AS i, then PQ denotes the path

_ach_ieve a diverse seF of inter_domr_;lin t_raffic engineering Ob'formed by theconcatenatiorof these two paths. We extend
Jectlvgs. For A$es Wlth certain objectives, the_greed.y route this with the convention thatP — Pe — P for any pathP.
selection algorithm is no longer the best choice. Figure 1 ] _
(in the same spirit as the one in Dakdaeikal. [4]) shows We denote by the set of all paths ir. For each € V,
such an example, wherehas a route selection strategy that We denote byr; ., the set of paths originating fromand by
performs strictly better than the greedy strategy. In more F—i the setof paths terminating@tAlso, for anyi, j € V,
detail, A and B’s traffic engineering objectives require joint fi—; = Ri— N R_.; denotes the set of paths franto ;.
ranking of routes to two destinatio%, andD,. The rank- Suppose andj are two neighboring ASes. As a path
ing tables are shown in the two boxes. Suppose bbth P is exported fromj and imported inta, it undergoes two
and B start with empty routesi3 uses the greedy strategy, transformations. First?, = expor(i, j, P) represents the
and A makes announcement first. Under the greedy strat-application of export policies gfto P, which includes pos-
egy, A will select and announc@AD,, AG1G>D-). This sibly prependingj multiple times toP or filtering out P

will lead B to select and announdd3 AD;, BF D5), and altogether P, = €). Second,P, = import(, j, P;) repre-
the network becomes stable. Howeverditelects and an-  sents the application of import policiesiato P;. In partic-
nounces inferior routeGA E1 D1, AG1G2D-) to B, B will ular, import policies at will filter out any path that contains
select and annound® H, H, D1, BD5) to A. This enables i itself. The collective effects of these transformations can
A to select the highest ranked route$E> D1, ABD,) as be represented by theeering transformationpt(s, j, P),
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Figure 1. lllustration of a non-greedy route selection strategy.

defined as 1 depend on the route advertisements it receives from its
neighbors, which in turn depend on route selections of these
neighbors. To capture this dependency, we define two oper-
atorsC; and A; for each ASi as follows. For a set of paths

.o . import(i,j,expor(i,j,P)) if (Z’j) € E'
pt(i, j, P) = { ¢ otherwise.

The peering transformation represents the import/exportP C R, let
policies of all ASes in the network. Note that in the above . .
definition, we extend the domain of pt to all pairs of ASes Ci(P) = {(,5)pti,j, P)|P € PN R} (1)
by setting pti, j, P) = ¢ if i and; are not neighbors. Ai(P) {ri € Ri|ri(k) € C;i(P) U{e},Vk € D;}(2)

Each AS: € V has a seD; C V of destinations, and » ) ] ) )
attempts to establish a path to each destinatienD;. A Intuitively, if P |s_the set of routes export_ed 0)3 _n_elgh-
network route selectiofs a function- that maps each pair  POrs. thenC;(P) is the set of routes available ftoin its
of ASesi € V andj € D; to a pathr(i, j) € R,_.;. We routing cgche, and;(P) is the set.of route profiles that
interpretr (i, ) = ¢ to mean that is not assigned a path ~ €an possibly choose from this routing cache. Note that AS
to j. We denote byR the set of all possible network route €an always choose the empty path to &ny D; regardless
selections. When we restrict our attention to the route se-9f Ci(P)- ) o ) ]
lection of ASi alone, we shall refer to the restriction of The route selection objective of A8 (i.e, its local
oni andD; as theroute profilefor AS i, denoted by-;. We preference) is represented by a utility functiofir;, r—;),
denote byR; the set of all possible route profiles for AS wh|ph evaluates the payof_f of the current netw_o_rk route se-
i. Note that in the above definition, we dot require the lectionr for i. Note that since we allow the utility afto
routes in a network route selection to be consistent; that is,déPend on not only’s route, but also all other ASes’ routes,
if (k) = (4,7)P, itis not necessary that (k) = P. it captures inbound-dependent route selection.

The above definitions lead to useful equivalent repre-
sentations of network route selections and route profiles.3.2. Algorithm Model
First, a network route selection can be represented as
r = (r,7—;), wherer_; = (r;);»;, denotes theombined As is mentioned at the beginning of this section, we want
route profilesof all ASes except. The route profile of AS  to analyze the stability of a heterogeneous network for a
j # iinr_; is denoted by(r_;);. We denote byR_; the wide range of potential route selection algorithms. The only
set of all possible combined route profiles of all ASes ex- condition we impose on a route selection algorithm is that,
cepts; thatis,R_; = {r_;|(r_;); € R;,Vj # i}. Second, asymptotically, it will not choose routes that are known to
network route selections and (combined) route profiles canbe inferior to some other available routes. Since we are
be treated as sets of paths. Specifically, a network route semodeling self-optimizing ASes, we feel that this is a very
lectionr, a route profile:; and a combined route profite ; generic characterization of such ASes. To capture such
are equivalent to the sets of pathgi, j)|i € V,j € D;}, generic behaviors, we avoid any detailed specification of
{ri(4)l7 € D;}, and{(r_;);(k)|k € D;,j # i}, respec-  how the ASes actually select route profiles. Instead, we fo-
tively. This equivalent representation is particularly conve- cus on the sequence of network route selections over time,
nient in some operators defined on sets of paths. For examand define the class of algorithms we consider by identify-
ple, we can simply use_; as an argument to such an opera- ing the general properties of the sequences generated by the
tor, where actually the argument{igr_;); (k)|k € D;, j # route selection algorithms.
i} We assume that there is a set of tinffés= {0,1,2,...}

An intrinsic characteristic of path vector protocols such atwhich one or more ASes in the network change their route
as BGP is that there are dependencies among route selegrofiles. The elements @f should be viewed as the indices
tions of ASes. Specifically, the route profiles available to of the sequence of physical times at which these changes



take place. Attime, the selected route profile of ASis
r;[t], and the network route selectionsif] = (r;[t])icv -
The sequence of network route selections is, therefore,
{rlt]}72o-

Given a setd C R of network route selections, we de-
fine theprojectionof H ontoR; as

Hq;:{T¢€Ri|T‘EH}. (3)
Accordingly, we define theroductsetH _; as
H_i={ri e Ril(r—); € H;,Vj #1i}. (4

The setH _; represents all possible combined route profiles
of all ASes except, where ASj’s route profile is drawn
from H; for all j # . Also, let

U

Ai (Hfz) r_,EH_;

Recall that in the above definitiod,; (r_;) actually means
Ai({(r—i);(k)|k € Dj, j # i}).

In order to get some intuition about the definition of
rational route selection algorithms, suppose thatiAtas
observed a historyd of network route selections. If this
history is long enough for AS to believe that it has ob-
served all possible route profiles that will be used by each
other AS in the future, AS will expect that each other AS
j will select route profiles inf{;. It is reasonable, there-
fore, for i to believe that the combined route profiles of
the other ASes will belong to the séf_;, hence that the
route profiles possibly available to it will belong to the set
A;(H_;). However, not all possibly available route profiles
in A;(H_;) are worth considering. If there exist two route
profilesr;,r; € A;(H_;), such that the following two con-
ditions hold:

C1. whenever; is availabley; is also available;

C2. choosingr; always yields strictly higher payoff than
’ril

then it would be “unjustified” or “irrational” foi to choose

r;. This is because by CZ; can always be chosen instead
of r;; and by C2, choosing; always yields strictly higher
payoff than choosing;. In this caser; is said to beover-
whelmedby r; with respect toH, and is called an over-
whelmed route profile. A route profile € A;(H_;) that

is not overwhelmed by any othef € A;(H_;) with re-
spect toH is called arunoverwhelmedoute profile. If we
useU;(H) to denote the set of unoverwhelmed route pro-
files of ASi with respect ta, then the definition o/; (H)
requires taking negations of the above two conditions. For-
mally, we define the following operatéf : 2% — 27%:

Definition 1 GivenH C R, let

Ui(H) = {r;€ Ay(H_;)|vri € A;(H_;),P1V P2,
where
(P1)3r_; € H_;, such that
ri € Ai(r—i),r; & Ai(r—i),
(P2)3r_;, ", € H_;,such that
ri € Ai(r—y), 1 € A (r,),
wi(ri,r—;) > ui(rl,r;)},
U(H) = {7“ S ,R,"I“i S UZ(H)}

The two predicates P1 and P2 in Definition 1 are negations
of conditions C1 and C2, respectively. If A®elieves that
other ASes will select route profiles H_;, then it would

be “irrational” for AS ¢ to choose any route profile not in
U;(H), since every such route profile is guaranteed to be
overwhelmed by some other route profilelin( H). U;(H)

thus formalizes our notion of the set of unoverwhelmed
route profiles for ASi when each other A$ is limited to
route profiles inf;.

With the definition of unoverwhelmed route profiles, we
can now formalize our intuitive notion of “rational route se-
lection” as such that, asymptotically, will not choose over-
whelmed route profiles. Formally,

Definition 2 {r;[t]|t € T} is consistent with rational route
selectionif, for all ¢/, there existg” > ¢’ such that for all
t >t rift] € Uu({r[s]lt’ < s < t}). {rlt]jt € T} is
consistent with rational route selectidach{r;[¢]|t € T}
has this property.

Remark 1 The sequencégr[t]|t € T} is determined by
many factors, and thus whether a route selection algorithm
used by an AS is rational or not also depends on these fac-
tors, which include, but are not limited to, network topology,
local policies of ASes in the network, and route selection al-
gorithms used by other ASes. This allows more algorithms
to be classified as rational. For example, we will show later
that the BGP-based greedy route selection algorithm is ra-
tional in a particular type of networks. Also note that there
are no requirements on the route selection behaviors of the
ASes for the finite period of time frarrto ¢” in Definition 2.
This allows for an AS to use non-greedy strategies such as
the one discussed for the example in Figure 1.

3.3. Rational Route Selection Algorithms

The preceding definition of rational route selection is
generic and does not specify how ASes actually select route
profiles. Thus, it allows both centralized and distributed im-
plementations. An example centralized implementation can
be as follows. Each AS sends its utility function (policies)
to a trusted third party. The third party then applies the op-
eratorU to compute for each AS arouting schedule (namely
what route each AS should adopt at what tirhe).

1This approach can be made possible by the availability of a public
database publishing AS routing policies. The ASes should be semi-honest
in that they do not manipulate their policies when reporting their policies.



The above implementation requires complete informa-

tion, due to its generality. As we limit the generality, there
can be efficient implementations without requiring com-
plete information, in a distributed setting. In particular, we
will analyze thestandard BGP route selection protocas

Remark 2 These three assumptions of the theorem should
be valid under normal network operations.

Remark 3 Note that in Definition 2, A% is not required
to know the route selections_;[t] of the other ASes. AS

it is used in interdomain route selection, and show that it : may not even know the sequence of tifieand its set

is a distributed rational route selection algorithm. By the of all possible route profile®;. In addition, the definition
standard BGP route selection protocol, we mean essentiallysays nothing about the routing cache:ofTher_; € H_;

the simple path vector protocol (SPVP) as defined in Fig. 5 used in Definition 1 may have never appearedsmouting

of [22], extended to the case of joint multiple-destination cache from time&’ up tot. Moreover, at some timg r|t]
route selection, when some mild conditions are satisfied.may not even be consistent. All that is required is that the
We will show that the asymptotic best-response nature ofexhibited sequences of route selectioyig andr[t] satisfy
BGP makes it a rational route selection algorithm, when the the requirement in the definition. The preceding theorem is
ranking of egress routes of an AS depends on the its ownan example clarifying this subtlety.

egress routes only.
Specifically, we have the following result:

Theorem 1 The BGP protocol is consistent with rational
route selection, if the following conditions are satisfied:

4. A Sufficient Condition to Guarantee Con-
vergence of Rational Route Selection Algo-
rithms

Al. BGP update messages between neighboring ASes are
delivered reliably in FIFO order, and have bounded
delay;

Given the definition of rational route selection algo-
rithms, in this section, we derive a sufficient condition to
guarantee stability. The advantage of deriving a sufficient
A2. Each AS sends out BGP update messages in boundedondition using the general notion of rational route selec-

time after it updates its route profile; tion algorithms is that we then only need to consider the
asymptotic behaviors of route selection algorithms, allow-
ing variations such as limited route experimentation.

We first define the notion of stable route selection.

A3. Each BGP update message is processed immediately.

Proof: Let the sequence of network route selections be
r(t]}2,.

t [C]:E)trﬁ?ider an arbitrary A& Let \; be the set of neigh-  Definition 3 A network consisting of ASes each of which
bors ofi. For anyj € A, letr; [T;f(t)} be the latest route IS running a rational route selection algorithm hastable
profile of j such that an update message has been sent to route selectionif the route selection of each AS has a single
with this route profile. Thug; (r; [T]zj (t)]) is the set of paths ~ route profile, as time goes to infinite. Formally, the network
in i's routing cache learned frognat timet. The setofroute  has a stable route selection{if[t]}°, converges.
profiles available ta is therefored; ({r;[7}(t)][7 € N;}).

Assumptions A1 and A2 imply that there exigissuch that ~ Remark 4 In the above definition, we require that, in a

at any timet, for any neighboy of 4, T;I(t) >t —ty. stable routg seleclti(.)n, the route selection o_f each AS be a
Althoughi may not knowr_; [t], the payoffu;(r;, r_;) is “pure” routing decision. We do not allow “mixed” strate-
only a function ofr;. (Recall that we consider only egress 9ies [36], since mixed strategies involve frequent route fluc-

route selection in this case.) The BGP protocol, togethertuations, and are thus not desirable as “stable” solutions
with Assumption A3, implies that at any tinte for global interdomain routing.

(6) We first observe the following important property of the
operatotU:

arg max
ri €A ({r; [T} (D]IFEN:})

’f’z[ﬂ ’LLZ'(T};,T’,Z'[t]).

We shall prove the theorem by showing that= ¢’ + ¢4
satisfies Definition 2. In fact, for any > t”, let H =
{r[s]|t' < s < t}. For any neighboy of i, we haver/(t) >
t —tqg > t', thusr;[7(t)] € H;. Therefore, there exists
r_; € H_; such thar;[}(t)] = (r_;);. We shall show that
ri[t] € U;(H). We have that;[t] € A;(r_;) C A;(H_;).
For anyr; € A;(H_;), if predicate P1 does not hold, then
ri € A;(r_;), which, together with Equation (6), implies
thatw; (r;[t], r—:[t]) > w;(r},r—_;[t]). It follows thatr;[t] €
Ui(H)

Lemma 2 The operatorU is monotone: IfP,Q C R and
P C Q,thenU(P) CU(Q).

Proof:
arbitraryi.
Suppose; € U;(P). We first notice that, since the oper-

ator A; as defined in (2) is monotone, € A;(P-;) implies

r; € A;(Q—;). To prover; € U;(Q), we only need to show
that, for anyr, € A;(Q-;), at least one of the two predi-
cates P1 and P2, which are defined in Definition 1, holds.
We distinguish the following two cases:

It suffices to show thal/;(P) C U;(Q) for an



1. v, € A;(P-;). In this case, the fact that € U;(P)
implies that at least one of the two predicates P1 and
P2 holds.

2. r. ¢ A;(P-;). This case happens only ¥fr_; €
P_;,r; ¢ A;(r—;). Thus predicate P1 holds in this
case.

Let U*)(R) denote thek-th iteration of the operatdy’
onR, fork = 0,1,..., with U (R) = R. We now ob-

U*>(R) is a singleton. The convergence of such networks
under any rational route selection algorithms, therefore, fol-
lows immediately from Theorem 1 and Proposition 4. Note
that the existence of SDRS can be checked in polynomial
time.

As an application of the preceding results, we derive
a sufficient condition to guarantee routing convergence in
a heterogeneous network where each AS runs any ratio-
nal route selection algorithm, and its egress route selec-
tion satisfies the constraints imposed by business consid-
erations [17].

serve that sequences consistent with rational route selection

share some common asymptotic properties:

Theorem 3 If {r[t]|t € T} is consistent with rational route
selection, then for each, there exist$;, € T such that, for
all t € T witht > ty, r[t] € UF(R).

Proof: Fork = 0, the conclusion holds trivially (choos-
ing to = 0) since for allt, 7[t] € R = UO)(R).

Suppose the conclusion holds fer— 1. Then, there is
ati_1 such that for alt > tx_q, {r[s]jts—1 < s <t} C
U= (R). Since{r[t]|t € T} is consistent with rational
route selection, in Definition 2 we may chooSe= t;,_;
and we may take, > max(t’,tx_1). Therefore, for all
t > ti, we have that[t] € U({r[s]|txk—1 < s < t}). By the
induction hypothesis and Lemma @({r[s]|tx,—1 < s <
t}) € U(U*=D(R)) = UR(R). Thus, for allt > t,
r[t] e UM (R). B

By Theorem 3, when the serially unoverwhelmed set
U®(R) = N>, UH(R) is small, one can predict with

precision the asymptotic behavior of a sequence of network

route selections. In particular, T>°(R) is a singleton,
Theorem 3 immediately implies that the sequence will al-
ways converge to a unique network route selection. We
therefore extend similar results in the context of strategic
learning game [35] and learning in the Internet [14] to our
route selection context.

Theorem 5 Assume a network where each AS runs any ra-
tional route selection algorithm, and selects egress routes
independent of inbound traffic. Assume that 1) there is
no provider-customer loop in the network; and 2) each
AS adopts the typical export policy and the standard joint-
route preference [44]. Theti>°(R) is a singleton; that is,

the network is guaranteed to converge to the unique stable
route.

Proof: (sketch)When the conditions of the theorem are
satisfied, we can use an induction proof to show the exis-
tence of an SDRS. Therefore, the network is guaranteed to
converge to the unique stable roulle.

Remark 5 The preceding convergence result is more gen-
eral than that proved in previous studies in that it is not
limited to just homogeneous networks where each AS has
to run the greedy, best-response BGP algorithm. Other ac-
tions, such as non-persistent experimentation are allowed.

5. Inbound-dependent Route Selection:

Traffic-Demand-Matrix-Based Algorithms
5.1. A Motivating Example

Starting from this section, we apply our general frame-

Proposition 4 The network route selection of a network Work of rational route selection algorithms to study the sta-

consisting of ASes running rational route selection algo-
rithms asymptotically lie in the se/>°(R). Thus, if
U>(R) is a singleton, the network is guaranteed the ex-
istence and uniqueness of stable route selection.

One way to guarantee th&t>°(R) is a singleton is the
existence of aequentially dominant route selection

Definition 4 A network has a sequentially dominant route
selection (SDRS) if there is a partial order of the ASes, with
the destination being the first one, such that given the route
selection of the ASes befarén this partial order, the best
route selection of is determined, independent of the route
selection of those after

If a network has an SDRS, all routes other than the unique
solution are not in the unoverwhelmed set. As such,

bility of a network when ASes may adopt general local poli-
cies that take into account inbound traffic patterns.

SBD
SCD ider—to—
/S SBFD Provider—to—customer
{S}BFD
¢ F B |{s}BD
\ 08D
D {}BFD

Figure 2. The ranking of egress routes at B
depends on inbound traffic. S is the source,
and D is the destination.

We start with an example shown in Figure 2. The exam-
ple is motivated by the increasing usage of multihoming and
its potential effects on some transit ISPs. A special feature



of this example network is that the ranking of egress routesDuring each time period, the algorithm measures the traffic
at B, who is one of the two competing transit providers of demand matrix. At the end of each time period, the algo-
sourceS, depends on its inbound traffic. For generality, we rithm computes and installs the optimal route selection for
say thatB ranksoutcomesinstead of just egress routes. An the next period.
outcome consists of both an egress route and ingress traf- In particular, B could implement a route selection al-
fic pattern. For generality, we assume a ranking table atgorithm using the greedy strategy as follows. During each
each AS, which lists, in decreasing order, all of the poten- time periodn, B estimates total traffic demand to destina-
tial outcomes. Note that in practice, a ranking table can tion D; At the end of time perioa, B computes the optimal
be implemented, compactly, by an objective or utility func- route selection8F D or BD), based on the measured in-
tion. Specifically,{S} BF D denotes the outcome that bound traffic demand and its traffic engineering objectives.
uses the egress rout#F'D and.S sends traffic for destina- B then installs the optimal route selection at the beginning
tion D throughB; {} BD denotes the outcome th&tuses  of time periodn + 1. As we have discussed in the introduc-
the routeBD and S does not send any traffic through tion, this algorithm can be implemented either by a network
This example network does not appear to be a pathologi-operator manually, which will operate at a longer time scale,
cal case and can well happen in practi§eés a multihomed  or by a traffic engineering program, which will operate at a
network with two providerg’ and B to improve reliability. much faster speed.
The ranking table of is constructed according to the stan- However, this traffic-demand-matrix-based greedy route
dard BGP decision procesS:prefers routes with small AS-  selection algorithm is not a rational route selection algo-
hop counts; for two routes with the same AS-hop count, it rithm (which we will show later). It will also cause routing
uses the next-hop ID to break the tie. As forwhen traffic instability in the example network. To see this, assume that
volume is high i;e., whenS usesB as its transit provider), B initially chooses egress rouf@D. B exportsBD to S,
B selectsBF'D over BD; on the other hand, when traffic  therefore,S choosesSBD over SCD, and the traffic from
volume is low (.e, when S does not usé3 as its transit S to D goes throughB. However, given this high inbound
provider), B choosesBD over BF'D. A potential revenue  traffic demand3 prefersBF D over BD; thus B switches
function that may cause this scenario to happen is shown inits route selection t&3FD and exports te. This change
Figure 3; that is,BF' D is more profitable fol3 when the  of egress route causésto chooseSC D over SBF D, and
traffic volume is high, whileBD is more profitable for3 thus traffic ofS no longer goes througB. Given that now
when the traffic volume is low. Note that it is possible to the inbound traffic is lowB switches back to route selection
reverse the provider-customer relationship of the AS pairs, BD, since it prefer$3 D over BF D at low traffic. Thus, we
CD, FD, BF, andBD. Then the preference df can be  have obtained persistent route oscillatfons

justified by cost instead of revenue. The above instability is due to the fact that under the pre-
ceding traffic-demand-matrix-based greedy route selection
Tota BED algorithm, B mis-associates the outcomes with its available

Revenue actions B has two available actions in the preceding ex-
ample: choosingBD or BF' D). This example is also an
example of instability caused by route selection algorithms.
There is, however, a simple rational route selection al-
gorithm that can choose the optimal route and maintain
stability for B, if B does not restrict its route selection

Traffic qlgorithm tp always use th_e greequ strategy. This algo-
Volume rithm consists of an experimentation phase and a selec-
) S tion phase. At the beginning3 does not know the as-
Figure 3. A revenue function justifying the sociated outcomes of choosif®D or BF D, thus it will
route selection behavior of B in Figure 2. “ B first experiment with these two actions, one at a time. In
only” denotes the traffic volume when S does this phaseB will fix its chosen action for enough amount
not use B as its transit provider; and B + 5 of time, and observe the associated outcome of the cho-
denotes that when S uses B. sen egress route (we assume tBawill respond to B's

chosen egress route in bounded time). Using our notation
in Section 3,B observes the set of network route selec-
tions H = {{BD,SBD},{BFD,SCD}}. Denoter =
{BD,SBD} andr’ = {BFD,SCD}. B then enters the
_ o the selection phase. Sineg;(r) > up(r'), Ap(r_p) =

A common approach foB to implementing inbound- Ap(r’_) = {BD,BFD}, we haveUZ({r,1'}) =
dependent route selection is to use a traffic-demand-matrix-

based aI_gorithme(.g, [3, 19]) The ba_SiC structure of S_'UCh 2This example generalizes the oscillations of classical single-path adap-
an algorithm is that time is divided into multiple periods. tive routing where only latency is considered [2, 28].

5.2. Instability of a Traffic-Demand-Matrix-Based
Greedy Route Selection Scheme




{BD}. Therefore,B selects the optimal egress routd, 3. each AS prefers customer routes over peer/provider

the only one inUZ ({r,7'}). Note that this simple algo- routes;

rithm conforms to the definition of rational route selection. ) . . o

On the other hand, the greedy algorithm does not since it 4. ASi adopts the route SEIG(.:“O” algorithm in Figure 4,

choosesBF D infinitely often which is not in7e ({r, r'}). and_ no other AS uses any inbound-dependent route se-
Therefore, depending on the route selection algorithms lection.

used byB, the example network may or may not experience ]

routing instability, even if the local policies of the ASes in 6. Inbound-Dependent Route Selection: In-

the network remain the same. This example thus serves as  stability of Networks under any Rational

an example showing that, the stability of a network depends  Route Selection Algorithms

on the the route selection algorithms used by all ASes in the

network. Unfortunately, with inbound-dependency, there exist

networks which have no stable route selection under any ra-
5.3. Optimal and Stable Inbound-dependent Ratio-  tional route selection algorithms; that is, we can arbitrarily
nal Route Selection by a Single AS assign route selection algorithm to each AS, so long each al-
gorithm is a rational route selection algorithm, the network
Generalizing the two-phase route selection algorithm for has no stable route selection.
B in the example network in Section 5, Figure 4 specifiesa  In particular, Figure 5 is such an example network. Sim-
rational route selection algorithm which can guarantee sta-ilar to the network in Figure 2, this network is constructed
bility and optimality, when only AS adopts this inbound-  to satisfy all constraints imposed by AS business consider-
dependent route selection algorithm. Note that in Figure 4, ations; thus, if there were no inbound dependency, the net-
r; is a route selection constructed from the routes exportedwork has a unique stable route selection [17]. Also similar
by ASi’s neighbors. to the network in Figure 2, this network does not appear
to be a pathological case and can well happen in practice.

> Tooms IS maximum time for routing convergence Note thqt this network is a heterog_eneous network,_ where
> T, is the measurement time the ranking of routes & is inbound independent; whilé
> R, is the set of available, unoverwhelmed route selections ~ @ndB are inbound dependent.
constructed from routes exported 8y neighbors
> tm(r;) represents the inbound traffic matrix when choosing 40
S |SAED
. ~SBFD )
foreachr; in R; . Provider—-to—customer
install r; A B
estimatem(r;) by §s AED E 7 g BFD
waiting for Teone ﬁﬁg \ BFD
measuringm(r;) for T,, RER >
if any route inR; is overwhelmed D
remove it fromR; . _ - .
Figure 5. An example with instability. D is the

only destination.

Figure 4. An inbound-dependent rational The instability of the example network in Figure 5 un-

route selection algorithm by a single AS. der any rational route selection scheme is established by the

following result:

Specifically, in the context of Internet interdomain route
selection, when ASes are constrained by Internet busines
considerations, Theorem 6 shows that the algorithm in Fig-
ure 4 can guarantee stability and optimality. Due to space
limitation, we omit its proof, and note that an induction

Theorem 7 Suppose that a sequence of network route se-
Yections{r[t]}32, is consistent with rational route selection
and that it converges to a stable route selectibnThen the
following holds for each A&

proof can be constructed. Vrie Ay (rE), ui(ri,rEy) > w(rl, ).
Theorem 6 The network converges, and an ASnverges Proof:  Since{r[t]}2, converges to*, there exists’
to its optimal outcome, if the following conditions are satis- SUch thatvt > ', r[t] = r*. Since the sequence is consis-
fied: tent with rational route selection, there exists> t’, such
thatvt > ¢ andvi,r;[t] € U;({r[s]|t’ < s < t}). Notice
1. there is no provider-customer loop in the network; tEat{T[S]It’ < s <t} = {r*}, by definition ofU;, we have
that

2. all ASes exceptadopt the typical export policy; Vri e Ai(rE), wi(rf, ry) > u(rh,rt,).



| connection between inbound-dependent route selection al-
An analysis of all of the possible network route selec- gorithms and traffic-demand-matrix-based algorithms is

tions of the example in Figure 5 shows that no network route POinted out by Tim Griffin. We are grateful to his help.
selection satisfies the condition in Theorem 7. As a result,
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