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Abstract—Existing cellular networks suffer from inflexible

and expensive equipment, complex control-plane protocols, and ?h i E GTP Tunnels
vendor-specific configuration interfaces. In this position paper, |

we argue that software defined networking (SDN) can simplify Rl e Nirocik

the design and management of cellular data networks, while . WY )

enabling new services. However, supporting many subscribers, ﬂ\‘“ ‘

frequent mobility, fine-grained measurement and control, and ENﬂdeBl

real-time adaptation introduces new scalability challenges that
future SDN architectures should address. As a first step, we

propose extensions to controller platforms, switches, and base \\‘ - y
stations to enable controller applications to (i) express high-level sNadeB 3 " Ngminie i
policies based on subscriber attributes, rather than addressesd -
locations, (ii) apply real-time, fine-grained control through local

agents on the switches, (iii) perform deep packet inspection and Fig. 1. LTE data plane

header compression on packets, and (iv) remotely manage share

of base-station resources.
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control-plane protocols, as illustrated in Figlire 2. In reoo
|. INTRODUCTION dination with the Mobility Management Entity (MME), they
erform hop-by-hop signaling to handle session setup; tear
own, and reconfiguration, as well as mobility, e.g., lcmati
date, paging, and handoff. For example, in response to a
's request for dedicated session setup (e.g., for VolR, cal
e P-GW sends QoS and other session information (e.g., the
CP/IP 5-tuple) to the S-GW. The S-GW in turn forwards the
information to the MME. The MME then asks the base station
to allocate radio resources and establish the connectitimeto
UE. During handoff of a UE, the source base station sends
the handoff request to the target base station. After rewpiv
an acknowledgement, the source base station transfers the
A. Today's LTE Cellular Data Networks UE state (e.g., buffered packets) to the target base station
Long Term Evolution (LTE) cellular network§][1] connectThe target base station also informs the MME that the UE
base stations (eNodeB) to the Internet using IP networkifi@s changed cells, and the previous base station to release
equipment, as shown in Figuf@ 1. The user equipment (UEsources (e.g., remove the GTP tunnel).
connects to a base station, which directs traffic through aThe S-GW and P-GW are also involved in routing, running
serving gateway (S-GW) over a GPRS Tunneling Protocpfotocols such as OSPF. The Policy Control and Charging
(GTP) tunnel. The S-GW serves as a local mobility anchétunction (PCRF) manages flow-based charging in the P-GW.
that enables seamless communication when the user moVbe PCRF also provides the QoS authorization (QoS class
from one base station to another. The S-GW must handfentifier and bit rates) that decides how to treat each ¢raffi
frequent changes in a user’s location, and store a large mmoilow, based on the user’s subscription profile. QoS policés ¢
of state since users retain their IP addresses when they. md&dynamic, e.g., based on time of day. This must be enforced
The S-GW tunnels traffic to the packet data network gateway the P-GW. The Home Subscriber Server (HSS) contains
(P-GW). The P-GW enforces quality-of-service policies angubscription information for each user, such as the QoSleyofi
monitors traffic to perform billing. The P-GW also connect&ny access restrictions for roaming, and the associated MME
to the Internet and other cellular data networks, and acts lastimes of cell congestion, a base station reduces the max
a firewall that blocks unwanted traffic. The policies at the Pate allowed for subscribers according to their profiles, in
GW can be very fine-grained, based on whether the userc@ordination with the P-GW.
roaming, properties of the user equipment, usage caps in thdoday’s cellular network architectures have several major
service contract, parental controls, and so on. limitations. Centralizing data-plane functions such asnimo
Besides data-plane functionalities, the base statiomgnge toring, access control, and quality-of-service functldpaat
gateways, and packet gateways also participate in sevdha packet gateway introduces scalability challengess Thi

The growing popularity of smart phones and tablet co ng
puters places an increasing strain on cellular networks. Ye
despite tremendous innovation in mobile applications, e
cellular network infrastructure is remarkably brittle.f®are
defined networking (SDN) can simplify network managemer%|
while enabling new services. However, supporting many su
scribers, frequent mobility, fine-grained measurementcamd
trol, and real-time adaptation introduces scalabilityliemyes
that future SDN architectures should address.



BN control Plane to packet-processing rules based on IP addresses and ketwor
[ ] bataPlane locations.

Scalability through local switch agents:The need for fast
and frequent updates to a large amount of data-plane state
would put tremendous pressure on a central controllerefust
switches should run software agents that perform simplal loc
actions (such as polling traffic counters and comparingresgai
thresholds), at the behest of the controller.

Flexible switch patterns and actions:Today's OpenFlow
already supports flexible packet classification and actibhat
said, cellular networks would benefit from support for deep-

User

Equipment
(UE) Station Gateway Gateway packet inspection, header compression, and message-based
{eNodcB) (5-GW) (P-GW) control protocols like SCTH[2].
Remote control of virtualized base-station resources:
Fig. 2. Simplified LTE network architecture Virtualizing the base station by time slot and subcarriems ¢

give different applications, traffic classes, or virtuakogors
e illusion of a dedicated base station. An open API between
e controller and base station can enable remote control
of radio resource allocation, admission control, handaffgl

makes the equipment very expensive (e.g., more than 6 milli§:
dollars for a Cisco packet gateway). Centralizing datagla
functions at the cellular-Internet boundary forces allffita

through the P-GW, including traffic between users on the salﬂggmg' - hitect d by th
cellular network, making it difficult to host popular conten or protolyping our architecture, we are encouraged by the

insidethe cellular network. In addition, the network equipmer‘@‘l"’ulabIIIty of the open source LTE base station code preid

has vendor-specific configuration interfaces, and comnatmic y openairinterface.org and the open source LTE packet core

through complex control-plane protocols, with a large an((‘uOde provided by openepc.net.

growing number of tunable parameters (e.g., several tmolisa

parameters for base stations). As such, carriers have §8t be Il. CONTROLLERAPPLICATIONS
indirect control over the operation of their networks, wlittie In this section, we identify several major challenges in
ability to create innovative services. cellular data networks, and how Software Defined Networking

can enable better solutions.
B. SDN for Cellular Data Networks
Cellular data networks are ripe for the introduction of SoffA. Directing Traffic Through Middleboxes

ware Defined Networking (SDN), where the network equip- celjular network operators offer many fine-grained seiice
ment p(.arfo'rms basic. packet-procgssing functipns at theﬁbehmplemented in network appliances, or middleboxes. In a
of applications running on a logically-centralized coll0  gynamic environment, cellular providers need to adaptaide
In the next section, we discuss how SDN could give cellulq&rua"ty in real time based on cell tower congestion, device
operators greater contro! over their equipment, simpli@—n type, and the subscriber’s service plah [3]. To improve s8cu
work management, and introduce value-added services. SjNenterprise customers, providers direct traffic throirgtu-
can enable carriers to distribute data-plane rules ovetipigll - gjon detection and prevention systems. Certain legacycesvi
cheaper network switches, reducing the scalability presso e in-network support for echo cancellation for VolP sall
the packet gateway and enabling flexible handling of traffiGowever, today's cellular carriers do not have fine-grained
that stays within the cellular network. _ control over routing, forcing them to either direct excessfic
Supporting real-time updates to many fine-grained packgtyough unnecessary middleboxes or manage an unwieldy set
handling rules raises significant scalability challengé=- ¢ tynnels.
quent user mobility can require forwarding state at thelleve gpp provides fine-grained packet classifier and flexible
of individual subscribers, and the state must change quickl yoting, which can easily direct a chosen subset of traffic
avoid service disruptions. To detect when subscriberseeCenrough a set of middleboxes. As a result, middleboxes wil
their usage caps, the switches must perform fine-grain M4indle much less traffic, making them much cheaper. In addi-
itoring of traffic volumes. The network must adapt quicklyjon with support for deep-packet inspection, SDN switche

to the measurement data to adapt QoS policies, or transcegg|q support some middlebox functionality directly, reitg
content to offer good service during times of congestion. ke number of extra devices in the network.

address these challenges, we propose four main extensions t
controllers, switches, and base stations:

Flexible policies on subscriber attributes:Many controller
applications need to apply policy based on the properties ofDue to frequent user mobility, and changing channel condi-
cellular subscribers, including the network provider, idev tions, cellular networks are subject to rapid changes ifficra
type, subscriber type, and recent usage. The controllaridhodemands, and frequent signaling messages to migrate connec
automatically translate policies based on subscribeibates tions. Real-time traffic monitoring is crucial for triggeg fast

B. Monitoring for Network Control & Billing



adaptation. This includes load balancing data traffic fraseb E. Virtual Cellular Operators
stations to a different S-GW, and from a different S-GW to @ Today’s cellular networks have relatively limited support
different P-GW, load balancing control traffic from the basg, yirtualization. LTE can isolate different enterpriseise
station and S-GW to a different MME. Real-time monitoringomers' traffic into virtual private networks using traditil
also enables rapid per-application content adaptatio.,(€gGP/MPLS VPN technologies. However, LTE does not allow
video conferencing, or streaming from Netflix) to meet pegifferent carriers to share the infrastructure to offer mptete
subscriber QoS. Existing traffic-monitoring solutions M} virtual LTE network to their customers. Virtual operators
quire additional equipment that_captures every packetemyevmay want to innovate in mobility management, policy, and
interface of a S-GW, and provides a summary to a backepfarging, without investing the substantial resourcesssary
SQL server every few minutes. These measurements provigg,ild and manage a wireless network. For example, content
no real-time visibility into the eNodeB, S-GW, and MME.  roviders like Akamai could leverage a virtual infrasturet
The packet-handling rules in SDN switches include byig petter deliver content to mobile users.
and packet counters. By adjusting these rules over time, th&jtyalization would also be useful to provide isolationdan
cellular provider can efficiently monitor traffic at diffee separate control for different classes of traffic. For exama
levels of granularity to drive real-time control loops oreth carrier may want to carry traffic for roaming subscribers on a

SDN controller. In addition, associating packet classfiegjifferent virtual network from its own customers, for seityr
with traffic counters is useful to drive billing decisionsdan (e550ns.

determine whether a subscriber has reached a usage cap. TREHN makes it relatively easy to support network virtu-

recent interest in allowing content providers to cover @sagjization by partitioning the “flow space” of packet head-

charges for mobile users will put even more pressure @fs. Different controller applications can manage ruleingc

cellular providers to collect fine-grained measurements. o each portion of flow space, enabling customized control

while ensuring isolation’[5]. Virtualizing the cellular tveork

C. Seamless Subscriber Mobility requires virtualizing the base stationis [6]] [7], by slgin
Cellular networks must respond quickly to subscriber mgesources at the physical layer (physical channels), byt

bility to avoid disruptions in service. Yet, today’s ceul (Scheduling), or network layer (traffic shaping).

providers do not have direct control over routing, or common

protocols for controlling forwarding across different loédr F. Inter-Cell Interference Management

technologies (e.g., 3G, LTE, WiMax, and WiFi). As a result, |n |TE, every base station can use all subcarriers. However,

handoff across technologies involves complex procedir@s thase stations need to coordinate their subcarrier altotsato

lead to longer delays and higher packet loss rates. avoid harmful interference among users. Currently, iott-
SDN would provide a common control protocol (e.g., Opennterference management is done in a distributed fashion. A

Flow) that works across different cellular technologieasking pase station tells its neighboring base stations if it needs

mobility management much easier. In addition, rather thgjge a higher power to transmit to a UE using a subset of

performing hop-by-hop signaling to create a new sessia@, ®ypcarriers. Alternatively, upon perceiving high integfece on

controller can push new forwarding rules to multiple swésh certain subcarriers, the base station can notify its neighg

at the same time for a lower set-up delay. base stations to lower their transmission power. Intdr-cel
interference management algorithm is related to graphriogio
D. QoS and Access Control Policies algorithm. Due to the lack of a global view, distributed drap

In today’s networks, the packet gateway is the central poiﬁqglormg algorithms with a limited number of rounds are tygh
for fine-grained policy enforcement and charging based en thuPoptimal[[8]. . _
subscriber profile, application, and usage. The P-GW dlassi SDN enaples centralized cqntrol of base stations. A SDN
packets based on the 5-tuple of the TCP/IP header and eith@ptroller will have a global view of the current power and
drops packets (if they violate a firewall policy) or map thergubcarrier aIIocat|0n_ profile of base s_tatlons. In addijtian
into QoS classes. These QoS classes further map into #ieN controller running on a commodity server would have
Diff-Serve Code Points (DSCP) when the packets travers@&ich more computing resources than most b_a_se stations. As
IP networks en route to the base station. At the base statiff€Sult, @ SDN controller can make a more efficient allocatio
only simple policies such as a maximum rate are enforcedf."adio resources to handle new users.
This leads to scalability problems at the P-GW, and missed
opportunities to optimize the use of bandwidth inside the I1l. CELLULAR SDN ARCHITECTURE
cellular network. Cellular networks need an SDN architecture that offers fine-
SDN would enable the distributed enforcement of QoS amglain, real-time control without sacrificing scalabilityorking
firewall policies based on a network-wide view. Distributedur way down from the controller platforms to the base
enforcement is especially important for handling any tecaffistations, we propose four main extensions to enable SDN
that stays within the cellular network. A controller applion in cellular networks. The cellular SDN architecture is show
running on the controller can spread access-control rules oin Figure[3. First, controller applications should be alde t
multiple switches, and manage the scheduling of traffic express policy in terms of subscriber attributes, rathanth
QoS classes across multiple hops in the network. IP addresses or physical locations, as captured in a shbscri



information base. Second, to improve control-plane sditigb identifiers. The controller can also dynamically divide the
each switch should run a local control agent that performmgtwork into “slices” that handle all traffic matching some
simple actions (such as polling traffic counters and comaripredicate on the subscriber attributes. This allows thkleel
against a threshold), at the behest of the controller. Thindrovider to isolate roaming traffic, isolate dumb phoneficaf
switches should support more flexible data-plane functionar phone traffic using legacy protocols. To enable scalable
ity, such as deep packet inspection and header compressgicing of semantic space, the controller can instructesgr
Fourth, base stations should support remote control ofivirtswitches to mark incoming packets (e.g., using an MPLS label
alized wireless resources to enable flexible cell managemeor VLAN tag) sent to or from subscribers with particular

attributes.
SZSd:JOLere Mobility Iilfjl:’:r::iai,ﬁzrn Eﬁlai:;iflgiule Infrastructure )
Management | Management | g,., Funchion . ) \(2Hine . B. Switch Software: Local Control Agents
. Cellular data networks face significant scalability chal-
L Network Operating System J lenges, in terms of the number of subscribers, frequentgesan

in user location, fine-grain access-control and quality-of
service policies, and real-time adaptation to network ¢ond
tions. For example, the switches may need to direct a video
Cell Agent Cell Agent Cell Agent stream through a transcoding proxy if the network becomes
— ) Packet Packet congested: or give certain traffic lower priority if the user
arwarding Forwatding exceeds his usage cap. These measurement and control func-

Hardware Hardware

tions could easily overwhelm a logically-centralized cofiér.

In addition, the controller may not be able to respond as
quickly to local events as the underlying switches theneselv
This argues for having some control-plane functionalitytioe
underlying switches, though arguably not the same complex
A. Controller: Policies on Subscriber Attributes software that runs on the switches in today’s cellular netao

The SDN controller consists of a Network Operating System [N particular, each switch can run an agent that performs
(NOS) running a collection of application modules, suchimple local actions, under the commanq of the controller.
as radio resource management, mobility management, dif €xample, the controller could offload simple measurémen
routing. The handling of individual packets often depends ¢@Sks to the local agents, such as periodically polling tééid
multiple modules. For example, the flow of traffic througﬁzounters and notifying the controller if a Countgr exceeds a
the network depends on the subscriber’s location (detemninfiréshold. The local agent could also perform simple céntro
by the mobility manager) and the paths between pairs gpergtlons, such as automat[cally changing the weight or
network elements (determined by infrastructure routimgyd Priority of a queue when traffic counts exceed a threshold,
traffic monitoring and packet scheduling depend on the poli® Pushing a tag on a packet to direct the traffic through
and charging rule function. As such, the NOS should supp&? intermediate middlebox. Performing these operations on
compositionto combine the results of multiple modules intdh€ local agents would reduce the load on the controller, and
a single set of packet-handling rules in each swifch [9]. ~ €nable faster responses to critical events. _

Many of the controller application modules need to apply SUPPorting local agents on the switches raises many inter-
policy based on the properties of cellular subscriberduiting ©Stnd research problems. Partitioning functionalitywtssin
the cellular network provider (e.g., whether the user ismiog the controller and the ggents requires ways for application
or not), device type (e.g., whether the user has a Iegacyq)h(SﬂOd”Ies to expose the _mherent parall_ellsm across agedts an
that requires echo cancellation), subscriber type (egage [N€ Necessary aggregation of information at the contrditer
cap, parental controls, etc.), and recent usage (e.g. hehte addition, the paryuonlng of functionality mL_Jst work in eth
user is near exceeding the usage cap). Yet, the switcheq m&Eesence of multiple modules that form a single application
packets and perform actions based on packet header ﬁemgywork.updgtes must be kept 'conS|stent amld the partitépni
based on ephemeral identifiers such as a subscriber’s curfdn functionality "?md user equipment mobility. We _plan o
IP address and location. To bridge the gap, the controlier c&@Plore the design of the local agent and techniques for
maintain a Subscriber Information Base (SIB) that storas aRartitioning functionality in our future work.
maintains subscriber information, including relativeliats
subscriber attributes as well as dynamic data like the sise€. Switch Hardware: Flexible Packet Processing

current IP address, location, and total traffic consumption  Today’s OpenFlowi[11] switches already support many fea-
The NOS can translate policies expressed in terms w@jres needed in cellular networks. Flexible packet clasgifin

subscriber attributes into switch rules that match on packsased on Ethernet, IP, and TCP and UDP header fields enables
headers. Similarly, the NOS can translate network measure-
ments (such as traffic counters) to the appropriate (sets ofzThis is similar to the way Ethané [L0] supports access-comticies

. o based on named principals, rather than IP addresses andrkdbeations,
subscribers, to allow the application modules to focus Qfhygn cellular networks must support a much wider range obates and
subscribers and their attributes rather than ephemeraioriet control actions.

Fig. 3. Cellular SDN architecture



fine-grain quality-of-service, access control, and maiitp (RRM) on top of a logically-centralized controller makes it
The forwarding actions in today’s OpenFlow switches woulthuch easier to innovate in admission control, radio resourc
enable carriers to direct selective traffic through middiets, allocation, and interference management. For example, the
change the paths to and from a mobile user, and mark aRBM can redirect a UE to a nearby lightly loaded base
schedule traffic according to QoS policies. The byte arsfation or increase the transmission power of a congested
packet counters associated with each rule would suppdfittrabase station. If the base station has multiple antennas, the
measurement, real-time adaptation based on congestioncantrol plane can decide whether the antennas should be used
exceeding a subscriber’'s usage cap, and usage-based.billiar boosting signals (combining diversity to boost signals
Still, these switches may need larger rule tables, or moi@ delay-sensitive applications) or for spatial multipley
stages of tables, than today’s commaodity switches to efffilsie (multiple parallel transmissions). Although 3G base etai
support fine-grained policies. are controlled by a central entity, the radio network cdigro

That said, software-defined cellular networks would beneff®NC) couples control-plane and data-plane functionality
from new switch capabilities. TCP/UDP port numbers ar@cluding fine-grained tasks like packet scheduling. Intcast,
no longer a sufficiently reliable way to identify applicat® the RRM module should only perform control-plane functions
Instead, support for deep packet inspection (DPI) wouldkena and instruct the base station to perform any data-planeaeper
finer-grain classification based on the application, such #gns.
Web, peer-to-peer, video, and VoIP traffic. This is importan ~ Virtualization: Today’s SDN virtualization solutions like
divide traffic into separate traffic classes for differentlt- FlowVisor [5] can share a single switch data plane among mul-
scheduling and routing policies, as commonly done in taglaytiple virtual networks. Much as a hypervisor resides betwee
cellular networks[[12]. DPI would also help support intarsi software and hardware on a PC, FlowVisor uses OpenFlow as
detection and prevention systems that analyze packetrsnter hardware abstraction layer to sit logically between @intr
to identify malicious traffic. and forwarding paths on a network device. FlowVisor is

To support DPI, the OpenFlow protocol must be extended ti@nsparent to both the network hardware and the controller
add and remove rules where the pattern is a regular expressipanaging the virtual networks. FlowVisor defines a slice
To avoid having the DPI module inspect every packet, SD&s a set of flows running on a topology of switches. The
controller can jointly manage the flow table and the DPI rubgrtualization layer enforces strong isolation betweeicesl.
table. For example, the switch could first match a packet witkesources that can be sliced are bandwidth, topology,draffi
a flow-table rule, which includes a flag indicating whethedevice CPU, and forwarding tables.
the packet should proceed directly to the output port(s)ar g Technologies like FlowVisor can be extended to slice base
through the DPI table. To contain cost, we do not envision thstation resources, e.g., to create virtual base stationstual
everyswitch would support DPI. Instead, the controller mudiase station’s resource can be a combination of time slas, s
place packet-classification rules in the appropriate lonatin ~ carriers, and power. For example, a virtual base statiorbean
the underlying network. allocated a subset of time slots, and transmission in eao fi

In addition to DPI, switches could also support techniquésot can use maximum transmission power allowed or a subset
like header compression and decompression to reduce @hesubcarriers across all time slots and transmission i eac
overhead for applications with small packet payloads. F&me slot uses a fraction of the maximum transmission power.
example, VoIP packets are typically small, making the hesadéA slice can ask for base stations with a specific MAC protocol.
a relatively high fraction of the traffic. Compressing thes&0 support base station virtualization, without modifyitig
packets before transmission on low-bandwidth links substadhysical-layer protocols, the controller can convey higyel
tially lowers the overhead. VoIP packet sizes range froma20 information like the identity of the virtual provider thrgh the
150 bytes, and the combined overhead of the RTP, UDP, a#@ntrol plane. This would allow the UE software to display
IP headers is 40 bytes. Robust header compression (ROHI® virtual provider (rather than the physically broadedst
reduces the 40-byte overhead to 1 byte. As with DPI, thigovider information) without requiring explicit broadstang
functionality may not be available on every switch, but@ast of the provider information and cell ID.
mainly on switches with links to and from low-bandwidth
regions of the network. IV. RELATED WORK

Our work is heavily inspired and follows the high-level
vision of OpenRoads (OpenFlow wireles§) [7], which is a
platform for innovation and realistic deployment of seesdc

Remote control: In LTE, base stations participate in disfor wireless networks. OpenRoads is the first software-ddfin
tributed control protocols to manage radio resource afliosca wireless network. It is mainly based on WiFi and offers no
session setup/reconfiguration/teardown, handoff, andngag special support for cellular networks. In contrast, our kvor
Radio resources are inherently shared among base statiauglresses specific cellular network requirements suchaks re
The lack of central control makes it difficult to optimize kas time session management which runs on top of SCTP instead
related to radio access. We decouple the control plane fnem bf TCP, paging, UE (User Equipment) state tracking, policy
radio hardware. We envision that that the SDN radio hardwagaforcement, charging and radio resource management.
exposes a well-defined API which can be controlled by the Our work focuses on the design of a programmable con-
control plane. Running Radio Resource Management Modutel plane for cellular networks. It can benefit from a pro-

D. Base Station: Remote Control and Virtualization



grammable data plané[13]. A programmable data plane en-
ables physical layer customization of virtual base statitat
traditional MAC scheduling based virtualization techreéquié]

can not. For example, each LTE virtual base station can pick
a different FFT size to balance multipath effects againakpe
to-average-power ratio (PAPR) inefficiencies.

V. CONCLUSION AND FUTURE WORK

In this paper, we argue that software defined networking can
make cellular networks much simpler and easier to manage,
introduce new services, and inter-operate with other e$®l
network technologies and other operator networks. We Bketc
out changes and extensions to controller platforms, nétwor
switches, and base stations to enable software definedacellu
networks. The complete design of an SDN architecture for
cellular networks is an exciting avenue for future work.
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