Abstract
In many areas of computing, techniques ranging from testing to formal modeling to full-blown verification have been successfully used to help programmers build reliable systems. But although networks are critical infrastructure, they have largely resisted analysis using formal techniques. Software-defined networking (SDN) is a new network architecture that has the potential to provide a foundation for network reasoning, by standardizing the interfaces used to express network programs and giving them a precise semantics.

This paper describes the design and implementation of the first machine-verified SDN controller. Starting from the foundations, we develop a detailed operational model for OpenFlow (the most popular SDN platform) and formalize it in the Coq proof assistant. We then use this model to develop a verified compiler and run-time system for a high-level network programming language. We identify bugs in existing languages and tools built without formal foundations, and prove that these bugs are absent from our system. Finally, we describe our prototype implementation and our experiences using it to build practical applications.

Categories and Subject Descriptors F.3.1 [Specifying and Verifying and Reasoning about Programs]: Mechanical verification

Keywords Software-defined networking, OpenFlow, formal verification, Coq, domain-specific languages, NetCore, Frenetic.

1. Introduction
Networks are some of the most critical infrastructure in modern society and also some of the most fragile! Networks fail with alarming frequency, often due to simple misconfigurations or software bugs [8, 19, 30]. The recent news headlines contain numerous examples of network failures leading to disruptions: a configuration error during routine maintenance at Amazon triggered a sequence of cascading failures that brought down a datacenter and the customer machines hosted there; a corrupted routing table at GoDaddy disconnected their domain name servers for a day and caused a widespread outage; and a network connectivity issue at United Airlines took down their reservation system, leading to thousands of flight cancellations and a “ground stop” at their San Francisco hub.

One way to make networks more reliable would be to develop tools for checking important network invariants automatically. These tools would allow administrators to answer questions such as: “does this configuration provide connectivity to every host in the network?” or “does this configuration correctly enforce the access control policy?” or “does this configuration have a forwarding loop?” or “does this configuration properly isolate trusted and untrusted traffic?” Unfortunately, until recently, building such tools has been effectively impossible due to the complexity of today’s networks. A typical enterprise or datacenter network contains thousands of heterogeneous devices, from routers and switches, to web caches and load balancers, to monitoring middleboxes and firewalls. Moreover, each device executes a stack of complex protocols and is configured through a proprietary and idiosyncratic interface. To reason formally about such a network, an administrator (or tool) must reason about the proprietary programs running on each distributed device, as well as the asynchronous interactions between them. Although formal models of traditional networks exist, they have either been too complex to allow effective reasoning, or too abstract to be useful. Overall, the incidental complexity of networks has made reasoning about their behavior practically infeasible.

Fortunately, recent years have seen growing interest in a new kind of network architecture that could provide a foundation for network reasoning. In a software-defined network (SDN), a program on a logically-centralized controller machine defines the overall policy for the network, and a collection of programmable switches implement the policy using efficient packet-processing hardware. The controller and switches communicate via an open and standard interface. By carefully installing packet-processing rules in the hardware tables provided on switches, the controller can effectively manage the behavior of the entire network.

Compared to traditional networks, SDNs have two important simplifications that make them amenable to formal reasoning. First, they relocate control from distributed algorithms running on individual devices to a single program running on the controller. Second, they eliminate the heterogeneous devices used in traditional networks—switches, routers, load balancers, firewalls, etc.—and replace them with stock programmable switches that provide a standard set of features. Together, this means that the behavior of the network is determined solely by the sequence of configuration instructions issued by the controller. To verify that the network has some property, an administrator (or tool) simply has to reason about the states of the switches as they process instructions.

In the networking community, there is burgeoning interest in tools for checking network-wide properties automatically. Systems such as FlowChecker [1], Header Space Analysis [12], Anteater [17], VeriFlow [13], and others, work by generating a logical representation of switch configurations and using an automatic solver to check properties of those configurations. The configurations are obtained by “scraping” state off of the switches or inspecting the instructions issued by an SDN controller at run-time.

These tools represent a good first step toward making networks more reliable, but they have two important limitations. First, they are based on ad hoc foundations. Although SDN platforms such as OpenFlow [21] have precise (if informal) specifications, the tools make simplifying assumptions that are routinely violated by real
Our approach. This paper presents a different approach. Rather than building tools to find bugs in SDN controllers at run-time, we develop a verified SDN controller in the Coq proof assistant and prove it correct against a formal specification and a detailed operational model of SDN. With our controller, programmers specify the behavior of the network using the NetCore programming language [22], which abstracts away from the details of the underlying switch hardware and distributed system, and allows programmers to reason in terms of simple hop-by-hop packet-processing steps. The NetCore compiler and run-time system translates programs written in this language down to low-level packet-processing rules. Because its behavior is verified in Coq, we establish the correctness of our controller once and for all, obviating the need for run-time or post hoc verification as in most current tools.

Architecturally, our system is organized as a verified software stack that translates through the following levels of abstraction:

- **NetCore.** The highest level of abstraction is the NetCore language, proposed in prior work by Monsanto et al. [22]. NetCore is a declarative language that allows programmers to describe what network behavior they want, without specifying how it should be implemented. It offers a collection of intuitive constructs for matching, filtering, and transforming packets, as well as natural logical operators for combining smaller programs into bigger ones such as union and domain restriction. Although NetCore programs are ultimately executed in a distributed system—the network—they have a simple semantics that models their behavior as functions from packets to packets.

- **Flow tables.** The intermediate level of abstraction is flow tables, a representation that sits between NetCore programs and switch-level configurations. There are two main differences between NetCore programs and flow tables. First, NetCore programs describe the forwarding behavior of a whole network, while flow tables describe the behavior of a single switch. Second, flow tables process packets using a linear scan through a list of prioritized rules. Hence, to translate operators such as union and negation, the NetCore compiler must generate a sequence of rules that encodes the same semantics. However, because flow table matching uses a lower-level packet representation (as nested frames of Ethernet, IP, TCP, etc. packets), flow tables must satisfy a well-formedness condition to rule out invalid patterns that are inconsistent with this representation.

- **Featherweight OpenFlow.** The lowest level of abstraction is Featherweight OpenFlow, a new foundational model we have designed that captures the essential features of SDNs. Featherweight OpenFlow models switches, the controller, the network topology, as well as their internal transitions and interactions in a small-step operational semantics. This semantics is nondeterministic, modeling the asynchrony inherent in networks. To implement a flow table in a Featherweight OpenFlow network, the controller instructs switches to install or uninstall rules as appropriate while dealing with two important issues: First, switches process instructions concurrently with packets flowing through the network, so it must ensure that at all times the rules installed on switches are consistent with the flow table. Second, switches are allowed to buffer instructions and apply them in any order, so it must ensure that the behavior is correct no matter how instructions are reordered through careful use of synchronization primitives.

Figure 1 depicts the architecture of our system, and provides an outline for this paper. Overall, our main contributions are as follows:

- We present the first machine-verified SDN controller, which gives network programmers robust static guarantees backed by machine-checked proofs against a foundational model.
- We develop Featherweight OpenFlow, the first formal model of OpenFlow. It includes all sources of asynchrony and nondeterminism mentioned in the informal OpenFlow specification, as well as a precise model of switch flow table semantics.
- We formalize NetCore, flow tables, and Featherweight OpenFlow in Coq, and develop machine-checked proofs of correctness for the translations between them.
- We present our prototype implementation, obtained by extracting our Coq development to OCaml, and present experimental results comparing the performance of our system against unverified controllers on simple benchmarks.

Besides their use in our system, we hope that the abstractions and theorems presented in this paper will be useful to others. Flow tables are a canonical representation of switch state that appear in many other systems. Likewise, Featherweight OpenFlow is a comprehensive model that captures the essential forwarding behavior of SDNs in a minimal core calculus. Our design and Coq formalization of flow tables and Featherweight OpenFlow provide
a starting point for developing extensions that model additional SDN features and a foundation for other verified systems.

2. Overview

To motivate the need for verified SDN controllers, consider the simple network depicted in Fig. 2. It consists of a single switch connected to four hosts: three clients and a middlebox that monitors HTTP requests. The ports on the switch are numbered 1 to 4; the clients are connected to ports 1 to 3 and the middlebox to port 4. In addition, the switch has a dedicated link to the controller that is not considered part of the data network. Now imagine we want to build an SDN controller that implements the following high-level network policy: block SSH traffic, log HTTP requests, and allow clients to send non-SSH traffic to each other. It is straightforward to formalize this policy as a packet-processing function that maps input packets to (possibly several) output packets: the function drops SSH packets, forwards HTTP packets both to their destination and to the middlebox, and forwards all other packets to their destination alone.

To implement this function in an SDN, however, we would need to specify several additional low-level details, since switches cannot implement general packet-processing functions directly. First, the controller would need to encode the function as a flow table—a set of prioritized forwarding rules. Second, it would need to send the switch a series of control messages to add individual entries to the flow table, incrementally building up the complete table. More concretely, the controller could first send a message instructing the switch to add a flow table entry that blocks SSH traffic:

\[
\text{Add } 10 \{ \text{tpDst} = 22 \} \{ \emptyset \}
\]

Here 10 is a priority number, \{tpDst\text{=}22\} is a pattern that matches SSH traffic (TCP port 22), and \{\emptyset\} is an empty multiset of ports, which drops packets, as intended. Next, the controller could add an entry to process HTTP requests:

\[
\text{Add } 9 \{ \text{dlDst} = H1, \text{tpDst} = 80 \} \{1, 4\}
\]

Note that this rule duplicates HTTP (TCP port 80) packets, sending them to the monitor and to their destination. Finally, the controller could add an entry to forward other packets to their destination:

\[
\text{Add } 1 \{ \text{dlDst} = H1 \} \{1\}
\]

Note that this rule does not apply to SSH and HTTP traffic, since those packets are handled by the higher-priority rules.

3. NetCore

This section presents the highest layer of our verified stack: the NetCore language. A NetCore program specifies how the switches process packets at each hop through the network. More formally, a program denotes a total function from port-packet pairs to multisets of port-packet pairs. The syntax and semantics of a core NetCore

Figure 2: Example network topology.

Figure 3: Logical packet structure.
Using the union operator, we can combine these programs into a single program that implements forwarding between all clients:

\[ pg_{\text{union}} \triangleq pg_1 \sqcup pg_2 \sqcup pg_3 \]

Semantically, the \( \sqcup \) operator produces the (multiset) union of the results produced by each sub-program. Using the union operator again, we can extend this program to one that also forwards HTTP requests to the middlebox:

\[ pg_{\text{union}} \sqcup tpDst=80 \Rightarrow \{4\} \]

Note that this program duplicates packets sent to port 80, forwarding to their destination and also to the logging machine. Finally, we can add the security policy using the \textit{restrict} by operator, which restricts a program by a predicate:

\[ \text{restrict} \ (pg_{\text{union}} \sqcup tpDst=80 \Rightarrow \{4\}) \text{ by (not tpDst=22)} \]

This program is similar to the previous one, but drops SSH traffic.

The advantages of using a declarative language such as NetCore should be clear: it provides abstractions that make it easy to establish network-wide properties through compositional reasoning. For example, simply by inspecting the final program and using the denotational semantics (Fig. 4), we can easily verify that the network blocks SSH traffic, forwards HTTP traffic to the middlebox, and provides pair-wise connectivity between the clients. In particular, even though a controller, switches, flow tables, forwarding rules, are all involved in implementing this program, we do not have to reason about them! This is in contrast to lower-level controller platforms, which require programmers to explicitly construct switch-level forwarding rules, issue messages to still those rules on switches, and reason about the asynchronous interactions between switches and controller. Of course, the complexity of the underlying system is not eliminated, but relocated from the programmer to the language implementers. This is an efficient tradeoff: functionality common to many programs can be implemented just once, proved correct, and reused broadly.

### 4. Flow Tables

The first step toward executing a NetCore program in an SDN involves compiling it to a prioritized set of forwarding rules—a \textit{flow table}. Flow tables are an intermediate representation that play a similar role in NetCore to register transfer language (RTL) in traditional compilers. Flow tables are more primitive than NetCore programs because they lack the logical structure induced by NetCore operators such as union, intersection, negation, and restriction. Also, the patterns used to match packets in flow tables are more restrictive than NetCore predicates. And unlike NetCore programs, which denote total functions, flow tables are partial: switches redirect unmatched packets to the controller.

As defined in Fig. 5, a flow table consists of a multiset of rules \( (n, pat, pts) \) where \( n \) is an integer priority, \( pat \) is a pattern, and \( pts \) is a multiset of ports. A pattern is a record that associates each header field to either an integer constant \( n \) or the special \textit{wildcard} value \( * \). When writing flow tables, we often elide headers set to \( * \) in patterns as well as priorities when they are clear from context.

\textbf{Pattern semantics.} The semantics of patterns is given by the function \( pk \# pat \), as defined in Fig. 5. This turns out to be subtly complicated, due to the representation of packets as sequences of nested frames—a pattern contains a (possibly wildcarded) field for every header field, but not all packets contain every header field. Some fields only exist in specific frame types (\texttt{dlTyp}) or protocols (\texttt{nwProto}). For example, only IP packets (\texttt{dlTyp} = 0x800) have IP source and destination addresses. Likewise, TCP (\texttt{nwProto} = 6) and UDP (\texttt{nwProto} = 17) packets have source and destination ports, but ICMP (\texttt{nwProto} = 1) packets do not.
Wildcard  \( w \) ::= \( n \mid * \)

Pattern  \( \text{pat} ::= \{ \text{dILSrc} = w, \text{dILDst} = w, \text{dILType} = w, \text{nLSrc} = w, \text{nLDst} = w, \text{nLProto} = w, \}
\text{tpSrc} = w, \text{tpDest} = w \)

Flow table  \( FT \in \{ \{ n \times \text{pat} \times \{ \text{pkt}\} \} \}

\[
\begin{array}{l}
\mathbb{E}(n, \text{pat}, \{ \{ pt_1 \cdots pt_n \} \} \times \{ pk_1 \cdots pk_m \})
\forall (n', \text{pat}', \{ \{ pt_1 \cdots pt_n \} \} \in \text{FT}, \text{pk}'\#\text{pat}' = \text{true}
\mathbb{E}(n', \text{pat}', \{ \{ pt_1 \cdots pt_n \} \} \in \text{FT}, n' > n \Rightarrow
\text{pk}'\#\text{pat}' = \text{false}
\end{array}
\]

Figure 5: Flow table syntax and semantics.

To match on a given field, a pattern must specify values for all other fields it depends on. For example, to match on IP addresses, the pattern must also specify that the Ethernet frame type is IP:

\[
\{ \text{dILType} = 0x800, \text{nLSrc} = 10.0.0.1 \}
\]

If the frame type is elided, the value of the dependent header is silently ignored and the pattern is equivalent to a wildcard:

\[
\{ \text{nLSrc} = 10.0.0.1 \} \equiv \{ \}
\]

In effect, patterns not only match packets, but also determine how they are parsed. This behavior, which was ambiguous in early versions of the OpenFlow specification (and later fixed) has lead to real bugs in existing controllers (Section 5). Although unintuitive for programmers, this behavior is completely consistent with how packet processing is implemented in modern switch hardware.

Flow table semantics. The semantics of flow tables is given by the relation \( \llbracket \cdot \rrbracket \). The relation has two cases: one for matched packets and another for unmatched packets. Each flow table entry is a tuple containing a priority \( n \), pattern \( \text{pat} \), and a multiset of ports

\[
\begin{array}{l}
\mathbb{P} : \text{s}w \times \text{pr} \rightarrow \{ \{ \text{pat}, \text{bool} \} \}
\mathbb{P}(\text{s}w, \text{dILSrc} = n) = \{ \{ \text{dILSrc} = n, \text{true} \} \}
\mathbb{P}(\text{s}w, \text{nLProto} = n) = \{ \{ \text{dILType} = 0x800, \text{nLSrc} = n, \text{true} \} \}
\mathbb{P}(\text{s}w, \text{at sw'}) = \{ \{ \text{*}, \text{true} \} \}
\mathbb{P}(\text{nLSrc}, \text{not pr}) = \{ \{ \text{pat}_1, \text{b}_1 \cdots \text{pat}_n, \text{b}_n \} = \{ \text{false} \} \}
\mathbb{P}(\text{s}w, \text{pr} \text{ and pr'} = \{ \{ \text{pat}_1 \cap \text{pat'}_1, \text{b}_1 \land \text{b'}_1 \cdots \text{pat}_m \cap \text{pat'}_m, \text{b}_m \land \text{b'}_m \} = \mathbb{P}(\text{sw}, \text{pr}) + + \}
\end{array}
\]

Figure 6: NetCore compilation.

\[
\{ \{ \text{dILType} = 0x800, \text{nLSrc} = 10.0.0.1 \} \}
\]

Given a packet and its input port, the semantics forwards the packet to all ports in the multiset associated with the highest-priority rule in the table. Otherwise, if no matching rule exists, it diverts the packet to the controller. In the formal semantics, the first component of the result pair represents matched packets while the second component represents diverted packets. Note that flow table matching is non-deterministic if there are multiple matching entries with the same priority. This has serious implications for a compiler—e.g., naively combining flow tables with overlapping priorities could produce incorrect results.

In the NetCore compiler, we avoid this issue by always working with unambiguous and total flow tables.

5. Verified NetCore Compiler

With the syntax and semantics of NetCore and flow tables in place, we now present a verified compiler for NetCore. The compiler takes programs as input and generates a set of flow tables as output, one for every switch. The compilation algorithm is based on previous work [22], but we have verified its implementation in Coq. While building the compiler, we found two serious bugs in the original algorithm related to the handling of (unnatural) patterns in the compiler and flow table optimizer.

The compilation function \( \mathbb{C} \), defined in Fig. 6, generates a flow table for a given switch \( \text{sw} \). It uses the auxiliary function \( \mathbb{P} \) to compile predicates. The compiler produces a list of pattern-action pairs, but priority numbers are implicit: the pair at the head has highest priority and each successive pair has lower priority.

Because NetCore programs denote total functions, packets not explicitly matched by any predicate are dropped. In contrast, flow tables divert unmatched packets to the controller. The compiler resolves this discrepancy by adding a catch-all rule that drops unmatched packets. For instance:

\[
\mathbb{C}(\text{sw}, \text{dILSrc} = \text{HI} \Rightarrow \{ \text{pts} \}) = \{ \{ 2, \{ \text{dILSrc} = \text{HI} \}, \{ \text{pts} \} \}, \{ \text{*}, \{ \} \} \}
\]

\[
\mathbb{P}(\text{sw}, \text{at sw'}) = \{ \{ \text{*}, \text{true} \} \}
\mathbb{P}(\text{nLSrc}, \text{not pr}) = \{ \{ \text{pat}_1, \text{b}_1 \cdots \text{pat}_n, \text{b}_n \} = \{ \text{false} \} \}
\mathbb{P}(\text{s}w, \text{pr} \text{ and pr'} = \{ \{ \text{pat}_1 \cap \text{pat'}_1, \text{b}_1 \land \text{b'}_1 \cdots \text{pat}_m \cap \text{pat'}_m, \text{b}_m \land \text{b'}_m \} = \mathbb{P}(\text{sw}, \text{pr}) + + \}
\]

Figure 6: NetCore compilation.
The key operator used by the compiler constructs the cross-product of the flow tables provided as input. This operator can be used to compute intersections and unions of flow tables. Note that implementing union in the “obvious” way—by concatenating flow tables—would be wrong. The cross-product operator performs an element-wise intersection of the input flow tables and then merges their actions. To compile a union, we first use cross-product to build a flow table that represents the intersection, and then concatenate the flow tables for the sub-policies at lower priority. For example, the following NetCore program,

\[
\text{d} \text{Src} \Rightarrow H1 \Rightarrow \{[5]\} \uplus \text{d} \text{Dest} = H2 \Rightarrow \{[10]\}
\]

compiles to a flow table:

<table>
<thead>
<tr>
<th>Priority</th>
<th>Pattern</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>{d\text{Src} = H1, d\text{Dest} = H2}</td>
<td>{ [5, 10] }</td>
</tr>
<tr>
<td>3</td>
<td>{d\text{Src} = H1}</td>
<td>{ [5] }</td>
</tr>
<tr>
<td>2</td>
<td>{d\text{Dest} = H2}</td>
<td>{ [10] }</td>
</tr>
<tr>
<td>1</td>
<td>*</td>
<td>{}</td>
</tr>
</tbody>
</table>

The first rule matches all packets that match both sub-programs, while the second and third rules match packets only matched by the left and the right programs respectively. The final rule drops all other packets. The compilation of other predicates uses similar manipulations on flow tables.

We have built a large library of flow table manipulation operators in Coq, along with several lemmas that state useful algebraic properties about these operators. With this library, proving the correctness theorem for the NetCore compiler is simple—only about 200 lines of code in Coq.

**Theorem 1** (NetCore Compiler Soundness). For all NetCore programs \(pg\), switches \(sw\), ports \(pt\), and packets \(pk\) we have \([C(sw, pg)] pt pk = [p] pk sw pt pk\).

Intuitively, this theorem states that a flow table compiled from a NetCore program for a switch \(sw\) has the same behavior as the NetCore program evaluated on packets at \(sw\).

**Compiler bugs.** In the course of our work, we discovered that several unverified compilers from high-level network programming languages to flow tables suffer from bugs due to subtle pattern semantics. Section 4 described inter-field dependencies in patterns. For example, to match packets from IP address 10.0.0.1, we write

\[
\{\text{n}\text{wSrc} = 10.0.0.1, \text{d} \text{Typ} = 0x800\}
\]

and if we omit the \(d\text{Typ}\) field, the IP address is silently ignored. This unintuitive behavior has led to bugs in \textsc{PANE} [6] and Nettle [27] as well as an unverified version of NetCore [22]. To illustrate, consider the following program:

\[
\text{n}\text{wSrc} = 10.0.0.1 \Rightarrow \{ [5] \}
\]

In NetCore, this program matches all IP packets from 10.0.0.1 and forwards them out port 5. But the original NetCore compiler produced the following flow table for this program:

<table>
<thead>
<tr>
<th>Priority</th>
<th>Pattern</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>{\text{n}\text{wSrc} = 10.0.0.1}</td>
<td>{ [5] }</td>
</tr>
<tr>
<td>1</td>
<td>*</td>
<td>{}</td>
</tr>
</tbody>
</table>

Because the first pattern is equivalent to the all-wildcard pattern, this flow table sends all traffic out port 5. Both \textsc{PANE} and Nettle have similar bugs. Nettle has a special case to handle patterns with IP addresses that do not specify \(d\text{Typ} = 0x800\), but it does not correctly handle patterns that specify a transport port number but not the \text{n}wProto field. \textsc{PANE} suffers from the same bug. Even worse, these invalid patterns lead to further bugs when flow tables are combined and optimized by the compiler.

**Natural patterns.** The verified NetCore compiler does not suffer from the bug above. In our formal development, we require that all patterns manipulated by the compiler be what we call natural patterns. A natural pattern has the property that if the pattern specifies the value of a field, then all of that field’s dependencies are also met. This rules out patterns such as \{\text{n}w\text{Src} = 10.0.0.1\}, which omits the Ethernet frame type necessary to parse the IP address. Natural patterns are easy to define using dependent types in Coq. Moreover, we can calculate the cross-product of two natural patterns by intersecting fields point-wise. Hence, it is easy to prove that natural patterns are closed under intersection.

**Lemma 1.** If \(pat_1\) and \(pat_2\) are natural patterns, then \(pat_1 \cap pat_2\) is also a natural pattern.

Another important property is that all patterns can be expressed as some equivalent natural pattern (where patterns are equivalent if they denote the same set of packets). This property tells us that we do not lose expressiveness by restricting to natural patterns.

**Lemma 2.** If \(pat\) is an arbitrary pattern, then there exists a natural pattern \(pat^*_1\), such that \(pat = \text{pat}^*_1\).

These lemmas are used extensively in the proofs of correctness for our compiler and flow table optimizer.

**Flow table optimizer.** The basic NetCore compilation algorithm described so far generates flow tables that correctly implement the semantics of the input program. But many flow tables have redundant entries that could be safely removed. For example, a naive compiler might translate the program \(\{\text{IP}_1 \Rightarrow \{5\}\} \Rightarrow \{\text{IP}_1 \Rightarrow \{5\}\}\) to the flow table \(\{(2, *, \{5\}) ; (1, *, \{\})\}\), which is equivalent to \(\{(2, *, \{5\})\}\).

Worse, because the compilation rule for union uses a cross-product operator to combine the flow tables computed for sub-programs, the output can be exponentially larger than the input. Without an optimizer, such a naive compiler is essentially useless—e.g., we built an unoptimized implementation of the algorithm in Fig. 6 and found that it ran out of memory when compiling a program consisting of just 9 operators!

Our compiler is parameterized on a function \(O : FT \rightarrow FT\), that it invokes at each recursive call. Because even simple policies can see a combinatorial explosion during compilation, this inline reduction is necessary. We stipulate that \(O\) must produce equivalent flow tables: \(O(FT) \equiv FT\).

We have built an optimizer that eliminates low-priority entries whose patterns are fully subsumed by higher-priority rules and proved that it satisfies the above condition in Coq. Although this optimization is quite simple, it is effective in practice. In addition, earlier attempts to implement this optimization in NetCore had a bug that incorrectly identified certain rules as overlapping which we did not discover until developing this proof. The \textsc{PANE} optimizer also had a bug—it assumed that combining identical actions is always idempotent. Both of these bugs led to incorrect behavior.

**6. Featherweight OpenFlow**

The next step towards executing NetCore programs is a controller that configures the switches in the network. To prove that such a controller is correct, we need a model of the network. Unfortunately, the OpenFlow 1.0 specification, consisting of 42 pages of informal prose and C definitions, is not amenable to rigorous proof.

This section presents Featherweight OpenFlow, a detailed operational model that captures the essential features of OpenFlow networks, and yet still fits on a single page. The model elides a number of details such as error codes, counters, packet modification, and advanced configuration options such as the ability to enable and disable ports. But it does include all of the features related to how packets are forwarded and how flow tables are modified. Many existing SDN bug-finding and property-checking tools are based on
Switch \( S ::= S(sw, pts, FT, in_p, out_p, in_m, out_m) \)

Controller \( C ::= C(\sigma, f_{in}, f_{out}) \)

Link \( L ::= \mathbb{L}(sw_{src}, pt_{src}, pks, (sw_{dst}, pt_{dst})) \)

Link to Controller \( M ::= M(sw, SMS, CMS) \)

Ports on switch \( pts \in \{pt\} \)

Input/output buffers \( in_p, out_p \in \{(pt, pk)\} \)

Messages from controller \( in_m \in \{SM\} \)

Messages to controller \( out_m \in \{CM\} \)

Message queue from controller \( SMS \in \{SM_1 \cdots SM_n\} \)

Message queue to controller \( CMS \in \{CM_1 \cdots CM_n\} \)

Controller Link

Controller Components

From controller \( SM ::= \text{FlowMod} \delta | \text{PktIn} pt \text{ pk} | \text{BarrierReply} n \)

To controller \( CM ::= \text{PktIn} pt \text{ pk} | \text{BarrierReply} n \)

Table update \( \delta ::= \text{Add} n \text{ pat act} | \text{Del pat} \)

Abstract OpenFlow Protocol

\[
\begin{align*}
\text{Switch-Recv-Ctrl} & : \quad M(sw, SMS, CMS) \Rightarrow \text{BarrierRequest n} \\
\text{Switch-Recv-BARRIER} & : \quad M(sw, SMS, CMS) | S(sw, pts, FT, in_p, out_p, (\text{[BarrierRequest n]}), out_m) \Rightarrow M(sw, SMS, CMS) | S(sw, pts, FT, in_p, out_p, (), out_m) \\
\text{Switch-Send-Ctrl} & : \quad M(sw, SMS, CMS) | S(sw, pts, FT, in_p, out_p, (), out_m) \Rightarrow M(sw, SMS, CMS) | S(sw, pts, FT, in_p, out_p, (), [\text{BarrierReply n}]) | S(sw, pts, FT, in_p, out_p, (), out_m) \Rightarrow M(sw, SMS, CMS) | S(sw, pts, FT, in_p, out_p, (), [], out_m) \\
\end{align*}
\]

Figure 7: Featherweight OpenFlow syntax and semantics.
similar (informal) models [3, 12, 13]. We believe Featherweight OpenFlow could also serve as a foundation for these tools.

6.1 OpenFlow Semantics

Initially, every switch has an empty flow table that diverts all packets to the controller. Using FlowMod messages, the controller can insert new table entries to have the switch process packets itself. A non-trivial program may compile to several thousand flow table entries, but FlowMod messages only add a single entry at a time. In general, many FlowMod messages will be needed to fully configure a switch. However, OpenFlow is designed to give switches a lot of latitude to enable efficient processing, often at the expense of programmability and understandability:

- **Pattern semantics.** As discussed in preceding sections, the semantics of flow tables is non-trivial: patterns have implicit dependencies and flow tables can have multiple, overlapping entries. (The OpenFlow specification itself notes that scanning the table to find overlaps is expensive.) Therefore, it is up to the controller to avoid overlaps that introduce non-determinism.

- **Packet reordering.** Switches may reorder packets arbitrarily. For example, switches often have both a “fast path” that uses custom packet-processing hardware and a “slow path” that processes packets using a slower general-purpose CPU.

- **No acknowledgments.** Switches do not acknowledge when FlowMod messages are processed, except when errors occur. The controller can explicitly request acknowledgements by sending a barrier request after a FlowMod. When the switch has processed the FlowMod (and all other messages received before the barrier request), it responds with a barrier reply.

- **Control message reordering.** Switches may process control messages, including FlowMod messages, in any order. This is based on the architecture of switches, where the logical flow table is implemented by multiple physical tables working in parallel—each physical table typically only matches headers for one protocol. To process a rule with a pattern such as \{nwSrc = 10.0.0.1, dlTyp = 0x800\}, which matches headers across several protocols, several physical tables may need to be reconfigured, which takes longer to process than a simple pattern such as \{dlDst = H2\}.

Figure 7 defines the syntax and semantics of Featherweight OpenFlow, which faithfully models all of these behaviors. The rest of this section discusses the key elements of the model in detail.

6.2 Network Elements

Featherweight OpenFlow has four kinds of elements: switches, controllers, links between switches (carrying data packets), and links between switches and the controller (carrying OpenFlow messages). The semantics is specified using a small-step relation, with links between switches and the controller (carrying OpenFlow messages only), links between switches (carrying data packets), and from the controller, outm, and inm. There are three kinds of messages from the controller:

- **PktOut** pt pk instructs the switch to emit packet pk on port pt.

- **FlowMod** δ instructs the switch to add or delete entries from its flow table. When δ is Add n pat act, a new entry is created, whereas Del pat deletes all entries that match pat exactly. In our model, we assume that flow tables on switches can be arbitrarily large. This is not the case for hardware switches, where the size of flow tables is often constrained by the amount of silicon used, and varies from switch-to-switch. It would be straightforward to modify our model to bound the size of the table on each switch.

- **BarrierRequest** n forces the switch to process all outstanding messages before replying with a BarrierReply n message.

**Controllers.** A controller C is defined by its local state σ, an input relation \(f_{in}\), and an output relation \(f_{out}\). The local state and these relations are application-specific, so Featherweight OpenFlow can be instantiated with any controller whose behavior can be modeled in this way. The \(f_{out}\) relation sends a message to a switch while \(f_{in}\) receives a message from a switch. Both relations update the state σ:

There are two kinds of messages a switch can send to the controller:

- **PktIn** pt pk indicates that packet pk was received on pt and did not match any entry in the flow table.

- **BarrierReply** n indicates that sw has processed all messages up to and including a BarrierRequest n sent earlier.

**Data links.** A data link L is a unidirectional queue of packets between two switch ports. To model bidirectional links we use symmetric unidirectional links. Featherweight OpenFlow does not model packet-loss in links and packet-buffers. It would be easy to extend our model so that packets are lost, for example, with some probability. Without packet loss, a packet traces paths from its source to its destinations (or loops forever). With packet loss, a packet traces a prefix of the complete path given by our model under ideal conditions.

**Control links.** A control link M is a bidirectional link between the switch and the controller that contains a queue of controller messages for the switch and a queue of switch messages headed to the controller. Messages between the controller and the switch are sent and delivered in order, but may be processed in any order.

7. Verified Run-Time System

So far, we have developed a semantics for NetCore (Section 3), a compiler from NetCore to flow tables (Section 4), and a low-level semantics for OpenFlow (Section 6). To actually execute NetCore programs, we also need to develop a run-time system that installs rules on switches and prove it correct.

7.1 NetCore Run-Time System

There are many ways to build a controller that implements a NetCore run-time system. A trivial solution is to simply process all packets on the controller. The controller receives input packets as PktIn messages, evaluates them using the NetCore semantics, and emits the outputs using PktOut messages.

Of course, we can do much better by using the NetCore compiler to actually generate flow tables and install those rules on switches using FlowMod messages. For example, given the following program,

\[
dllist = H1 \text{ and } \neg(dlTyp = 0x800) \Rightarrow \{1\}
\]
need a packets in-flight. To reconcile the difference between these two, we switch at a time. But Featherweight OpenFlow models the behavior 3 defines how a program processes a single packet at a single location. At each step, the system: 1. Removes a located packet \((sw, pt, pk)\), from its state, 2. Processes the packet according to the program to produce a new multiset of located packets,

\[
\{lp_1, \ldots, lp_n\} = \langle pg \rangle sw pt pk,
\]

3. Transfers these packets to input ports, using the topology, \(T(lp_1) \ldots T(lp_n)\), and 4. Adds the transferred packets to the system state.

Note that this approach to constructing a network semantics is not specific to NetCore: any hop-by-hop packet processing function could be used. Below, we refer to any semantics constructed in this way as a network semantics.

7.2 Run-Time System Correctness

Now we are ready to prove the correctness of the NetCore run-time system. However, rather than proving this directly, we instead develop a general framework for establishing controller correctness, and obtain the result for NetCore as a special case.

**Bisimulation equivalence.** The inputs to our framework are: (i) the high-level, hop-by-hop function the network is intended to implement, and (ii) the controller implementation, which is required to satisfy natural safety and liveness conditions. Given these parameters, we construct a weak bisimulation between the network semantics of the high-level function and an OpenFlow network instantiated with the controller implementation. This construction handles a number of low-level details once and for all, freeing developers to focus on essential controller correctness properties.

We prove a weak (rather than strong) bisimulation because Featherweight OpenFlow models the mechanics of packet processing in much greater detail than in the network semantics. For example, consider a NetCore program that forwards a packet \(pk\) from one switch to another, say \(S1\) to \(S2\), in a single step. An equivalent Featherweight OpenFlow implementation would require at least three steps: (i) process packet at \(S1\), move packet from the input buffer to the output buffer, (ii) move packet from \(S1\)’s output buffer to the link to \(S2\), and (iii) move packet from the link to \(S2\)’s input buffer. If there were other packets on the link (which is likely!), additional steps would be needed. Moreover, \(pk\) could take an even more circuitous route if it is redirected to the controller.

The weak bisimulation states that the NetCore and Featherweight OpenFlow are indistinguishable modulo “internal” steps. Hence, any reasoning about the trajectory of a packet at the NetCore level will be preserved in FeatherWeight OpenFlow.

**Observations.** To define a weak bisimulation, we need a notion of observation (called an action in the \(\pi\)-calculus). We say that the NetCore network semantics observes a packet \((sw, pt, pk)\) when it removes the packet from its state—i.e., just before evaluating it. Likewise, a Featherweight OpenFlow program observes a packet \((sw, pt, pk)\) when it removes \((pt, pk)\) from the input buffer on \(sw\) to process it using the FWD rule.

**Bisimulation relation.** Establishing a weak bisimulation requires exhibiting a relation \(\approx\) between the concrete and abstract states with certain properties. We relate packets located in links and buffers in Featherweight OpenFlow to packets in the abstract network semantics. We elide the full definition of the relation, but describe some of its key characteristics:

- Packets \((pt, pk)\) in input buffers \(in\) on \(sw\) are related to packets \(((sw, pt), pk)\) in the abstract state.
- Packets \((pt, pk)\) in output buffers \(out\) on \(sw\) are related to packets located at the other side of the link connected to \(pt\).
- Likewise, packets on a data link (or contained in PktOut messages) are related to packets located at the other side of the data link (or the link connected to the port in the message).

Intuitively, packets in output buffers have already been processed and observed. The network semantics moves packets to new locations in one step whereas OpenFlow requires several more steps, but we must not be able to observe these intermediate steps. Therefore, after Featherweight OpenFlow observes a concrete packet \(pk\) (in the FWD rule), subsequent copies of \(pk\) must be related to packets at the ultimate destination.

The structure of the relation is largely straightforward and dictated by the nature of Featherweight OpenFlow. However, a few parts are application specific. In particular, packets at the controller and packets sent to the controller in PktIn messages may relate to the state in the network semantics in application-specific ways.

**Abstract semantics.** So far, we have focused on NetCore to build intuitions. But our bisimulation can be obtained for any controller.
that implements a high-level packet-processing function. We now make this precise with a few additional definitions.

**Definition 1 (Abstract Semantics).** An abstract semantics is defined by the following components:

1. An abstract packet-processing function on located packets:
   \[ f(lp) = \{lp_1, \cdots, lp_n\} \]
2. An abstraction function, \( c : \sigma \rightarrow \{lp\} \), that identifies the packets the controller has received but not yet processed.

Note that the type of the NetCore semantics (Fig. 8) matches the controller implementation, consisting of a type of controller state and input and output relations \( f_{in} \) and \( f_{out} \), if the two satisfy the following conditions relating their behavior:

**Definition 2 (Compatibility).** An abstract semantics and controller implementation are compatible if:

1. The controller ensures that all times packets are either (i) processed by switches in accordance with the packet-processing function or (ii) sent to the controller for processing;
2. Whenever the controller receives a packet, \( (sw,PktIn,pt,pk,\sigma) \sim \sigma' \)
   it applies the packet-processing function \( f \) to \( pk \) to get a multi-set of located packets and adds them to its state
   \[ c(\sigma') = c(\sigma) \cup f(pk) \]
3. Whenever the controller emits a packet, \( \sigma \sim (sw,PktOut,pt,pk,\sigma') \)
   it removes the packet from its state:
   \[ c(\sigma') = c(\sigma) \setminus \{sw,pt,pk\} \]
4. The controller eventually processes all packets \( (sw,pt,pk) \) in its state \( c(\sigma) \) according to the packet-processing function, and
5. The controller eventually processes all OpenFlow messages.

The first property is essential. If it did not hold, switches could process packets contrary to the intended packet-processing relation. Proving it requires reasoning about the messages sent to the switches by the controller. In particular, because switches may reorder messages, barriers must be interspersed appropriately. The second and third properties relate the abstraction function \( c \) and the controller implementation. The fourth property requires the controller to correctly process every packet it receives. The fifth property is a liveness condition requiring the controller to eventually process every OpenFlow message. This holds in the absence of failures on the control link and the controller itself.

Given such a semantics, we show that our relation between abstract and Featherweight OpenFlow states and its inverse are weak simulations. This implies that the relation is a weak bisimulation, and thus that the two systems are weakly bisimilar.

**Theorem 2 (Weak Bisimulation).** For all compatible abstract semantics and controller implementations, all Featherweight OpenFlow states \( s \) and \( s' \), and all abstract states \( t \) and \( t' \):

- If \( s \approx_{OF} t \) and \( s \xrightarrow{(sw,pt,pk)} s' \), then there exists an abstract network state \( t'' \) such that \( t \xrightarrow{(sw,pt,pk)} t'' \) and \( s' \approx_{OF} t'' \).

In this theorem, portions of the \( \approx_{OF} \) relation are defined in terms of the controller abstraction function, \( c \) supplied as a parameter. In addition, the proofs themselves rely on compatibility (Definition 2).

Finally, we instantiate this theorem for the NetCore controller:

**Corollary 1 (NetCore Run-Time Correctness).** The network semantics of NetCore is weakly bisimilar to the concrete semantics of the NetCore controller in Featherweight OpenFlow.

### 8. Implementation and Evaluation

We have built a complete working implementation of the system described in this paper, including machine-checked proofs of each of the lemmas and theorems. Our implementation is available under an open-source license at the following URL:

[http://frenetic-lang.org](http://frenetic-lang.org)

Our system consists of 12 KLOC of Coq, which we extract to OCaml and link against two unverified components:

- A library to serialize OpenFlow data types to the OpenFlow wire format. This code is a lightly modified version of the Mirage OpenFlow library [16] (1.4K LOC).
- A module to translate between the full OpenFlow protocol and the fragment used in Featherweight OpenFlow (200 LOC).

We have deployed featherweight OpenFlow controllers on real hardware and used them to build a number of useful network applications including host discovery, shortest-path routing, spanning tree, access control, and traffic monitoring. Using the union operator, it is easy to compose these modules with others to form larger applications.

**NetCore at home.** For the past month, we have used a NetCore controller to manage the home network of one of the authors. Home networks are small, but they are dynamic as devices regularly connect and disconnect. Our controller monitors the state of the network and dynamically reconfigures an OpenFlow-enabled wireless router to support the current devices. Because Featherweight OpenFlow does not model dynamic configurations, this controller’s runtime system is necessarily unverified. However, it uses the NetCore compiler as a verified sub-system. In the future, we plan to enrich our OpenFlow model with additional features, including support for dynamic configurations.

**Controller throughput.** Controller throughput is important for the performance of SDNs. The CBench [26] tool quantifies controller throughput by flooding the controller with PktIn messages and measuring the time taken to receive PktOut messages in response. This is a somewhat crude metric, but it is still effective, since any controller must respond to PktIn messages. We used CBench to compare the throughput of our verified controller with our previous unverified NetCore controller, written in Haskell, and with the popular POX and NOX controllers, written in Python and C++ respectively. To ensure that the experiment tested throughput and not the application running on it, we had each controller execute a trivial program that floods all packets. We ran the experiment on a dual-core 3.3 GHz Intel i3 with 8GB RAM with Ubuntu 12.04 and obtained the results shown in Fig. 9 (a).

Our unverified NetCore controller is significantly faster than our verified controller. We attribute this to (i) a more mature backend that uses an optimized library from Nettle [27] to serialize
messages, and (ii) Haskell’s superior multicore support, which the controller exploits heavily. However, despite being slower than the original NetCore, the new controller is still fast enough to be useful—indeed, it is faster than the popular POX controller (although POX is not tuned for performance). We plan to optimize our controller to improve its performance in the future.

Control traffic. Another key factor that affects SDN performance is the amount of traffic that the controller must handle. This metric measures the effectiveness of the controller at compiling, optimizing, and installing forwarding rules rather than processing packets itself. To properly assess a controller on these points, we need a more substantial application than “flood all packets.” Using NetCore, we built an application that computes shortest path forwarding rules as well as a spanning tree for broadcast. We ran this program on the six-switch Waxman topology shown in Fig. 9 (b), with two hosts connected to each switch.

In the experiment, every host sent 10 ICMP (ping) broadcast packets along the spanning tree, and received the replies from other hosts along shortest path routes. We used Mininet [9] to simulate the network and collected traffic traces using tcpdump. The total amount of network traffic during the experiment was 372 Kb.

We compared our Verified NetCore controller to several others: a (verified) “PacketOut” controller that never installs forwarding rules and processes all packets itself; our previous “Unverified NetCore” controller, written in Haskell; and a reactive “MicroFlow” controller [7] written in Haskell. The results of the experiment are shown in Fig. 9 (c). The graphs plot time-series data for every controller, showing the amount of control traffic in each one-second interval. Note that the y-axis is on a logarithmic scale.

In the plot for our Verified NetCore controller, there is a large spike in control traffic at the start of the experiment, where the controller sends messages to install the forwarding rules generated from the program. Additional control traffic appears every 15 seconds; these messages implement a simple keep-alive protocol between the controller and switches. The Unverified NetCore controller uses the same compilation and run-time system algorithms as our verified controller, so its plot is nearly identical. The MicroFlow controller installs individual fine-grained rules in response to individual traffic flows rather than proactively compiling complete flow tables. Accordingly, its plot shows that there is much more control traffic than for the two NetCore controllers. The graph shows how traffic spikes when multiple hosts respond simultaneously to an ICMP broadcast. The fourth plot shows the behavior of the PacketOut controller. Because this controller does not install any forwarding rules on the switches, all data traffic flows to the controller and then back into the network.

Although these results are preliminary, we believe they demonstrate that the performance of our verified NetCore controller can be competitive with other controllers. In particular, our verified controller generates the same flow tables and handles a similar amount of traffic as the earlier unverified NetCore controller, which was written in Haskell. Moreover, our system is not tuned for performance. As we optimize and extend our system, we expect that its performance will only improve.

9. Related Work

Verification technology has progressed dramatically in the past decades, making it feasible to prove useful theorems about real systems including databases [18], compilers [15], and even whole operating systems [14]. Compilers have been particularly fruitful targets for verification efforts [11]. Most prominently, the CompCert compiler translates programs in a large subset of C to PowerPC, ARM, and x86 executables [15]. The Verified Software Toolchain project provides machine-checked infrastructure for connecting properties obtained by program analysis to guarantees at the machine level [2]. Rocksalt verifies a tool for analyzing machine code against a detailed model of x86 [23]. Another system, Bedrock provides rich Coq libraries for verifying low-level programs [5]. Much earlier, a compiler for a Pascal-like language was formalized and verified as a part of the CLInc stack [31]. Significant portions of many other compilers have been formalized and verified, including the LLVM intermediate representation [33], the F* typechecker [25], and an extension of CompCert with garbage collection [20]. Our work is inspired by all of these efforts, but is the first to tackle the challenge of building a verified SDN controller.

Over the past few years, a number of researchers have proposed high-level programming languages for controlling networks, including COOLAID [4], FML [10], Frenetic [7], NetCore [22], and PANE [6]. This work uses NetCore [22] as a high-level network programming language. NetCore’s original semantics was defined in terms of handwritten proofs and a complex abstract machine while we use machine-checked proofs and Featherweight OpenFlow. In proving our compiler and run-time system correct, we discovered several bugs in the unverified NetCore compiler and runtime. A portion of the PANE compiler was formalized in Coq, but since the proof did not model several subtleties of flow tables, the
compiler still had bugs. Unlike our system, PANE does not model or verify any portion of its run-time system. We used some of the PANE proofs during early development of our system. Lastly, Mirage [16], a language for writing cloud applications, includes an SDN interface. Our OpenFlow serializers are based on Mirage’s.

Formally Verifiable Networking (FVN) [28] is a platform for synthesizing protocol implementations from formal specifications (though the synthesizer is unverified). Our work attacks the problem of generating and deploying correct network-wide configurations, rather than building distributed routing protocols. We use formal methods to build compilers, shifting the need for expertise with formal methods away from programmers.

Xie et al. introduced techniques for statically analyzing the reachability properties of networks [29]. A number of tools for verifying network configurations have been built using these techniques, including Header Space Analysis [12], Anteater [17], and VeriFlow [3]. These tools check whether the installed network rules have properties specified by the programmer. Our system guarantees that the generated network rules preserve the properties of the input program, enabling higher-level verification.


10. Conclusions

This paper presents a new foundation for network reasoning: a detailed model of OpenFlow, formalized in the Coq proof assistant, and a machine-verified compiler and run-time system for the Net-Core programming language. Our main result is a general framework for establishing controller correctness that reduces the proof obligation to a small number of safety and liveness properties. In the future, we plan to develop program logics for network programs, extend Featherweight OpenFlow with additional features not included in our current core calculus, and improve the engineering aspects of our system.
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