Midterm solutions:

Part I - Multiple choice:( /20)

1. b

2. c (hill climbing)

3. a

4. a

5. d

6. b

7. b

8. a

9. c

10.b

Part II – 

Question 1 ( /10)

a. Branch 1: no cutoffs in this subtree

b. Branch 2: 2 rightmost subtrees cut off

c. Branch 3: no cutoffs in this subtree

d. Branch 4: 2 rightmost subtrees cut off
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1.

Binary constraints (each letter 

–

different digit): K != P; K != O; P != O, etc.   

2.

Additional constrains (arithmetic) are shown in constraint 

hypergraph

N + N = T + 10*X1;

X1 + I + I = O + 10*X2

X2 + P + P = N + 10*X3

X3 = K

(X1= 0 or 1;  X2 = 0 or 1; X3 = 0 or 1)

3.

N is the only number presented in more than 1 equations => N is 

MRV

4.

Forward checking: N = 9 => no value for K (K is leftmost => K > 

0)

5.

N = 8 => K = 1; T = 6; P = 9 => I <= 4

I = 0 => O = 1 backtrack (K = 1)

I != 1 (k = 1)

I = 2 => O = 5

9 2 8
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1.

Binary constraints (each letter 

–

different digit): K != P; K != O; P != O, etc.   

2.

K is MRV, K < 2 (max 3

-

digi number is 999; 2*999 = 1998), K is the left

-

most letter 

=> K = 1 

3.

K = 1 => P > 4; P = {5,6,7,8,9}

4.

T is even => T = {2,4,6,8,0}

etc.

Another type of solution using arithmetic for putting constraint

s


Question 3:

S  : I have a sweet tooth

C  : I like chocolate

Ca : I like cake

D  : I like Danish

CH : I am chocoholic

Note: the negation of X is noted here X'

A. Convert these sentences to propositional logic.

   Knowledge base: (2 points)

   (S ^ C) v (C ^ Ca)

   note: "neither ... or" was meant to be "v" in propositional

   logic. However, no points were removed if you understood it as

   excusive-or.

   Rules: (1 point each)

   R1. Ca => D

   R2. D  => S

   R3. S ^ C => CH

B. Put the resulting sentences in Conjunctive Normal Form:

   Knowledge base: (2 points)

   (S ^ C) v (C ^ Ca)

   (S v Ca) ^ C         (distributivity of ^ over v)

   Rules: (1 point each)

   R1. Ca => D

       Ca' v D           (=>-elimination)

   R2. D  => S

       D'  v S           (=>-elimination)

   R3. S ^ C => CH

       (S ^ C)' v CH     (=>-elimination)

       (S' v C') v CH    (de Morgan)

       S' v C' v CH      (associativity of v)

C. Using proof by refutation and resolution as the single inference rule,

   show the resolution proof that proves or disproves the goal.

   Note:    there are many valid proofs. The following is just one among them.

   Initial knowledge base:

   1. S v Ca

   2. C

   In a proof by refutation, you need to add the negation of the goal

   to the knowledge base: (2 points)

   3. CH'

   Inference:

   4. S' v CH           (with 2 and R3)

   5. S'                (with 3 and 4)

   6. Ca' v S           (with R1 and R2)

   7. Ca'               (with 5 and 6)

   8. S                 (with 1 and 7)

   9. false             (with 5 and 8)

 (3 points if it seemed that you got the general idea of inference by resolution)

  (5 points for the resolution proof)

Question 4 ( /15)



goal
open list

DFS: 

G2
S, A, F, G2

Iterative

deepening:
G2
S


(d = 0)




S, A, C


(d = 1)




S, A, F, B, C, D, G2
(d = 2)

BFS:

G2
S, A, C, F, B, D, G2

Greedy:

G2
S, A, B, D, G2

A*:

G2
S, A, B, D, G2

Part III

1. You could have argued that heuristics fall into one of the following definitions of artificial intelligence: programs that model human behavior, programs that act like humans, or programs that demonstrate rational behavior. For definition one, heuristics for a program are often based on rules of thumb that are used by human experts. For example, in chess when the program cannot look ahead to the final moves of the game, it may select a move that results in a good board position according to a database of known good positions. For definition two, heuristics may make a program search or play as good as a human in as little time. For example, in by using the MRV heuristic for cryptograms a cryptogram solver would first find a solution for the “little” words in the puzzle such as “the” and “a”, exhibiting the same behavior as humans. Heuristics can also be seen as an illustration of rational behavior. Rational systems do the best they can using quantifiable measures in situations with limited knowledge. Heuristics attempt to model an unknown situation by quantifying how good a move is. 
2. There were many different answers to this question. For games,  you could have mentioned alpha-beta pruning, or ordering of moves. For constraint propagation, you could have mentioned the use of forward checking. For search, you could have mentioned ordering of successor functions.

