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Real world systems

Virtual personal assistants: Alexa, Cortana, Siri,   Alisa, Conversica, Google

Chatbots: XiaoIce (小冰) – aka Rinna, Tay, Zo

Commercial assistants: WeChat (e-commerce), WhatsApp (flights), websites
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Machine translation

▪ Semantics fully determined; some lexical 
diversity

Summarization

▪ Semantics superset determined

Question answering

▪ Semantics unknown, but right answer is 
fully determined

Dialog

▪ Many right answers! 



Dialog challenges

Multi-turn generation

Response diversity

Theory of mind

Speaker intent

Emotional state

Pragmatics

Turn taking 

Speech acts

Prosody

Persona

H: Please book me a flight to Boston 
tomorrow.

M: How about one that leaves at 9am?

H: No, I need to sleep.

M: How about one that leaves at 8am?



Dialog challenges

Multi-turn generation

Response diversity

Theory of mind

Speaker intent

Emotional state

Pragmatics

Turn taking 

Speech acts

Prosody

Persona

H: Please book me a flight to Boston 
tomorrow.

M: How about one that leaves at 9am?

H: No, I need to sleep.

M: How about one that leaves at 8am?

H: NO!!!

M: 7am?
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Response diversity

Theory of mind

Speaker intent
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Pragmatics
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Prosody

Persona

H: Do you know what time the meeting 
is?

M: Yes.

H: I can’t remember the name of the 
service you recommended.

M: It’s ok. Humans often don’t 
remember things.

Grice’s maxims

▪ Quality (say true things)

▪ Quantity (don’t say too much / too little)

▪ Relevance (be relevant)

▪ Manner (express things clearly)
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End-to-end neural dialog systems

▪ Basic idea: reuse MT encoder-decoder model
▪ RNNs with attention (2015)

▪ 3 papers within 2 months!

Shang et al., 2015 Sordoni et al., 2015 Vinyals and Le, 2015

Input (concatenated) Last message Last two messages Entire conversation

Language Chinese English English

Domain(s) Weibo (microblogs) Twitter Ubuntu IT helpdesk +  
OpenSubtitles (movie 
conversations)

Extras Crafted features extracted 
from input (BOW, length 
diff, lexical matches…)



End-to-end neural dialog systems

▪ Basic idea: reuse MT encoder-decoder model
▪ RNNs with attention (2015)

▪ 3 papers within 2 months!

▪ Conclusions:
▪ Outputs usually plausible in context

▪ Generalizes to unseen questions and topics

H: hello! 
M: hello! 
H: how are you? 
M: I’m good. 
H: what’s your name? 
M: I’m Julia . 
H: when were you born? 
M: July 20th. 
H: what year were you born? 
M: 1977. 
H: where are you from?
M: I’m out in the boonies. 
H: are you a man or a woman? 
M: I’m a woman. 
H: why are we here? 
M: I’m not sure. 
H: okay, bye! 
M: bye. 
H: see you later. 
M: bye.

H: who is skywalker? 
M: he is a hero . 
H: who is bill clinton ?
M: he’s a billionaire. 

H: is sky blue or black? 
M: blue. 
H: does a cat have a tail? 
M: yes. 

Examples from Vinyals and Le, 2015



End-to-end neural dialog systems

▪ Basic idea: reuse MT encoder-decoder model
▪ RNNs with attention (2015)

▪ 3 papers within 2 months!

▪ Conclusions:
▪ Outputs usually plausible in context

▪ Generalizes to unseen questions and topics

▪ Tend to be generic and repetitive (“safe response”)

▪ No consistent personality

▪ Long outputs can go off-topic or become incoherent

I: There are always 8 players at the 
Italian restricted area. Unbelievable!

O: Unbelievable!

H: what is your job? 
M: I’m a lawyer. 
H: what do you do? 
M: I’m a doctor.

T-2: today i will walk for miles. clear sky clear mind. 
T-1: love walking. it’s too hot to walk this month. i haven’t moved. frozen. heat freeze.
T: it’s too hot for you to get up to honey if you have frozen yogurt to you.

Sordoni et al., 2015

Vinyals and Le., 2015

Shang et al., 2015



End-to-end neural dialog systems

▪ Basic idea: reuse MT encoder-decoder model
▪ RNNs with attention (2015)

▪ 3 papers within 2 months!

▪ Conclusions:
▪ Outputs usually plausible in context

▪ Generalizes to unseen questions and topics

▪ Tend to be generic and repetitive (“safe response”)

▪ No consistent personality

▪ Long outputs can go off-topic or become incoherent

▪ BLEU not useful: no correlation with human scores

Liu et al., 2016
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Global coherence, meaningful content and “safe responses”

Two problems with seq2seq models

▪ Have trouble with long memory

▪ Tend to favor generic, non-informative output

Three general approaches / lines of research:

▪ Add features
▪ Personality embeddings (Li et al., 2016b); Topics (Xing et al., 2016); Situations (Sato et al., 2017)

▪ Improve model architecture
▪ Hierarchical encoders (Serban et al., 2016)
▪ Memory networks (Bordes et al, 2016)
▪ Variational AutoEncoders (Serban et al., 2017; Zhao et al., 2017; Shen et al., 2018; Park et al., 2018)

▪ Improve training
▪ Diversity-promoting objective function (Li et al., 2015)
▪ Reinforcement Learning with heuristic rewards (Li et al., 2016a); Adversarial Learning (Li et al., 2017; Xu 

et al., 2017; Liu and Lane, 2018)



Hierarchical encoders (Serban et al., 2016)

Utterance-level hidden state
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Add variational latent variable
Conditional Variational Autoencoders (Sohn et al., 2015)

Idea: output is conditioned on input and a random sample from learned distribution

𝑝 𝑦|𝑥 = 𝑝 𝑧 𝑥 𝑝(𝑦|𝑧, 𝑥)

where 𝑧 is a multivariate Gaussian 𝜇, Σ (in practice, diagonal covariance)

Prior network: 𝑝𝜃 𝑧|𝑥

Generation network: 𝑝𝜃 𝑦|𝑧, 𝑥

Recognition (posterior) network: 𝑞ϕ 𝑧|𝑦, 𝑥
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Conditional Variational Autoencoders (Sohn et al., 2015)

Idea: output is conditioned on input and a random sample from learned distribution
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Generation network: 𝑝𝜃 𝑦|𝑧, 𝑥

Recognition (posterior) network: 𝑞ϕ 𝑧|𝑦, 𝑥

x z

y

𝑝𝜃 𝑧|𝑥

𝑝𝜃 𝑦|𝑧, 𝑥



Variational hierarchical encoders (Serban et al., 2017)

Add variational latent variable
Conditional Variational Autoencoders (Sohn et al., 2015)

Can be trained with stochastic gradient variational Bayes (Kingma and Welling, 2013)

Use the variational lower bound of the LL as objective:

log 𝑝𝜃 𝑦|𝑥 ≥ −𝐾𝐿 𝑞ϕ 𝑧|𝑥, 𝑦 ԡ𝑝𝜃 𝑧|𝑥 + 𝔼𝑞ϕ 𝑧|𝑥,𝑦 log 𝑝𝜃 𝑦|𝑥, 𝑧

Actual objective (reparameterization trick):

ሚℒ𝐶𝑉𝐴𝐸 𝑥, 𝑦; 𝜃, ϕ = −𝐾𝐿 𝑞ϕ 𝑧|𝑥, 𝑦 ԡ𝑝𝜃 𝑧|𝑥 +
1

𝐿


𝑙=1

𝐿

log 𝑝𝜃 𝑦|𝑥, 𝑧 𝑙

𝑧(𝑙) = 𝑔ϕ 𝑥, 𝑦, 𝜖𝑙 = 𝜇 + σʘ𝜖𝑙
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Vanishing latent variable problem

With enough training data, the decoder RNN learns to ignore 𝑧

Proposed solutions:

▪ KL annealing (Bowman et al., 2016) – gradually increase weight of KL

▪ BOW loss (Zhao et al., 2017) – add 𝑥𝐵𝑂𝑊 term to loss function; latent variable 
captures global information about target response

▪ Hierarchical latent variables (Park et al., 2018)

▪ Learn to generate prior sample with GAN instead of random sample (Gu et al., 
2019)



Consistent personality

(Li et al., 2017)



Personality embeddings (Li et al., 2017)

Learn speaker embeddings 𝑣𝑖 with a word prediction task for all utterances of speaker 𝑖

Derive speaker-addressee embeddings 𝑉𝑖,𝑗 from 𝑣𝑖 and 𝑣𝑗 with a learned weighted linear 
combination

𝑉𝑖,𝑗 = tanh 𝑊1𝑣𝑖 +𝑊2𝑣𝑗

𝑉𝑖,𝑗 is added as input to each step in the decoder

▪ Helps with consistency

▪ Can infer biographic information based on similar personalities

▪ Adequate speaker-addressee style based on similar personalities
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Building dialog data sets (personality)

Personality embeddings work for existing users, but we want to create personas from 
scratch, using language

Mazare et al., 2018

▪ Mine persona-context-response triples from Reddit

▪ Persona is  set sentences generally describing user

Zhang et al., 2018:

▪ Turkers create personas with few sentences

▪ (Other) Turkers assigned personas randomly, get paired up and chat

Persona: [“I like sport”, “I work a lot”] 

Context: “I love running.”

Response: “Me too! But only on weekends.”
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End-to-end structured dialog

Wizard of Oz setting:  a human pretending to be a dialog system

MultiWOZ (Budzianowski et al., 2018)

▪ Full length dialogs in seven task-driven domains

▪ Annotated with DB entries, belief state and dialog acts

▪ Allows large scale training of individual components 

Structured fusion networks (Mehri et al., 2019)

▪ Multitask training of individual components

▪ End-to-end network uses pre-trained components



End-to-end structured dialog

Wizard of Oz setting:  a human pretending to be a dialog system

MultiWOZ (Budzianowski et al., 2018)

▪ Full length dialogs in seven task-driven domains

▪ Annotated with DB entries, belief state and dialog acts

▪ Allows large scale training of individual components 

Structured fusion networks (Mehri et al., 2019)

▪ Multitask training of individual components

▪ End-to-end network uses pre-trained components



Handling OOV entities

Seq2seq models rely on a fixed vocabulary learned from the training set. Test sets typically 
have a similar vocabulary

In the real world, new entities come up all the time!

In task-oriented systems, this can be disqualifying



Handling OOV entities with templatization (Zhao et al., 2017)
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Handling OOV with copy-augmented models (Eric&Manning, 2017)

Copy mechanism: add the input tokens as possible outputs in the final softmax,
with probability derived from their attention scores

𝑢𝑖
𝑡 = 𝑣𝑇 tanh 𝑊1ℎ𝑖 +𝑊2

෨ℎ𝑡

𝑎𝑖
𝑡 = softmax 𝑢𝑖

𝑡

෨ℎ′𝑡 = 

𝑖=1

𝑚

𝑎𝑖
𝑡ℎ𝑖

𝑜𝑡 = 𝑈 ෨ℎ𝑡 , ෨ℎ′𝑡

𝑦𝑡 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 𝑜𝑡

෨ℎ𝑡 ෨ℎ′𝑡

[ d ] [ d ]

𝑈

[ |V| ]



Handling OOV with copy-augmented models (Eric&Manning, 2017)

Copy mechanism: add the input tokens as possible outputs in the final softmax,
with probability derived from their attention scores

𝑢𝑖
𝑡 = 𝑣𝑇 tanh 𝑊1ℎ𝑖 +𝑊2
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