
Distributional	Semantics	
and		
Word	Embeddings	



Announcements	
• Midterm	returned	at	end	of	class	today	
•  Only	exams	that	were	taken	on	Thursday	
	

•  Today:	moving	into	neural	nets	via	word	
embeddings	
	
•  Tuesday:	Introduc=on	to	basic	neural	net	
architecture.	Chris	Kedzie	to	lecture.	
	
• Homework	out	on	Tuesday	
	
•  Language	applica=ons	using	different	
architectures	
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Methods	so	far	
• WordNet:	an	amazing	resource..	But	
	
• What	are	some	of	the	disadvantages?	



Methods	so	far	
• Bag	of	words	
•  Simple	and	interpretable	
	

•  In	vector	space,	represent	a	sentence	
	John	likes	milk	
	[	0	0	0	0	1	0	0	1	0	0	0	0	0	0	1	0	0	0	0]	
	“one-hot”	vector	
	Values	could	be	frequency,	TF*IDF	

	
• Sparse	representa=on	
•  Dimensionality:	50K	unigrams,	500K	bigrams	
	

• Curse	of	dimensionality!	



From	Symbolic	to	Distributed	
Representations	
•  Its	problem,	e.g.,	for	web	search	
•  If	user	searches	for	[Dell	notebook	baYery],	should	match	
documents	with	“Dell	laptop	baYery”	

•  If	user	searches	for	[SeaYle	motel]	should	match	
documents	containing	“SeaYle	hotel”	

•  But	
•  Motel	[0	0	0	0	0	0	0	0	0	0	0	0	1	0	0	0]	
Hotel			[0	0	0	1	0	0	0	0	0	0	0	0	0	0	0	0]	

•  Our	query	and	document	vectors	are	orthogonal	
There	is	no	natural	no=on	of	similarity	in	a	set	of	one-
hot	vectors	
	
•  ->	Explore	a	direct	approach	where	vectors	encode	it	

Slide	from	Chris	Manning	



Distributional	Semantics	
• “You	shall	know	a	word	by	the	company	it	
keeps”		[J.R.	Firth	1957]	
• Marco	saw	a	hairy	li;le	wampunuk	hiding	
behind	a	tree	
	

• Words	that	occur	in	similar	contexts	have	
similar	meaning	
	
• Record	word	co-occurrence	within	a	
window	over		a	large	corpus	



Word	Context	Matrices	
• Each	rowi	represents	a	word	
• Each	columnj	represents	a	linguis=c	
context	
• Matrixij	represents	strength	of	associa=on	
• Mf	ε	R,	Mf

i,j	=	f(wi,cj)	where	f	is	an	associa=on	
measure	of	the	strength	between	a	word	and	
a	context	
	

	
I	 hamburger	 book	 gi.	 spoon	

ate	 .45	 .56	 .02	 .03	 .3	

gave	 .46	 .13	 .67	 .7	 .25	

took	 .46	 .1	 .7	 .5	 .3	



Associations	and	Similarity	
• Effec=ve	associa=on	measure:	Pointwise	
Mutual	Informa=on	(PMI)	
									log		P(w,c)/P(w)P(c)	
					=		log		#(w,c)*|D|/#(w)*#(c)	

• Compute	similarity	between	words	and	
text	
• Cosine	Similarity		
		Σi	ui	 �	vi	/	√Σi(ui)2	√Σi(vi)2	



Dimensionality	Reduction	
• Captures	context,	but	s=ll	has	sparseness	
issues	
	
• Singular	value	decomposi=on	(SVD)	
•  Factors	matrix	M	into	two	narrow	matrices:	W,	a	
word	matrix,	and	C,	a	context	matrix	such	that	
WCT	=	M’	is	the	best	rank-d	approxima=on	of	M	
	

• A	“smoothed”	version	of	M	
•  Adds	words	to	contexts	if	other	words	in	this	
context	seem	to	co-locate	with	each	other	
•  Represents	each	word	as	a	dense	d-dimensional	
vector	instead	of	a	sparse	|VC|	one	
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Neural	Nets	
•  	A	family	of	models	within	deep	learning	
	
• The	machine	learning	approaches	we	have	
seen	to	date	rely	on	“feature	engineering”	
	
• With	neural	nets,	instead	we	learn	by	
op=mizing	a	set	of	parameters	



Why	“Deep	Learning”?		
• Representa?on	learning	
aYempts	to	automa=cally	learn	
good	features	or	representa=ons	
	
• Deep	learning	algorithms	aYempt	
			to	learn	(mul=ple	levels	of)		
			representa=on	and	an	output	
	
• From	“raw”	inputs	x	
(e.g.,	sound,	characters,	words)	
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Reasons	for	Exploring	Deep	
Learning	
• Manually	designed	features	can	be	over-
specific	or	take	a	long	=me	to	design	
• …	but	can	provide	an	intui=on	about	the	solu=on	
	

• Learned	features	are	easy	to	adapt	
	
• Deep	learning	provides	a	very	flexible	
framework	for	represen=ng	word,	visual	and	
linguis=c	informa=on	
	
• Both	supervised	and	unsupervised	methods	
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Progress	with	deep	learning	
• Huge	leaps	forward	with	
	
•  Speech	
	
• Vision	
	
	
• Machine	Transla=on	
	
• More	modest	advances	in	other	areas	

[Krizhevsky	et	al.	2012]	



From	Distributional	Semantics	
to	Neural	Networks	
•  Instead	of	count-based	methods,	distributed	
representa=ons	of	word	meaning	
	
• Each	word	associated	with	a	vector	where	
meaning	is	captured	in	different	dimensions	
as	well	as	in	dimensions	of	other	words	
	
• Dimensions	in	a	distributed	representa=on	
are	not	interpretable	
	
• Specific	dimensions	do	not	correspond	to	
specific	concepts	



Basic	Idea	of	Learning	Neural	
Network	Embeddings	
• Define	a	model	that	aims	to	predict	between	
a	center	word	wt	and	context	words	in	terms	
of	word	vectors	

	p(context|wt)=….	
	
Which	has	a	loss	func=on,	e.g.,		

	J	=	1-	p(w-t|wt)	
	
• We	look	at	many	posi=ons	t	in	a	large	corpus	
	
• We	keep	adjusing	the	vector	representa=ons	
of	words	to	minimize	loss	
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Embeddings	Are	Magic	

vector(‘king’)	-	vector(‘man’)	+	vector(‘woman’)		≈ 
vector(‘queen’)	
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Relevant	approaches:	Yoav	and	
Goldberg	
• Chapter	9:	A	neural	probabilis=c	language	
model	(Bengio	et	al	2003)	
	
• Chapter	10,	p.	113		NLP	(almost)	from	
Scratch	(Collobert	&	Weston	2008)	
	
• Chapter	10,	p	114	Word2vec	(Mikolog	et	al	
2013)	



Main	Idea	of	word2vec	
• Predict	between	every	word	and	its	
context	

• Two	algorithms	
•  Skip-gram	(SG)	
Predict	context	words	given	target	(posi=on	
independent)	
• Con=nuous	Bag	of	Words	(CBOW)	
Predict	target	word	from	bag-of-words	context	
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Training	Methods	
• Two	(moderately	efficient)	training	
methods	

	Hierarchical	so{max	
		Nega=ve	sampling	
	
Today:	naïve	so{max	
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Instead,	a	bank	can	hold	the	investments	in	a	custodial	account		
	
Context				center												context	words	
		words						word				
2	word									t											2	word	window	
window	
	
But	as	agriculture	burgeons	on	the	east	bank,	the	river	will	shrink	
	
																									Context	words																					center							context		
																									2	word	window																						t									2	word	window	



Objective	Function	
• Maximize	the	probability	of	context	words	given	the	
center	word	
	

J’(Θ)	=	Π					Π		P(wt+j	|	wt	j	Θ)	
												t=1			-m≤j≤m	
																													j≠0	
	
Nega=ve	log	likelihood	
	

J’(Θ)	=	-1/T			Σ					Σ		log		P(wt+j	|	wt	)	
																									t=1			-m≤j≤m	
																																												j≠0	
	
Where	Θ	represents	all	variables	to	be	op=mized	
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Softmax	
using	word	c	to	obtain	probability	of	word	o		

• Convert	P(wt+j	|wt)	
	

P(o|c)	=	exp(uoT			vc)/Σvw=1	exp(uwTvc)	
																	exponen=ate								normalize	
														to	make	posi=ve	
where	o	is	the	outside	(or	output)	word	
index	and	c	is	the	center	word	index,	vc	and	
uo	are	center	and	outside	vectors	of	indices	
c	and	o	
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Softmax	
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Dot	Product	
• uTv	=	u�v	=	Σni=1	ui	vi	

• Bigger	if	u	and	v	are	more	similar	
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Embeddings	Are	Magic	

vector(‘king’)	-	vector(‘man’)	+	vector(‘woman’)		≈ 
vector(‘queen’)	
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Evaluating	Embeddings	
• Nearest	Neighbors	
• Analogies	
•  (A:B)::(C:?)	
• Informa=on	Retrieval	
• Seman=c	Hashing	
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Similarity	Data	Sets	

[Table	from	Faruqui	et	
al.	2016]	



[Mikolov	et	al.	2013]	



Semantic	Hashing	

[Salakhutdinov	and	Hinton	2007]	







How	are	word	embeddings	
used?		
• As	features	in	supervised	systems	
	
• As	the	main	representa=on	with	a	neural	
net	applica=on/task	



Are	Distributional	Semantics	
and	Word	Embeddings	all	that	
different?		
	
	



Homework2	
• Max	99.6,	Min	4,	Stdev:	21.4	
	
• Mean	82.2,	Median	92.1	
	
• Vast	majority	of	F1	scores	between	90	and	
96.5.		



Midterm	
• Max:	95,	Min:	22.5		
	
• Mean:	66.6,	Median	68.5	
	
• Standard	Devia=on:	15	
	
• Will	be	curved	and	the	curve	will	be	
provided	in	the	next	lecture	


