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ABSTRACT
Research on content propagation in social media has largely focused
on features from the content of posts and the network structure of
users. However, social media platforms are also spaces where users
present their identities in particular ways. How do the ways users
present themselves affect how content they produce is propagated?
In this paper, we address this question with an empirical study of
interaction and self-presentation data from Tumblr. We use a pair-
wise learning-to-rank framework to predict whether a given user
will reblog (share) another user’s post from features comparing self-
presented textual and visual identity information. We find evidence
that alignment in identity presentation is associated with content
propagation, as these features increase performance over a baseline
of content features. Interpreting learned feature weights on self-
presented text identity labels, we find that users who present labels
that match or indicate shared interests and values are generally
more likely to propagate each other’s content.

CCS CONCEPTS
• Human-centered computing → Collaborative and social
computing; • Computing methodologies → Natural language
processing.
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1 INTRODUCTION
Social media is a space where users not only share content, but also
construct identities and position themselves in relation to others.
However, it is difficult to directly measure how presentations of
identity come across to others at a large scale. In this paper, we
develop a framework to identify such self-presentation effects on a
primary form of interaction on social networks: content (informa-
tion) propagation.

Prior work quantifying patterns of social media content propa-
gation has not addressed a relationship to self-presentation. Most
existing studies rely primarily on content and network features
[29, 42, 43]. However, content propagates through a social network
from individual decisions to share others’ posts. At this local level,
content propagation is an interaction between users. Users with
similar attributes are known to have stronger network connections
(the property of homophily). In this way, self-presented identity
attributes may affect content sharing as a form of network connec-
tion. This paper investigates this connection for two reasons: in
order to broaden understanding of factors associated with content
propagation, and to provide an experimental paradigm in which
reactions to self-presentation practices can be investigated.

We use data from Tumblr, a blogging and social media platform.
Sharing content is one of the primary modes of interaction on
Tumblr; more than 90% of posts are “reblogs” of other posts [39].
Identity construction is also an important part of the participatory
culture on Tumblr. Users on Tumblr each have a personal blog, an
individualized artifact that reflects a user’s identity [22]. Tumblr’s
multimedia content, personalized blog layouts, and affordances for
users to maintain multiple blogs without being tied to a real name
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have created a unique environment for identity expression without
many of the social pressures found on other social media sites [13].
Talk about identity issues such as gender, sexuality, and ethnicity—
as well as their intersection with media, culture, and fandom—is
common on Tumblr [15]. This makes the identity positioning of
users who create content especially relevant on the platform. For
these reasons, we expect users’ self-presentation of identity to play
a role in how content is propagated on Tumblr. We investigate this
role through two research questions:

RQ 1: Is there evidence of an association between
identity alignment and content propagation?

To explore the possibility of this effect, we construct a classification
task predicting whether a user will reblog another user’s posts given
how both users express their identity in profile images and text blog
descriptions. We find that incorporating identity-related features
improves classification performance when used in addition to post
content features, and that profile images and text blog descriptions
provide complementary effects. This shows evidence that identity
presentation is associated with content propagation.

However, this result does not specify the nature of this effect:
features signifying similarities, differences, or some other interac-
tion between text or image features could be especially predictive.
We therefore explore a further research question:

RQ 2:What is the nature of the association of identity
alignment with content propagation?

We investigate this question with logistic regression models trained
on identity comparison features between text blog descriptions.
Tumblr users often use these free-text blog description fields to
provide identity labels such as ‘girl’, ‘canadian’, or ‘intj’ [30]. We
find that providing identity labels that indicate shared values or
experiences generally increases the likelihood of users reblogging.

2 THEORETICAL MOTIVATION AND
PREVIOUS WORK

In this section, we introduce and motivate the identity concepts
investigated in our work, as well as situate our contribution among
work in content propagation and Tumblr.

2.1 Identity and Interaction
We conceive of online self-presentation as the construction of an
artifact that reflects identity in the particular space of Tumblr [22].
This artifact, a Tumblr blog, contains both linguistic and visual
elements of self-presentation: written blog descriptions, profile im-
ages, and multimedia posts. Much of this self-presentation consists
of symbols that point to culturally specific understandings of types
of people. For example, being a female fan can be expressed in a
blog description explicitly with labels (i’m a super fangirl) or more
implicitly (rrOBSESSEDrr with exo) [16, 24].

The framework of “performed” identity is often used to analyze
self-presentation [7, 9, 17], including in social media analysis. For
example, Bullingham and Vasconcelos [8] applied Goffman’s dra-
maturgical metaphor to personas on Second Life and found that
users often present their offline selves in avatar form with selective
edits. In this work, we examine only the “performed” self presented
in Tumblr blogs. We intentionally do not infer identity information

about users. Self-presented information is most relevant to the users
themselves, and there is evidence that Tumblr users have built a
unique culture around self-presentation. Working with Tumblr blog
descriptions, Oakley [30] found that LGBTQIA users have devel-
oped labeling practices that challenge dominant binary conceptions
of gender and sexuality.

What separates this paper from many other analyses of self-
presentation online is a focus on the effects of self-presentation
on interaction, specifically on how content is propagated. This
contrasts with the common task of predicting user attributes from
behavioral data [11]. There have been a few other computational
studies that predict the effects of online self-presentation.Wang and
Jurgens [37] examined how the presentation of gender on Reddit,
StackExchange, andWikipedia affects reactions of support. Bareket-
Bojmel et al. [5] examined how self-enhancing and self-derogating
posting strategies affected responses to users with different goals
on Facebook. Vedres and Vasarhelyi [35] find that behaving in ways
that are typical of male or female users on GitHub has more of a
relationship with success than the “actual” gender of users. In this
paper, we use content propagation as a measure of how particular
forms of self-presentation come across in the context of Tumblr.

The well-known property of homophily suggests that users
who share attributes are more likely to be connected within so-
cial networks. Gong et al. [18], for example, find that inferring
user attributes improves link prediction performance in Google+.
However, identifying what relationships between identity labels
are meaningful in context is not trivial. Bucholtz and Hall [7], for
example, identify authenticity and legitimacy as axes other than
sameness/difference on which speakers position themselves. Pier-
gallini et al. [31] discuss challenges with modeling the complex
alliance systems in online street gang discourse. Our work builds a
framework for identifying combinations of identity labels that hold
social currency in their association with content propagation.

2.2 Content Propagation
Content propagation and virality on social media are often predicted
from features of individual post content or patterns in how that
content spreads through a network [29, 36, 43]. Naveed et al. [29],
for example, predicted whether a tweet was going to be retweeted
based on text features from the tweet. Zhang et al. [42] studied how
the network feature of reciprocity is associated with reblogging on
Sina Weibo. On Tumblr, where content can take diverse forms (text,
photos, videos, audio, etc.), work more often focuses on network-
based features. To predict whether a Tumblr post will become
viral, Xie et al. [38] centered their analysis on “early adopters"
(the first users to share a post) in combination with content-specific
features. Others have examined network features in relation to
reblog cascades. Chang et al. [10] examined Tumblr reblog cascades
based on structure of the follower network, while Alrajebah et al.
[1] examine both structural and temporal aspects of reblog cascades
on a set of popular posts on Tumblr.

Our work extends this research by additionally viewing content
propagation as a social interaction in which the identities of the
users involved may play a role.
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Figure 1: Example of information displayed about a Tumblr
blog when mousing over the profile image on a post. This
includes the text blog description.

2.3 Previous Research on Tumblr
Prior research on Tumblr can roughly be divided into social-scientific
approaches, often focusing on identity expression, and computa-
tional research including network analysis, recommendation sys-
tems, and search tools for identifying relevant or problematic con-
tent [3, 10, 27, 39, 40]. Our work attempts to bring themes of identity
that are well-studied in qualitative Tumblr work into a computa-
tional analysis of the effects of self-presentation. Specifically, we
adopt a focus on the discursive construction of identity from quali-
tative identity research [7].

In their survey of research on Tumblr, Attu and Terras [2] find
that sexuality and other identity issues are commonly studied. Many
of these studies use qualitative methods to examine how identity is
expressed through Tumblr content. Fink and Miller [15], for exam-
ple, use auto-ethnographic dialogue to relate how trans and queer
Tumblr users created an artistic space that challenged dominant
straight, cisgender norms. In their interview- and content-based
research on Tumblr users posting NSFW selfies, Tiidenberg [34]
similarly finds that Tumblr users create a space for body and sex
positivity outside what is deemed “sexy” by mainstream society.
Haimson and Hayes [20] focus on language used in gender transi-
tion blogs before and after the divisive 2016 US presidential election.
With the goal of informing sex educators and clinicians, Zeglin and
Mitchell [41] choose Tumblr as a lens to see how public understand-
ings of sexuality contrast with theoretical models of sexuality. They
find a particular emphasis on sexual identity issues on Tumblr.

As for computational work that addresses identity in Tumblr,
Grbovic et al. [19] build classifiers for user (binary) gender. To
predict “correct” gender labels from names matched to a baby name
database, they use profile features such as blog description and title
n-grams, as well as behavioral features including tag use, liking,
following and reblogging. In contrast, our work uses self-presented
identity information to predict interaction.

3 RESEARCH CONTEXT: TUMBLR
With its design and user culture, Tumblr provides an ideal plat-
form for studying the relationship between identity and content
propagation. As of December 2018, when data was collected for
this study, Tumblr had 167 billion posts over 450 million blogs. The
site is advertised as a place to “express yourself”, “be yourself”,
and “connect with your people”. 1 Self-presentation is important
on Tumblr as there are no provided fields for listing personal infor-
mation or centralized communities to officially belong to. Thus, the
information other users can determine about a user from their blog
is what is consciously expressed in that user’s own terms. Finally,
Tumblr users are known for being interested in social justice issues
which often intersect with identity [30].

The main form of content propagation on Tumblr is reblog-
ging posts, analogous to retweeting on Twitter. Reblogged content
appears on that user’s blog and often on the individualized “dash-
boards” (feeds of current activity) of followers of that blog.

3.1 Self-presentation on Tumblr
In this work we focus on blog descriptions and profile images, but
Tumblr users present themselves through a variety of means on
their personal blogs:

• BlogDescriptions (used in this work for prediction and inter-
pretation). Users often provide short spans of identity infor-
mation such as age, gender, sexual orientation, or interests
in the free-text blog description field [30]. This description
appears on the blog as well as with a mouseover of a user’s
profile image next to posts (Figure 1).

• Profile Images (used for prediction). Each blog has either
a profile image chosen by the owner or a default profile
image. This image appears on the blog and also with posts
appearing on other users’ dashboards.

• BlogNames. Blog names are often descriptive of the content
or user behind the blog. They appear in the URL of the blog,
as well as with a mouseover of a profile image in a dashboard.

• Posts and Reblogs. Recently posted material, displayed at
the top of a blog, likely plays a role in the characterization
of a blog to other users. This also motivates the influence of
self-presentation on content propagation: reblogged content
becomes part of users’ own self-presentation.

• Other Blog Aesthetics. Tumblr users can choose from a
myriad of “themes” to customize the appearance of their
blogs. Aesthetic choices include background images, wallpa-
per, fonts, borders around posts, and even mouse changes
and default music for blog visitors.

1https://www.tumblr.com/about
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Users have the opportunity to make decisions about sharing
content either when viewing another user’s blog or when viewing
content on their dashboard. Information about the user is readily
available when viewing a blog, and some information is available
with a mouseover of the profile image next to a post on the dash-
board (Figure 1). However, our analysis does not assume that users
necessarily check this self-presentation information before choos-
ing to reblog. We certainly do not assume that this information has
more of an effect on reblog choices than the content of posts. Rather
we test whether identity features have any statistical association
with content propagation when we control for post content.

For this analysis, we use two prominent affordances for identity
presentation: profile images and text blog descriptions. In a sample
of 1 million blogs that made at least 10 reblogs from June through
November 2018, 61.2% had filled in blog descriptions. We sampled
profile images for 810,800 blogs from this set of 1 million (the
remainder could not be accessed). Of these 810,800, 69.6% provided
a non-default profile image.

Note that unlike the conventions in many other social media
sites such as LinkedIn, Facebook, Twitter, and Instagram, many
of these profile images on Tumblr do not contain images of the
user. In a sample of 1,000 profile images from blogs who made at
least 10 reblogs from June to November 2018 annotated by two of
the authors, only 29.3% supplied a profile image of a person who
is likely the user, whereas 42.5% supplied another type of image.
This would make conventional gender, age and ethnicity image
detection systems not as effective; we use continuous, dense, neural
representations of profile images instead (see Section 5).

4 EXPERIMENTS
We design an experimental paradigm to evaluate whether similar-
ities and differences in the identity presentation of two users are
associated with patterns in their decisions to propagate each oth-
ers’ content (RQ 1). This framework allows us to identify patterns
in how self-presentation comes across in interaction, specifically
associations with content propagation. We train logistic regres-
sion, SVM, and neural network models on features that represent
identity alignment between users (matches, mismatches, and other
interactions) and look for changes in accuracy over a baseline of
post content features. A significant increase in accuracy suggests
that comparisons and contrasts in self-presentation are relevant for
predicting content propagation between users.

We treat the choice of reblogging as a selection problem, where
a user is exposed to a wide variety of content and chooses to prop-
agate some posts rather than others (see Figure 2). For example,
if issues related to sexual orientation are important to a user and
they present themselves in those terms, we expect that all else
being equal, they would choose to reblog a post from a user who
also signals sharing that value compared with another user they
follow who does not share that identity framing. We use a pairwise
learning-to-rank paradigm to embody such a comparison.

4.1 Learning-to-Rank Formulation
The learning-to-rank method we use in our experiments is a variant
of the RankSVM algorithm [23]. The RankSVM algorithm enables
the use of traditional classifiers, like support vector machines (SVM),

classifier Ω

reblogged post pi  

u’ : leo, she/her

ui : 25 | nyc uj : reylo fan

post pj  
reblogged 
candidate

non-reblogged 
candidate

post pi  

Figure 2: Illustration of the pairwise learning-to-rank for-
mulation. From the perspective of user 𝑢 ′, we want the clas-
sifier Ω to decide whether to reblog post 𝑝𝑖 or 𝑝 𝑗 from differ-
ent users 𝑢𝑖, 𝑗 that user 𝑢 ′ is following. Fabricated examples
of text blog descriptions are included in the diagram, though
profile images are also used in practice.

tomake pairwise comparisons by considering items in a comparison
feature space. Given a set of pairwise post comparisons 𝑃 , their
corresponding ranking labels 𝑅, and a classifier Ω(𝑋,𝑌 ) that can
be optimized given feature vectors 𝑋 and corresponding labels 𝑌 ,
RankSVM performs the following transformation:

(1) For every pairwise post comparison ⟨𝑝𝑖 , 𝑝 𝑗 ⟩ ∈ 𝑃 :
(a) Map 𝑝𝑖 and 𝑝 𝑗 into a common feature space F using fea-

ture function Φ(𝑝) : 𝑝 → F
(b) Create a feature vector representing the comparison by

calculating the difference between the feature vectors for
𝑝𝑖 and 𝑝 𝑗 . The resulting comparison feature vector 𝑐𝑖 𝑗 ∈ 𝐶

is now in a pairwise comparison space F ′
𝐶
.

𝑐𝑖 𝑗 = Φ(𝑝 𝑗 ) − Φ(𝑝𝑖 )
(2) Train a classifier Ω(𝐶, 𝑅).

The trained Ω(𝐶, 𝑅) takes a feature vector in the pairwise compari-
son space and produces a ranking between the pair of posts: rank 0
for the post the user reblogged, rank 1 for for the post they did not.
While SVMwith a linear kernel was traditionally used in RankSVM,
the algorithm can be extended to other classifiers.

Reblog classification could be formed as a simple prediction task
over a sample of posts that a user did or did not reblog. Howerver,
users on average reblog fewer than 1% out of all posts from blogs
they follow [10], which leads to heavily skewed data. The pairwise
learning-to-rank formulation addresses this issue by directly repre-
senting the reblogged/non-reblogged post comparisons, allowing
us to rebalance the skewed dataset in a meaningful way. This is
similar to previous work that handles highly skewed distributions
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Prediction
dataset

Interpretation
dataset

Identity features text + image text
# Users 14,177 34,801
# Reblog prediction instances 228,424 712,670

Table 1: Dataset statistics. The prediction dataset contains
userswho provide both text blog descriptions and profile im-
ages. The interpretation dataset contains users who provide
a blog description but not necessarily a profile image.

in information cascade size prediction by constructing balanced
binary classification tasks [12, 28].

4.2 Experimental Dataset
We use Tumblr posts and text blog descriptions from a data dump
ranging from 1 June 2018 to 30 November 20182. Profile images for
users were obtained from the Tumblr API.

To construct our dataset of paired reblogged and non-reblogged
posts, we first sample a set of 1,000 blogs3,𝑈 , which have reblogged
at least 10 posts as a minimum level of activity. For these 1,000 users,
we find all users they have followed, 𝐹 . We collect reblogged posts
made by blogs in 𝑈 from blogs in 𝐹 after the associated user began
following the blog in 𝐹 . In the case of reblog cascades with content
that is reblogged multiple times, we take identity features from
the most recent reblogger of the content. These features are from
the immediate user who the user follows, whose self-presentation
information is more readily apparent than that of the original poster.

For each reblog in this set, we sample candidate non-reblogged
posts to act as a comparison in our learning-to-rank framework.
Since the details of Tumblr’s dashboard ranking algorithm are not
public, we assume recent posts from followers likely appear on a
user’s dashboard. We restrict both reblogged and non-reblogged
candidate posts to only be from blogs the user follows. To increase
the likelihood that paired non-reblogged posts were seen by the
user, we select those that were posted within 30 minutes of each
paired reblogged post. Since the user reblogged a post within 30
minutes, there is a greater chance they were active and saw these
other, non-reblogged posts from blogs they follow. We sample up
to five non-reblogged posts, from unique blogs, for every reblog.

From this initial data collection, we extract two datasets (Table
1). For prediction we use identity features from profile images
and blog descriptions, and so we filter to users who provide both.
For interpretation we only use text blog descriptions, and so we
incorporate users who provide blog descriptions but not necessarily
profile images into a slightly larger dataset.

Ranking labels are generated by randomly shuffling the order
of the posts within each comparison so that the reblogged post
appeared as 𝑝𝑖 50% of the time and 𝑝 𝑗 50% of the time. However, we
want feature weights in the model to be consistent and interpretable

2This period is before the adult content ban was announced in December 2018, so any
changes due to this ban are not reflected in our data.
3Hereafter, we will also refer to blogs as users. While a Tumblr user may have multiple
blogs associated with their account, for simplifying purposes, we consider users to be
on the blog-level, as the identity labels in blog descriptions we examined apply to the
user and not the blog.

(i.e. positive weights indicate a higher likelihood of reblogging). So
in practice, we always treat the reblogged post as 𝑝𝑖 but flip the sign
on the label and features when it should be considered 𝑝 𝑗 . Each
dataset is randomly split into a training/test split of 90% and 10%.

4.3 Model Hyperparameters
Logistic regression classifiers are trained with ℓ2 regularization;
constants are selected using grid search from 10−4 to 104 on a base
10 log scale on 10-fold cross-validation on the training set.

SVM models were trained with linear kernels due to the tradi-
tional use of linear SVM with RankSVM and the large size of our
training set. ℓ2 regularization constants were chosen using grid
search from .01 to 100 on a base 10 log scale.

For our neural network, we use a multi-layer perceptron (MLP)
over the same feature set as the logistic regression and SVMmodels.
The MLP consists of three hidden layers of size 100, 50, and 32 with
ReLU activation in each layer. We train this model with ℓ2 regular-
ization with a constant𝐶 = 10−4. We used the Adam optimizer [26]
with 𝛼 = 0.001, 𝛽1 = 0.9, 𝛽2 = 0.999, 𝜖 = 10−8. The MLP was trained
with early stopping, where 10% of the training data was randomly
set aside as a validation set.

5 FEATURE EXTRACTION
We describe here the feature function Φ(𝑝) that is applied to can-
didate posts 𝑝𝑖 and 𝑝 𝑗 and their associated users in each pairwise
comparison. Identity features are extracted from both text blog
descriptions and profile images.

5.1 Text Blog Descriptions
We extract identity information from blog descriptions at two levels:
(1) what specific identity labels, such as ‘trans man’ and ‘british’,
are given, and (2) which broader identity categories, such as gender
or age, those labels indicate. Our intuition is that providing similar
categories of identity, even if labels are different, may orient users
to the platform in similar ways. We use a bootstrapping approach to
find labels that indicate identity and to group them into categories
for automatic annotation.

Similarly to profile images, neural embeddings could be learned
for blog descriptions and various similarity metrics computed for
comparison between them. However, for interpreting which kinds
of similarities and differences in self-presentation are associated
with content propagation, we choose to extract one-hot features.

Bootstrapping delimiters. As a convention, Tumblr users often
provide identity labels separated by delimiters (such as commas
or pipes) in blog descriptions [30]. For example, note the pipes
as delimiters in the fabricated blog description 22yo | she/they |
too many fandoms and the periods as delimiters in andre . nyc .
manga. To identify such delimiters, we started with a small list of
identity labels manually identified from blog descriptions. We then
searched for these labels in a separate set of blog descriptions and
found characters in between these terms as potential delimiters.
Manually reviewing this list of potential delimiters, we kept those
that could function as separators between labels in a list, primarily
punctuation and emojis. This resulted in a list of 95 delimiters.
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Identity Category Label Examples

age 21, seventeen
ethnicity/nationality latina, haitian
fandoms shipping, crossovers, star wars, lotr
gender woman, husband, mtf, nonbinary
interests photography, running, makeup
location australia, london, socal
personality type intp, slytherin
pronouns she/her, they
relationship status married, single
sexual orientation bi, lesbian, aro-ace
zodiac virgo, capricorn

Table 2: Our identity categories with examples of labels.

Bootstrapping identity labels. To find additional identity labels,
we extracted short texts (maximum 25 characters) in between any
of these delimiters on the larger set of blog descriptions. Long spans
often indicated quotes or other unrelated material. We extracted
and ranked identity label candidate n-grams in these short segments
by frequency, discarding stopwords and other terms that were not
indicative of identity.

Choosing identity categories. We want categories that are:
(1) Popular, and thus relevant on Tumblr.
(2) Largely about the user, not the content. Our goal is to identify

how users position themselves, not the main topics of a blog.
(3) A relatively limited set of possible values so they can be

accurately identified outside of a training set.
Guided by Bucholtz and Hall [7], we manually grouped labels

into categories that encompassed broad demographics as well as la-
bels more specific to Tumblr (such as fandoms and interests). Some
of these popular labels are creative and not well-known outside
of Tumblr, such as ‘phans’ for fans of Phil Lester, a YouTube per-
sonality, and ‘stans’ for obsessive fans. Others are more specific to
Tumblr but intersect with larger demographic categories, such as
‘cishets’ for cisgender heterosexuals. Our final list of 11 identity
categories, with example labels, is shown in Table 2.

Annotating identity categories. Two authors manually annotated
for the presence of these categories in a random sample of 1200 blog
descriptions, from which we pulled 100 samples for a development
set and 100 for a test set. From our manual annotations, we built
regular expressions to automate annotation. On the development
set, we iteratively added or refined regular expression patterns for
each category. Sometimes it was unclear which category a label
indicated, such as ‘LGBT’ indicating gender, sexual orientation, or
both. In these cases we added the pattern to all categories that may
be indicated (both gender and sexual orientation for ‘LGBT’).

For a subset of identity categories, we compared our regular ex-
pression annotation approach with Naive Bayes and SVM models.
We trained on unigrams and character 1-4grams in the blog descrip-
tions to predict which categories are present. We found that the
regular expressions performed better on the test set (over 80% F1
average compared with under 50%), likely due to the small amount

Figure 3: Proportion of users in our interpretation dataset
who present each identity category.

of available training data. Percentages of users in our interpretation
data training set who present each category are shown in Figure 3.

5.1.1 Category Alignment Features. Let 𝑢 ′ be the user making the
comparison and 𝑢∗ be the user associated with the candidate post
𝑝∗ when applying Φ(𝑝∗). Features included are listed below.

• Category Match (𝑐): A binary variable indicating if 𝑢 ′ and
𝑢∗ both provide identity category 𝑐 .

• Category Mismatch (𝑐): A binary variable indicating if
only one of 𝑢 ′ or 𝑢∗ provides identity category 𝑐 .

• DirectionalCategoryMismatch (𝑐,𝑢 ′, 𝑢∗): Directional ver-
sion of Category Mismatch (𝑐) indicating if 𝑢 ′ provided
identity category 𝑐 but not 𝑢∗, or vice versa.

5.1.2 Label Alignment Features.

• Label Match (𝑐): A count variable indicating the number
of labels used by both 𝑢 ′ and 𝑢∗ in category 𝑐 .

• Label Mismatch (𝑐): A count variable indicating the num-
ber of labels that are unique to 𝑢 ′ + the number of labels that
are unique to 𝑢∗ for category 𝑐 .

• Label Interaction (𝑙 ′, 𝑙∗, 𝑐): A count variable of how many
times 𝑢 ′ used label 𝑙 ′ and 𝑢∗ used 𝑙∗ for category 𝑐 .4.

All text features are normalized to have unit variance over the
training set after generating comparison feature set 𝐶 .

5.2 Profile Images
To extract features from profile images, we used the 1,000-dimension
layer before the softmax layer from ResNet-152 [21], a popular com-
puter vision benchmark that was pretrained on 1,000 image cate-
gories from ILSVRC-2012 [32]. Since we are interested in alignment
between followers and users they follow, we use three different
comparisons between profile image embeddings: Cosine Similar-
ity, Euclidean Similarity, and Vector Difference (element-wise
subtraction between vectors).

4Label interactions across categories were not considered since this would lead to a
very large input dimensionality
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LR SVM MLP

Content 64.65 64.60 66.28
Content + text 77.66* 77.52* 80.86*
Content + image 81.99* 81.81* 89.97*
Content + text + image 87.72* 87.56* 92.81*

Table 3: Learning-to-rank accuracy with text blog descrip-
tion and profile image identity alignment features. Text
identity features include category and label alignment.
∗ 𝑝 < 0.05 compared to the content features (McNemar’s test).
A random baseline would achieve 50% accuracy.

5.3 Content Features
Post content features likely capture much of the signal in content
propagation. In our experiments, we look for any additional signal
provided by self-presentation alignment features above these base-
line features. Note that we do not use actual post content of text,
images, or videos. The wide variety of formats that post contents
take make this inclusion non-trivial, and so we use features that
are uniform across all post types.

• Post Tags: Post hashtags, similarly used byNaveed et al. [29]
to represent post content in predicting content propagation.
All post tags are lowercased and only tags that are used by
more than one user are considered in the tag vocabulary.
Post tag features are binary variables indicating whether the
post contains tag in the vocabulary.

• Note Count: A count variable indicating the number of
notes (likes, reblogs, and comments) attached to the post.
This is included to control for popularity.

• Post Type: A categorical variable indicating the type of the
post. Posts can be of type text, photo, quote, video, audio,
chat, link, and answer. Xie et al. [38] also use the type of post
as their content features in content propagation prediction.

6 PREDICTION MODEL RESULTS
Results on the reblog prediction task are shown in Table 3 for logistic
regression, SVM, and MLP models. We find significant performance
increases with the addition of identity alignment features from both
blog descriptions and profile images, evidence for an association
between identity presentation and content propagation on Tumblr).

Profile image alignment provides a stronger signal for reblog
prediction than alignment in the text blog descriptions. This could
be due to the visual focus of Tumblr [39], the greater expressive-
ness of the feature vectors for image alignment, or both. It is also
apparent that visual and text self-presentation are complementary,
as performance improves with the combination of both signals.

The MLP is the best-performing model on reblog prediction. This
may be explained by its ability to exploit non-linear combinations
of content features with identity information (e.g. when users list a
fandom and a post contains related hashtags).

7 INTERPRETATION
Overall, we find that alignment in self-presented identity labels is
associated with content propagation on Tumblr. However, this tells

Category Category
Features

Label
Features

Content features only 62.69 62.69
+ age 63.25* 66.29*
+ ethnicity/nationality 62.78 63.97*
+ fandoms 62.80 63.49*
+ gender 62.80 64.51*
+ interests 63.35* 65.82*
+ location 63.10* 65.03*
+ personality type 62.69 63.00*
+ pronouns 63.05* 63.89*
+ relationship status 62.82 63.17*
+ sexual orientation 63.10* 63.59*
+ zodiac 62.98* 63.07*
+ all 64.72* 74.30*

Table 4: Learning-to-rank reblog prediction accuracy using
logistic regression on text blog description features for inter-
pretation. Category/Label Features refers to content + cate-
gory or content + label features. Each row refers to a separate
model trained only on the features for that identity category.
∗ 𝑝 < 0.05 compared to a baseline of only content features.

us little about the nature of this effect. For example, are users who
present similar information more likely to reblog each other’s con-
tent? Are users who present dissimilar images and labels less likely
to reblog each other’s content? Or do more unexpected interactions
play an important role?

To investigate the nature of this effect (RQ 2), we focus on the
text blog description features. Our image representations are dense,
continuous vectors that are more difficult to interpret. Although
there have been efforts to improve the interpretability of visual
inference models [25, 33], existing techniques are difficult to apply
to our learning-to-rank setup; we leave this to future work. We
train logistic regression models separately across categories on a
larger dataset including users who provide blog descriptions but
not necessarily profile images. See Table 1 for details on this dataset
and Table 4 for results from these models.

In general, we find that users who give matching labels and
categories are more likely to reblog each other. We also find that
users who give labels that indicate shared values around issues
such as conceptions of gender and sexuality, and shared interests
such as around visual content, are more likely to reblog each others’
content. From the effects we see on content propagation, identity
presentations on Tumblr seem to come across to establish solidarity
and common ground. Specific findings are discussed below.

7.1 Category vs. Label Alignment Effects
The effects of category features are inconsistent across categories
(Table 4). Five out of the 11 categories do not show significant
improvement over the content baseline, while 6 categories do im-
prove: interests, age, pronouns, location, sexual orientation, and
zodiac. For some categories, this is likely due to the presence of the
category itself indicating an alignment of shared values or inter-
ests. Providing pronouns can indicate shared conceptualizations
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Figure 4: Odds ratios for the Category Match and Category
Mismatch features from logistic regression models trained
separately across identity categories. Categories are sorted
by the difference between match and mismatch.

of gender, providing any location an interest in local (often visual)
content, and any zodiac label indicates an interest in astrology.

For other categories, labels are skewed such that providing the
category acts as a proxy for providing popular labels that indicate
shared values or experiences. For example, 54% of users in our
training set who provide an age present an age from 18 to 22, and
30% of users who provide interests list visual interests such as ‘art’,
‘draw’, or ‘photos’. For sexual orientation, only about 10% of users
provide labels that indicate being straight, so providing any sexual
orientation indicates likely belonging to the LGBTQ community.

Label alignment features significantly improve performance over
content features (Table 4), suggesting that matches and mismatches
of identity labels are associated with content propagation. Though
category alignment features for the ethnicity/nationality, fandoms,
gender, and relationship status categories did not significantly im-
prove over the post content baseline, the use of label alignment
features in these categories do lead to significant improvements.
For these categories, we hypothesize that distinctions between spe-
cific label alignments are necessary to indicate shared values or
experiences, rather than simply framing one’s participation in a
kind of interaction by listing any value in the category. For example,
presenting any common gender label, such as ‘male’ or ‘female’,
does not express an ideological position, whereas giving pronouns
can express an ideology on gender issues.

7.2 Category Alignment Interpretation
For all categories except for pronouns and ethnicity/nationality,
models trained with only baseline and category alignment fea-
tures learned positive weights on the Category Match feature
(Figure 4). This indicates that users are more likely to reblog con-
tent from other users who present the same category. Listing one’s
sexual orientation or interests—regardless of the labels used in
these categories—signals that these categories are important to
users’ self-presentation.

relationship status

age sexual orientation

ethnicity/nationality

pronouns

personality type

zodiac
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fandoms

gender
location

Identity category

0.8

1.0

1.2

1.4

1.6
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ds

 ra
tio
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Figure 5: Odds ratios for the Label Match and Label Mis-
match features from logistic regression models trained sep-
arately across identity categories.

The model trained on pronouns placed a negative weight on
category match: both users giving pronouns was associated with a
slight decrease in the likelihood of reblogging (odds ratio = 0.855).
However, if the user deciding whether to reblog presents pronouns
while the user they follow does not, the follower is less likely to
reblog this post (OR = 0.781). There have been calls from transgender
activists for cisgender people to share pronouns to normalize the
practice of not assuming gender.5 Not giving pronouns may signal
that a user does not share a view of gender that encourages listing
pronouns, and we see an association with content propagation.

Similar trends are observed for ethnicity/nationality, where fol-
lowers who present any ethnic or national label are less likely to
reblog users who do not present such labels (OR = 0.609), a stronger
association than the negative weight learned on reblogging between
users who both present the category (OR = 0.662).

For the zodiac category, the model placed most positive weight
on the directional category alignment mismatch in which the user
choosing to reblog presented zodiac but the user providing the post
did not (OR = 2.395). This suggests that users who list zodiac are
more open to propagating content from blogs that do not list zodiac.

In almost all of these categories that showed significant improve-
ment, negative weight was placed on the directional mismatch in
which the user making a decision to reblog does not provide a
category, while the user they follow does. If a user does not place
value in presenting an identity category, they appear less likely to
propagate content from a user who does.

7.3 Label Alignment Interpretation
Models using only baseline and label alignment features learned
positive weight on the Label Match feature for most categories
(Figure 5). Most models learned negative weight on the Label Mis-
match feature. This provides evidence that matches in identity
labels generally increase, and mismatches decrease, the likelihood
of reblogging.
5https://www.glaad.org/transgender/allies, accessed 19 February 2020.

https://www.glaad.org/transgender/allies
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However, weights learned on specific Label Interaction fea-
tures were often higher in absolute value, and thus more informa-
tive, than matches or mismatches. Looking more closely at these
interactions, users who present labels that indicate similar interests
in content often are more likely to reblog each other. For fandoms,
one user listing ‘star wars’ and the other listing ‘reylo’, a popular
character pairing in Star Wars, increased the likelihood of reblog-
ging. For the interests category, users who presented ‘anime’ were
more likely to reblog those who presented ‘design’. Users who pre-
sented ‘gaming’ as an interest were more likely to reblog those
who presented ‘manga’. The model placed negative weight on some
specific interactions that indicated differences in tone, such as users
who listed ‘memes’ as interests reblogging those who list ‘history’.

Other times specific interactions likely indicative of shared ex-
periences were more informative. For example, in the age category,
users presenting similar ages (e.g. users who present an age of 20
following users who present 21), were more likely to reblog each
other’s content. Positive weight was learned on interaction fea-
tures of trans-identified users reblogging users who give no gender
terms (OR = 1.23) and those who give other trans labels (OR = 1.06).
The same holds for users giving ‘non-binary’ as a label: they were
slightly more likely to reblog those who give no gender label (OR =
1.13). This may point to a preference for content from users who
do not specify terms that are explicitly on the gender binary, which
forms the bulk of the extracted gender labels. Similarly, those listing
‘queer’ were less likely to reblog others who present no term for
sexual orientation and who may be more often straight without
giving a label (OR = 0.85). Users presenting ‘straight’ were more
likely to reblog others presenting ‘straight’ (OR = 1.25). Explicitly
cis-identified users were slightly more likely to reblog content from
other cis-identified blogs (OR = 1.02). Note that this feature only ap-
plied to users who explicitly identified as cisgender, not users who
simply did not give any transgender labels. Identifying as ‘cis’, a
relatively new and rarer term for gender, likely shows a knowledge
of the discourse around transgender issues.

8 LIMITATIONS AND FUTUREWORK
In this study, we only observe user behavior (posting profile images,
writing blog descriptions, and sharing posts) and use statistical mod-
els to understand this behavior at scale. User interviews or surveys
may provide more insight on motivations for these behaviors. For
example, what do users themselves say they are trying to signal by
using certain categories or labels in blog descriptions?

We use a regression-based analysis on records of naturally oc-
curring interaction to find associations between identity alignment
and content propagation. While this approach allows us to make
correlational conclusions, we cannot draw any conclusions regard-
ing causality. Though we sample scenarios where it is likely that
users will see both posts in our comparisons, Tumblr’s own rank-
ing of posts in users’ dashboards has an effect that is difficult to
measure. Other factors such as what users are known as authorities
on certain issues may also have an effect on reblogging behavior. A
larger sample of users may provide a more comprehensive picture
of the relationship between identity and content propagation on
Tumblr. Narrowing in on particular communities within Tumblr
could reveal community-specific responses to self-presentation.

Since our datasets contained up to five data points for each re-
blogged post, each time paired with a different non-reblogged post,
there is a concern that the model could somehow be memorizing
reblogged posts. We split our dataset randomly, and so this would
especially be a concern if a reblog appears in both training and
test sets paired with different non-reblogged posts. However, we
checked the results on a smaller sample without duplicate reblogged
posts and the results and feature weights were very similar.

In future work, profile image alignment could be interpreted
based on the 1,000 ILSVRC-2012 categories [32]. We could also
explore image features relevant to Tumblr profile images, such as
drawings and cartoons versus human faces, or facial expressions
and emotions [4]. Complementary effects from visual and textual
self-presentation could then be investigated. Identity alignment
features could also be extracted from blog names.

Nonlinear feature combinations used by theMLP could be investi-
gated. For example, do certain post hashtags increase the likelihood
of reblogging in combination with profile images or blog descrip-
tion features? Tumblr has a particular emphasis on identity, so it
remains to be seen what effects hold in other social media contexts.

9 ETHICS AND PRIVACY
Tumblr profile images and blog descriptions contain sensitive per-
sonal information, so care was taken to protect users’ privacy and
remove the possibility of identifying any blogs in this study or am-
plifying any content from these blogs [14]. We only included public
Tumblr blogs accessible without a Tumblr log-in. All examples of
blog descriptions, except the staff Fandom account in Figure 1, have
been fabricated so as to not easily trace back to any individual
blog [6]. Though researchers did view blog descriptions and profile
images, these descriptions were not matched with blog names or
URLs, which were also never used in analysis.

Regular expression patterns for identity label annotation were
constructed from aggregate blog description n-grams, and are not
shared. Only labels occurring in more than one blog description
were extracted to protect any users who used unique labels. Simi-
larly, hashtags were only considered in aggregate, and we removed
any hashtags used by only one blog for feature extraction.

We did not construct classifiers that predict user identity at-
tributes from text or images. However, our classifiers did include
self-presentation features in predicting content propagation. This
approach could possibly be used for targeted marketing, though
this is not the intended purpose of this work, and no classifiers,
data, or feature extractors have been made publicly available.

10 CONCLUSION
To explore the effect of identity-based features on content propaga-
tion on Tumblr, we constructed a machine learning task predicting
which posts users propagate among posts they would have likely
seen. We found that features from profile images and text descrip-
tions were informative for predicting content propagation between
users. Visual and textual self-presentation information provided
complementary signals. Investigating the nature of this effect for
text features, we found that users who presented similar identity
categories and labels were generally more likely to reblog each
other’s content. Specific interactions between labels were also an
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informative part of this signal; users who presented labels that in-
dicated shared interests in content or shared values around gender
and sexuality, for example, were more likely to reblog each other.

These results suggest that homophily may support content prop-
agation, though we caution that the pattern we have identified
is only correlational. This raises the question of what the most
effective balance between homophily and diversity would be to
support content propagation while encouraging communication
across subcommunities.
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