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Abstract

Large Language Models (LLMs) are consistently improving at increasingly real-
istic software engineering (SE) tasks. In real-world software stacks, significant
SE effort is spent developing foundational system software like the Linux kernel.
Unlike application-level software, a systems codebase like Linux is multilingual
(low-level C/Assembly/Bash/Rust); gigantic (>20 million lines); critical (impact-
ing billions of devices worldwide), and highly concurrent (involving complex
multi-threading). To evaluate if machine learning (ML) models are useful while de-
veloping such large-scale systems-level software, we introduce KGYM (a platform)
and KBENCHSYZ (a dataset). The KGYM2 platform provides a SE environment
for large-scale experiments on the Linux kernel, including compiling and running
kernels in parallel across several virtual machines, detecting operations and crashes,
inspecting logs, and querying and patching the code base. We use KGYM to fa-
cilitate evaluation on KBENCHSYZ, a crash resolution benchmark drawn from
real-world Linux kernel bugs. An example bug in KBENCHSYZ contains crashing
stack traces, a bug-reproducer file, a developer-written fix, and other associated
data. To understand current performance, we conduct baseline experiments by
prompting LLMs to resolve Linux kernel crashes. Our initial evaluations reveal
that the best performing LLM achieves 0.72% and 5.38% in the unassisted and
assisted (i.e., buggy files disclosed to the model) settings, respectively. These
results highlight the need for further research to enhance model performance in
SE tasks. Improving performance on KBENCHSYZ requires models to master new
learning skills, including understanding the cause of crashes and repairing faults,
writing memory-safe and hardware-aware code, and understanding concurrency.
As a result, this work opens up multiple avenues of research at the intersection of
machine learning and systems software.

1 Introduction

In recent years, there has been significant progress in using code LLMs (like CodeWhisperer [Amazon,
2023] and CoPilot [GitHub, 2021]) in all stages of the software cycle, including development,
debugging, and testing. Despite being trained on large and complex open-source projects, LLMs are
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38th Conference on Neural Information Processing Systems (NeurIPS 2024) Track on Datasets and Benchmarks.



often benchmarked on test sets like EvalPlus [Liu et al., 2023a], HumanEval [Chen et al., 2021], and
APPS [Hendrycks et al., 2021] which are about3 to get saturated [Ott et al., 2022] . While useful,
these benchmarks represent “green-field” SE by isolating coding to the task of solving programming
puzzles. Unfortunately, such puzzles do not reflect the intricacies involved in everyday reasoning and
solving of complex bugs in production-ready software.

Hence, newly introduced benchmarks (like SWE-Bench [Jimenez et al., 2024]) try to bridge the gap
between existing tasks and realistic SE in “brown-field” environments, where LLM assistants edit,
debug, and test production-ready software. Such benchmarks capture a more realistic SE setting:
given a software repository, a natural-language (NL) description of a problem or feature request, and
a set of held-out executable test cases, edit the repository so that the test cases pass.

Our work moves one step further along the same trajectory, by introducing a drastically more
challenging SE benchmark for future assistants. Specifically, we target crash resolution in the Linux
kernel [Lin]: given a state of the Linux codebase, a crash report, and the crash-inducing input, the
target is to repair the codebase such that the input no longer triggers a crash. To that effect, we build
an execution environment, KGYM, and corresponding benchmark, KBENCHSYZ.

Why Linux? The Linux Kernel spans over 20M lines of code spread across 50k files. It has been in
open-source development for decades and is deployed on billions of devices worldwide, including
cloud infrastructures, desktops, and over three billion active Android devices [And]. Although the
criticality of Linux itself justifies a benchmark built around it, KBENCHSYZ also tests LLM assistants
on new and generalizable SE skills beyond what is available today:

• Low level: Linux is a systems codebase written in a mixture of C, Assembly (for multiple
hardware architectures, like x86, ARM, etc.), Bash, and Rust, sometimes intermingled in the
same file (e.g., in Assembly embedded in C). As a result, the implementation must be hardware-
aware and memory-safe, in contrast to userspace code (often hardware-agnostic) and code in
managed languages such as Python (the runtime abstracts away memory and hardware details).

• Concurrent: Linux code is highly concurrent and non-deterministic, with many kernel bugs
caused by hard-to-reproduce thread interleavings, leading to deadlocks, race conditions, and
atomicity violations ("Heisenbugs"). To resolve such bugs, the model must be able to learn
and reason about the different interleaving schedules across concurrent threads. Moreover, a
corresponding benchmark platform must work with flaky test oracles—the bug is sometimes
observed, but not always—unlike existing benchmarks, which rely on deterministic oracles.

• Ambiguous Intent: Unlike application-level SE tasks that start with an NL description of
a problem, the root cause in a crash report is often unknown, hard to reproduce, and must
be identified before it can be resolved. This makes for a challenging task, both in terms of
ambiguity and the underlying dependence on myriad behaviors of the complex kernel.

• Decentralized Development: Linux development is highly decentralized; a recent version
(v6.3) saw contributions from ∼ 2k developers, with 513k lines deleted and 644k lines added
[RV6]. Such decentralized development is managed by splitting the kernel into subsystems,
each with head maintainers. Consequently, each subsystem has unique coding conventions,
including custom memory allocators, complex data structures, and specific coding templates.

KBENCHSYZ consists of 279 Linux-kernel bug-resolution samples. Each consists of (i) a commit-id
that specifies a kernel code-base exhibiting the bug crash; (ii) a crash report containing one (or more)
crash stack traces; (iii) a reproducer (i.e., a crashing test input program); (iv) a developer-written
and vetted patch that, when applied to the kernel code-base, fixes the root cause of the crash and
results in an operational kernel; and (v) compilation and execution configuration files for the above.
Additionally, it provides detailed email discussions between kernel developers leading to a bug’s
resolution. The samples are diverse, covering multiple critical subsystems, exhibiting various crash
types, and requiring fixes from a single line to many lines across multiple functions and files.

KBENCHC. We have also curated and released a larger dataset of 504 Linux-kernel bugs. KBENCHC
and KBENCHSYZ differ in the artifact used to reproduce the kernel bugs. While KBENCHSYZ uses a
syz reproducer file (explained in Section 2) to reproduce the bugs, KBENCHC uses a C code snippet
that has been derived (translated) from the original syz reproducer.

For the remainder of this paper however, we describe and report results on KBENCHSYZ.
3https://evalplus.github.io/leaderboard.html
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Figure 1: KGYM Pipeline. Input to KGYM is a KBENCHSYZ bug consisting of a kernel crash and
a crash reproducer file. To reproduce the bug, KGYM compiles the buggy kernel version and runs
the reproducer file. Next, the LLM is prompted with the kernel bug (along with the crash trace) to
generate potential patch(es). Each code patch is given to KGYM, which then applies the patch to
the buggy kernel version, compiles the entire kernel, and subsequently executes a reproducer file to
check if the bug has been successfully resolved.

KGYM provides an execution platform for ML-assisted SE to address challenges in KBENCHSYZ.
It is scalable, user-friendly, and capable of (a) compiling hundreds of Linux kernel versions, (b)
applying patches to buggy kernels, and (c) executing bug reproducers to either replicate a Linux
kernel bug or confirm crash resolution after a patch. A sample end-to-end run of KGYM is shown in
Figure 1. As depicted, KGYM facilitates a typical debug-patch-test cycle, where given a crash report
an LLM is called to generate a code patch (or Top-K patches). KGYM then applies the patch to the
buggy kernel, runs the reproducer, and returns results: which can be another crash or a successful
resolution. Key features of KGYM for KBENCHSYZ include parallel execution across VMs and
replicated test execution to manage non-determinism. Equipped with parallel execution, KGYM
can run hundreds to thousands of iterations of this loop within a day with limited resources, thus
supporting further research in AI-assisted SE and low-level systems software.

Using KGYM, we first reproduced all 279 bugs in KBENCHSYZ and then used LLMs in the pipelines
to fix them. In this process, we ran over 17k kernel jobs using both open-source and state-of-the-art
LLMs. In both RAG-based assisted (5.38%) and unassisted (0.72%) settings, our results show that
even the best LLMs perform poorly on Linux kernel crash resolution, suggesting that KBENCHSYZ
is poised to establish itself as the next frontier benchmark for LLM-assisted SE.

In what follows we list the different kernel bug components, provide details about KGYM, describe
how we collected KBENCHSYZ, and present initial crash-resolution results using popular LLMs.

2 Background: Continuous Testing via Syzkaller in Syzbot

To enhance Linux kernel security, the security community has developed numerous fuzzing tools
over the past decade [Syz, Tri, Schumilo et al., 2017, Kim et al., 2020]. These tools automatically
mutate and prioritize inputs to test the kernel, aiming to find bugs that developers can eventually
resolve. We choose Syzkaller [Syz] to construct KBENCHSYZ as it is a widely-used open-source
testing service for the Linux Kernel, where developers post, discuss, and fix kernel bugs. To date,
more than 5k Syzkaller-detected kernel bugs have been reported and fixed, far surpassing the total
bugs detected in the two decades before Syzkaller’s inception in 2016 [CVE].

Syzkaller generates inputs resembling user-space programs by mutating a domain-specific language
(DSL) called syz and can optionally translate this into a C program. Thus, the input to a kernel is
itself a program containing a sequence of up to 10 Linux kernel system calls. The specifics of the syz
DSL and how Syzkaller mutates the input are beyond the scope of this paper; what is relevant is that
the input to each KBENCHSYZ sample is a user-space program produced by Syzkaller, which we also
refer to as the Reproducer. For the bugs in KBENCHC, the input to each sample is the C program
translation of the Syzkaller user-space program. Unlike the syz program which is relatively short, the
C translation can be arbitrarily long as it directly depends on the output of the translation procedure.
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KASAN: slab-use-after-free Read in
xsk_diag_dump
Status: fixed on 2023/10/12 12:48
Subsystems: net  bpf
Reported-by: syzbot+822d1359297e2694f873@syzk....

3

Cause bisection: introduced by (bisect log) :
commit 18b1ab7aa76bde181bdb1ab19a87fa95...
Author: Magnus Karlsson <magnus.karlss...>
Date: Mon Feb 28 09:45:52 2022 +0000

  xsk: Fix race at socket teardown

2
Fix commit: 3e019d8a05a3 xsk: Fix xsk_dia...1

=============================================================
BUG: KASAN: slab-use-after-free in xsk_diag_put_info 
BUG: KASAN: slab-use-after-free in xsk_diag_fill 
BUG: KASAN: slab-use-after-free in xsk_diag_dump+0x1573/0x15c0 
Call Trace:
 <TASK>
 __dump_stack lib/dump_stack.c:88 [inline]
 dump_stack_lvl+0xd9/0x1b0 lib/dump_stack.c:106
 print_address_description mm/kasan/report.c:364 [inline]
 print_report+0xc4/0x620 mm/kasan/report.c:475
 kasan_report+0xda/0x110 mm/kasan/report.c:588
 xsk_diag_put_info net/xdp/xsk_diag.c:21 [inline]
 xsk_diag_fill net/xdp/xsk_diag.c:114 [inline]
 xsk_diag_dump+0x1573/0x15c0 net/xdp/xsk_diag.c:163
 netlink_dump+0x588/0xca0 net/netlink/af_netlink.c:2269
 __netlink_dump_start+0x6d0/0x9c0 net/netlink/af_netlink.c:2376
 netlink_dump_start include/linux/netlink.h:330 [inline]
 xsk_diag_handler_dump+0x1a6/0x240 net/xdp/xsk_diag.c:190
 __sock_diag_cmd net/core/sock_diag.c:238 [inline]
 sock_diag_rcv_msg+0x316/0x440 net/core/sock_diag.c:269
 netlink_rcv_skb+0x16b/0x440 net/netlink/af_netlink.c:2549
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Repro: C syz .config

Figure 2: A sample kernel bug from Syzkaller [Bug]

Syzbot is an open-source platform that continuously runs Syzkaller on numerous kernels spanning
multiple versions, architectures, and branches; testing them against various fault detectors. These
detectors range from simple ones that detect kernel deadlocks or crashes (a.k.a., kernel “panic”,
when the kernel reaches an irrecoverable fault state) to complex ones looking for high-priority
assertion violations. Many such detectors are called sanitizers[Stepanov and Serebryany, 2015, Con,
Serebryany et al., 2012, Add], which typically look for concurrency and memory-safety issues. For
instance, KASAN, the Kernel Address Sanitizer[Serebryany et al., 2012], detects memory corruption
such as out-of-bounds reads and use-after-free accesses. Whenever a fault detector is triggered during
a Syzkaller run, a kernel crash report is posted on a public Syzbot site (Figure 2). Kernel developers
discuss the report, propose fixes, and the crash is considered resolved when the reproducer no longer
triggers the crash and a maintainer accepts the fix.

We collect KBENCHSYZ samples (as shown in Figure 2) from the reported and fixed bugs on Syzbot.
More specifically, for each bug, we collect

i. Commitbug: the specific kernel commit id exhibiting the crash.
ii. Config : a file that specifies options and flags needed to correctly compile the Linux kernel.

iii. Reproducer: the bug reproducer ( 3 in Figure 2) that triggers the crash.
iv. Commitfix and Fix (gold fix): fix commit id and developer patch that resolves the bug ( 1 ).
v. Crashbug: the crash report and stack traces generated at the commit id Commitbug ( 4 ).

vi. Bisect: a cause-bisection commit identifying the first commit that exposed the bug (available
for ∼ 20% of bugs) ( 2 ).

vii. Email: email discussions of developers about the bug. This is included as auxiliary information
for bug localization, explanation, and repair research.

3 KGYM: A Scalable Platform for Kernel Bug Reproduction and Resolution

KGYM is a scalable, flexible, extensible, and user-friendly platform for research using LLM-assisted
tools on Linux Kernel SE problems. Below, we list the inputs to KGYM and the different actions
that KGYM provides to a user (here “user” can refer to an AI agent) to apply patches, build kernels,
and run reproducers (Figure 1). We highlight two important functionalities of KGYM, Kbuilder and
Kreproducer. For an in-depth explanation of KGYM’s architecture, see Appendix 3.

Inputs: From the features discussed in Section 2, we only need the commit id, the Config, and the
Reproducer to reproduce a bug using KGYM. Additionally, we provide a crash report to the LLM to
help it generate a patch. Using these inputs, KGYM can perform the list of actions mentioned below.

Build: For kernel crash resolution, we must first enable the building of kernels at specified commit
ids. We provide a kernel-building API supported by Kbuilder, that focuses on compiling a kernel
based on user specifications. These include a git-url, a commit-id (e.g., Commitbug), a kernel-config
(Config), a compiler, a linker, a hardware architecture (currently amd64), and a userspace image
(options: buildroot, debian-bullseye, debian-buster, debian-stretch).
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Reproduce-Bug: Once the user builds a kernel, the next step is to run the Reproducer to generate
the crash report. We provide a bug-reproducing API supported by Kreproducer. This API requires (i)
a pre-compiled disk image (from Build) and (ii) a Reproducer file. Kreproducer launches a VM
with the image, monitors the reproducer’s execution, and collects kernel panic information if a crash
occurs. Thus, using Reproduce-Bug, we can generate and collect the crash report for the Linux
kernel bug. However, since many bugs are non-deterministic, running the reproducer once may not
suffice. A Parallel-Reproduce action launches multiple VMs to run Reproduce-Bug in parallel,
increasing the chances of reproducing the kernel crash.

Retrieve-File: After obtaining the crash report, the next steps are to (i) retrieve relevant code files
from the Linux codebase, (ii) inspect these files, and (iii) suggest a patch. The Retrieve-File
action fetches files from the Linux codebase at a specific commit-id by checking out the correct
commit and retrieving the specified files.

Patch: The input prompt to the LLM is constructed using the crash report and retrieved files. The
LLM then generates a fix, which can be applied to the codebase at the specified commit-id. To check
for crash resolution, the user must first apply the fix, recompile the Linux kernel, and then re-run
the Reproducer. The Patch action facilitates this by taking a patch argument specified in the git
diff format in addition to all the Build action arguments. The Patch action applies the patch and
compiles the kernel. The user can then use this compiled kernel with the Reproduce-Bug action. If
the Reproducer does not crash the kernel within 10 minutes, the bug is considered resolved.

Kernel-Log: For future works that monitor the Linux kernel environment, we provide the
Kernel-log action. When invoked, Kernel-log downloads the Kernel’s ring buffer (dmesg4

output) for inspection after applying and running a patch. Analyzing kernel log changes is challeng-
ing due to its verbosity, often containing hundreds of thousands of lines. Although we believe this
log will become crucial in kernel crash resolution, we leave this as a future research area.

4 KBENCHSYZ

We use the KGYM system explained in Section 3 to curate KBENCHSYZ, a dataset of Linux kernel
bugs and fixes. We then use this dataset to benchmark the efficacy of state-of-the-art LLMs in solving
bugs in production-ready software. In what follows, we explain how we derive a gold standard subset
of bugs from the Syzkaller dataset and then delve into the characteristics of the benchmark itself.

Notion of a Fix: We follow Syzkaller and deem a patch as a valid bug fix if, upon application of the
patch, the kernel remains functional without a crash, after executing the Reproducer.

Retrieving Kernel Versions to Apply Fixes (Commitparent): For many bugs, there can be thousands
of commits between Commitbug and Commitfix because patches for old bugs are often submitted
to the current latest kernel version. Hence, to verify if a patch successfully resolves a crash, we
must first compute the last commit before Commitfix where the bug is still reproducible. This is
Commitparent, which is the parent commit immediately before Commitfix in the git tree.

Filtering a Gold Standard: For each bug, we collect Commitbug, Config, Reproducer, Commitfix,
Fix, and Commitparent (where we will apply the fix). We filter the bugs using three criteria: (1)
The kernel crashes when running Reproducer on Commitbug, (2) The kernel crashes when running
Reproducer on Commitparent, and (3) The kernel does not crash when running Reproducer on
Commitfix. These checks ensure each data point is a valid reproducible bug with a demonstrable fix.

Experiment Caveat: In Section 5, we perform all crash resolution experiments on Commitparent to
allow for a qualitative comparison of the LLM’s suggested patch against the actual Fix. Therefore,
we provide the crash report generated at Commitparent as part of the input prompt to the LLM.
Using KGYM, we run every bug in KBENCHSYZ and collect Crashparent, the crash report observed
when running the Reproducer on Commitparent. Consequently, each data point in KBENCHSYZ
is characterized by a seven-tuple: (Commitbug, Config, Reproducer, Commitfix, Commitparent,
Crashparent, Fix). It is important to note that crash resolution can still be attempted on Commitbug.
But due to the thousands of commits between Commitbug and Commitparent, the correct solution for
Commitbug may differ vastly from the Fix. In the following section, we perform some quantitative
studies of KBENCHSYZ to better understand the characteristics of this benchmark.

4https://en.wikipedia.org/wiki/Dmesg
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4.1 Characteristics of the KBENCHSYZ

Table 1: Kernel Versions
Kernel Version Bugs

4.x.x
(2015 onwards) 26

5.x.x
(2019 onwards) 141

6.x.x
(2022 onwards) 112

Table 2: Fix Types
Fix Type Bugs

Single Line 33
Single Function
but Multiline 145

Multi Function
but Single File 57

Multi Files 44

Table 3: Line/File Statistics
Data Type Avg / Max

GF Lines
Changed 14.27 / 147

GF Files
Changed 1.28 / 7

Crashparent
Lines 84.3 / 624

Kernel Versions: The Linux kernel continuously evolves with contributions from thousands of
developers worldwide, resulting in major releases every 3 to 5 years. Additionally, each major version
is supported with updates for almost 10 years after the release. Capturing this diversity is important
in our dataset. Table 1 shows the distribution of kernel versions in KBENCHSYZ, which includes a
range of versions from the past 10 years (versions 4 to 6).

Fix types: To measure performance on varied types of fixes, it is important to ensure fix diversity in
the KBENCHSYZ. Hence, we consciously include kernel bugs with varied fix sizes—from smaller
single-line fixes to larger multi-file fixes. In Table 2, we show a detailed distribution of our dataset.

Line statistics: In addition to fix types, it is important to consider the line/file-level statistics of the
gold fixes (GF) and the kernel crashes in the dataset. In Table. 3, we show the distribution of these
statistics across the Dataset. As shown, the average lines changed in a GF is 14.27 (maximum of
147), and the average files changed in a GF is 1.28 (maximum of 7). Similarly, we observe that the
kernel crash report is very verbose with an average of 84.3 and a maximum of 624 lines respectively.

Fix Distribution Over Time: To better understand the temporal distribution of fixes in KBENCHSYZ,
we study the number of Linux bug fixes accepted each year from 2018 to 2023. As shown in Table 4,
KBENCHSYZ has temporal diversity with many bugs from recent as well as past years.

Git Tree: Syzkaller has discovered bugs in numerous git trees of Linux. However, for the initial
version of KBENCHSYZ, we stick to the mainline git tree and will eventually expand to other trees.

Subsystem Distribution: The Linux kernel is broken down into individual subsystems to streamline
maintenance and development. Each kernel subsystem is actively maintained by a unique team
of kernel experts. As a result, KBENCHSYZ should ideally have diverse bugs spanning multiple
subsystems. As shown in Figure 3, KBENCHSYZ has bugs from 72 subsystems with net (network),
usb and fs (filesystem) being the three biggest categories.

Figure 3: Subsystem Distribution

Year Number of Fixes
2023 79
2022 82
2021 34
2020 44
2019 20
2018 20

Table 4: Fix Distribution Over Time

5 Experiments

We conduct extensive baseline experiments to benchmark state-of-the-art LLMs on KBENCHSYZ.
We describe how we construct the input prompt, list the open and closed LLMs used, outline the two
testing settings, and present a qualitative and quantitative analysis of the results.
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5.1 Models

Closed LLMs: We conduct experiments on state-of-the-art closed LLMs like GPT-3.5 Turbo, GPT-4
Turbo, Claude-3 Sonnet, and Gemini-1.5 Pro. For GPT-3.5 Turbo, we use a maximum context length
of 16k tokens. For more powerful models like GPT-4 Turbo, Gemini-1.5 Pro, and Claude-3 Sonnet,
we use a maximum context size of 50k tokens to stay within budget constraints.

Open LLMs: We also experiment with the Llama series of open-source instruction-tuned LLMs
like Code Llama-7b-Instruct, Code Llama-13b-Instruct, Code Llama-34b-Instruct, and Llama-3-8B-
Instruct. To stay within resource constraints, we restrict ourselves to a maximum context length of
16k tokens.

5.2 Input Prompt

To generate viable kernel patches, we provide meaningful context in the LLM’s input prompt. For
each bug in KBENCHSYZ, the prompt includes Crashparent and relevant C files (Section A.3). Since
Linux Kernel files can be thousands of lines long, prompts often exceed the maximum context lengths
of LLMs. Therefore, we run experiments on smaller subsets of KBENCHSYZ, detailed in Section 5.3.

5.3 Evaluation Settings

An important part of the input prompt is a set of C files relevant to the crash report. Given the Linux
kernel’s vast size, selecting the most relevant files is challenging. Following SWE-Bench [Jimenez
et al., 2024], we use a retrieval-based system for this task and evaluate each LLM in two settings:(1)
oracle retrieval and (2) sparse retrieval. It is important to note that in both settings, we limit the kernel
crash report to a maximum of 10k tokens to keep enough space for the relevant C files.

Oracle Retrieval: In this setting, we parse the actual developer Fix and collect the modified files.
Each modified file is included in the prompt, and the LLM is asked to generate a patch for these files.
This assisted setting makes the task easier, but we are forced to skip the bug if all Oracle files do not
fit into a single prompt. This reduces the number of bugs to 117 for models with a 16k context size
(e.g., GPT-3.5 Turbo and Llama models) and 228 for models with a 50k context size (e.g., GPT-4
Turbo, Claude-3 Sonnet, and Gemini-1.5 Pro).

Sparse Retrieval: In the unassisted setting, the bug is first localized to a set of C files before the LLM
generates a patch. This localization can be done using many techniques. Dense retrieval mechanisms
are ill-suited [Jimenez et al., 2024] because of the sheer scale of the Linux kernel (> 20M lines and
> 50k files). Hence, using CrashParent as the key, we adopt a sparse retrieval method like BM25 to
retrieve the top 3 files to modify. Once we get the top 3 files, we add as many files as possible to the
input prompt without exceeding the context limit. However, we intentionally skip a kernel bug if we
cannot fit a single file. For models with a context length of 16k, the number of bugs is reduced to 227,
and for a longer context length of 50k, we get 275 bugs. Please refer to Table 10 in the Appendix for
a tabular view of the model variants against their respective KBENCHSYZ subsets.

Table 5: BM25 Recall for different values of Top-K and
context lengths. All, Any and None denote complete, partial,
and no overlap with oracle files respectively.

BM25 Recall
16K 50K

Top K All / Any / None All / Any / None
3 1.76 / 0.00 / 98.24 2.91 / 0.00 / 97.09
5 3.96 / 0.44 / 95.6 5.10 / 0.36 / 94.54

10 6.61 / 0.00 / 93.39 7.64 / 0.00 / 92.36
20 9.69 / 0.44 / 89.87 10.54 / 0.36 / 89.10

BM25 Efficacy: To evaluate BM25,
we compare its retrieval predictions
against the set of Oracle files. As
shown in Table 5, as we retrieve more
predictions from BM25 by increas-
ing K from 3 to 20, the number of
samples for which BM25 returns a
superset of the oracle files increases
from 1.76% to 9.69% for a 16k con-
text length and from 2.91% to 10.54%
for a 50k context length. As evident
from Table 5, there is a lot of scope
to improve bug localization using a
given kernel crash report. However,
these results are unsurprising, because if we set K to 3 and assume a single Oracle file, the probability
of correctly including the Oracle file in 3 random choices from the 50k files in the Linux kernel is
0.006. Thus, in contrast to random guessing, BM25 does a reasonable job.
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5.4 Quantitative Analysis of Patch Generation

Querying LLMs: To stay within budget and API constraints, we query each LLM differently. For
GPT-3.5 Turbo and GPT-4 Turbo APIs, we ask for the top-10 likely patches. By extracting 10 outputs
(instead of 1), the total cost increases by only 20-30% as the long input context exhausts most of
the budget. The Gemini-1.5 Pro API does not provide a parameter for multiple outputs, but as it is
currently free to use, we query Gemini 10 times with the same input tokens. There is also no such
parameter for the paid Claude-3 Sonnet API, so we conduct experiments with a single output to limit
costs. As such, the Claude API metrics should likely improve if 10 outputs are considered.

Compute: To run the crash resolution experiments using KGYM at scale, we employ 11 VMs hosted
on Google Cloud. Each VM is a c2-standard-30 Google Compute Engine (GCE) instance.

Table 6: Patch Application and Bug Solve Rates using state-of-the-art LLMs. CL stands for CodeL-
lama and L3 stands for LLama-3. All % numbers are calculated for the entire 279 bugs in KBENCH-
SYZ. We ran over 17, 000 kernel jobs using KGYM to quantify these results.

Patch
Results

GPT-3.5
Turbo

CL
7b

CL
13b

CL
34b

L3
8B

GPT-4
Turbo

Claude
3 Sonnet 5

Gemini
1.5 Pro

Top-N (1, 10) (1) (1) (1) (1) (1, 10) (1) (1, 10)
Oracle Apply % (1.43, 15.41) 9.68 0.72 15.41 0.36 (20.07, 56.99) 27.60 (22.22, 45.52)

Solve % (0, 1.08) 0 0 0 0 (1.08, 5.38) 1.79 (0.72, 3.58)

BM25 Apply % (13.26, 40.86) 20.79 0.72 40.14 1.08 (15.77, 55.20) 28.67 (12.19, 24.37)
Solve % (0.36, 0.36) 0 0 0 0 (0, 0.72) 0 (0, 0)

Patch Application Rate: As part of the input prompt, we ask the LLM to generate a git diff patch
for KGYM to apply to the codebase. However, we observe that current state-of-the-art LLMs often
struggle to generate syntactically valid patches with the correct diff structure. This issue has also
been noted in other works like SWE-Bench [Jimenez et al., 2024]. Table 6 shows the patch application
rate (Apply %) for each LLM in both the Oracle and BM25 settings to illustrate the prevalence of this
problem. Amongst the 50k context models (GPT-4 Turbo, Claude-3 Sonnet, and Gemini-1.5 Pro),
GPT-4 Turbo achieves the highest application rate as it generates well-formed patches for more than
half the bugs in both the Oracle (56.99%) and BM25 settings (55.2%). For the remaining 16k context
models, we notice the highest Apply % for GPT-3.5 Turbo in both settings (15.41% and 40.86%).

Bug Solve Rate: In addition to the patch application rate, we also measure % of semantically
valid patches, i.e., the % of bugs solved when successfully applying the patch (Solve %). Amongst
the 50k context models, GPT-4 Turbo has the highest solve rate of 5.38%, solving 15 bugs in the
Oracle setting. However, in the BM25 setting, due to poor retrieval performance, only GPT-4 Turbo
has a non-zero solve rate of 0.72% indicating that more research is needed to improve kernel bug
localization and resolution. For the 16k context models, GPT-3.5 Turbo has the highest solve rates of
1.08% and 0.36% in the Oracle and BM25 settings respectively. Unfortunately, the solve rates for all
the Llama models are 0% in all scenarios.

Union: Upon inspecting all the correct LLM patches, we note 29 unique bug ids from a total of 36
solved bugs. Hence, combining the patches from all the models results in a solve rate of 10.39%.

Overall, we observe that state-of-the-art LLMs struggle to effectively resolve Linux kernel bugs due
to the sheer complexity and scale of the problem. As a result, we believe that there is a lot of scope
for research to make LLMs effective in this domain. In the following section, we will qualitatively
analyze an example patch from GPT-4 Turbo and compare this to the actual Fix.

5.5 Qualitative Analysis of Patch Generation

Figure 4 shows an example of a memory leak bug in KBENCHSYZ. The crash report (left) includes
a stack trace with cinergyt2_frontend_attach highlighted in red, which is the buggy function
that is modified in the Fix. On the right, we compare the actual Fix by a developer with a successful
patch suggested by GPT-4 Turbo. The model’s patch correctly localizes the bug but is less nuanced
and safe than the developer’s solution. The developer’s fix ensures memory safety and follows coding
conventions, while the model’s patch uses kfree, which can cause issues if the memory was not

5Top-10 results for Claude-3-Sonnet were skipped due to budget constraints
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Model Patch

Gold Patch

Crash Reportmemory leak in cinergyt2_fe_attach

unreferenced object 0xffff88810f184800 
(size 2048):comm "kworker/0:2", pid 3811, 
jiffies 4294945642 (age 13.860s)
hex dump (first 32 bytes):
   00 00 00 00 00 00 00 00 54 65 72 72 61 54
   2f 71 61 6e 75 20 55 53 42 32 2e 30 20 48
backtrace:
   kmalloc include/linux/slab.h:552 [inline]
   kzalloc include/linux/slab.h:682 [inline]
   cinergyt2_fe_attach+0x21/0x80 drivers/media/
usb/dvb-usb/cinergyT2-fe.c:271
   cinergyt2_frontend_attach drivers/media/usb/
dvb-usb/cinergyT2-core.c:74
   dvb_usb_adapter_frontend_init drivers/media/
usb/dvb-usb/dvb-usb-dvb.c:290
   dvb_usb_adapter_init drivers/media/usb/dvb-
usb/dvb-usb-init.c:84 [inline]
   dvb_usb_init drivers/media/usb/dvb-usb/
dvb-usb-init.c:173 [inline]
   dvb_usb_device_init.cold drivers/
media/usb/dvb-usb/dvb-usb-init.c:287
   usb_probe_interface drivers/usb/core
/driver.c:396
   really_probe drivers/base/dd.c:561
   driver_probe_device drivers/base/dd.c:745
   __device_attach_driver drivers/base/dd.c:851
   bus_for_each_drv drivers/base/bus.c:431
   __device_attach drivers/base/dd.c:919
   bus_probe_device drivers/base/bus.c:491
   device_add drivers/base/core.c:3091

Figure 4: A sample bug patch using GPT-4 Turbo. The left figure shows a stack trace with the buggy
function highlighted in red. The right compares a successfully generated patch by GPT-4 Turbo vs a
human developer. The developer solution first confirms that adap->fe_adap[0].fe is not null and
then uses the function pointer field ops.release to deallocate the structure safely using a custom
memory deallocator. In contrast, the model uses kfree in the generated patch to deallocate the object
which implicitly assumes that the object was allocated memory using kmalloc.

allocated with kmalloc. Despite its shortcomings, the model’s patch can expedite debugging by
highlighting the root cause, guiding the developer in composing a more accurate fix, thereby speeding
up kernel crash resolution.

6 Related Work

Code Modeling and ML for SE. Recent advancements in code LMs have made program synthesis
a reality [Guo et al., 2022, Ahmad et al., 2021, Wang et al., 2021, Feng et al., 2020]. Many efforts
have also scaled these advancements to build models that show amazing code comprehension and
completion capabilities [lla, Rozière et al., 2024, Nijkamp et al., 2023a,b, Fried et al., 2023, Chen
et al., 2021]. Subsequently, many works have adapted code LMs to assist in various SE tasks like
testing [Xia et al., 2024, Wang et al., 2024, Kang et al., 2023], program repair [Dinh et al., 2023,
Gao et al., 2022], commit generation [Liu et al., 2023b], and pull request reviews [Li et al., 2022].
Program repair is the closest research area to this work. However, previous works have not explored
program repair in the context of massive systems-level repositories. We believe this is partly because
performing large-scale experiments on these codebases is very challenging. Hence, we hope that
KGYM will spur research at the intersection of ML and systems-level code.

Benchmarking. The most commonly evaluated application of Code LLMs is code generation. As a
result, there are a plethora of code completion benchmarks. Most benchmarks including HumanEval
[Chen et al., 2021] and others [CodeGeeX, 2022, Austin et al., 2021, Athiwaratkun et al., 2023,
Cassano et al., 2023, Hendrycks et al., 2021, Lu et al., 2021, Puri et al., 2021, Clement et al., 2021,
Ding et al., 2023a, Wang et al., 2023, Lu et al., 2022] mainly assess code completion by providing
in-file context, i.e., the LLM prompts only contain code from a single file. More recent works have
introduced tougher repository-level benchmarks [Shrivastava et al., 2023, Ding et al., 2022, Pei
et al., 2023, Zhang et al., 2023, Ding et al., 2023b, Jimenez et al., 2024]. Among these, SWE-bench
(Jimenez et al. [2024]) is the closest related work as it concentrates on repository-level program repair.

9



However, unlike SWE-bench, KBENCHSYZ focuses on low-level systems code, not generic userspace
code like Python libraries. Additionally, a sample KBENCHSYZ problem has a code context scale
that is 50 times the size of the largest SWE-bench instance. Hence, we believe that progress made
on KBENCHSYZ would reflect advancements in the real-world crash resolution capabilities of ML
models.

7 Limitations

Time Intensive Experiments. Due to the large size of the Linux kernel, compilation and linking of
∼ 50k files takes a significant amount of time. Using a c2-standard-30 machine, the compilation
process takes 15 to 20 minutes. After this, if a patch is correct, the reproducer runs for 10 minutes, and
if incorrect, the kernel crashes within a couple of minutes. Thus, the total feedback time, after patch
application, ranges from 17 to 30 minutes. As such, running kernel experiments is time intensive.

Single Test Reproducer. As KGYM builds upon Syzkaller, it uses a single Reproducer to check if
the crash goes away. As a result, it is possible for an LLM to generate a patch that may work for crash
resolution but may significantly alter code functionality. Thus after the reproducer check, extensive
testing maybe required to ensure that the kernel functions correctly. This can be done by using tools
like Linux Testing Project6 or Linux Kernel Selftests7.

8 Conclusion

In this work, we introduce KBENCHSYZ (and KBENCHC), a new challenging SE benchmark aimed at
Linux kernel crash resolution. To effectively experiment on KBENCHSYZ, we also introduce KGYM,
a platform to execute large-scale kernel experiments. To interact with KGYM, we also provide few
simple APIs. Using KGYM, we run over 17k kernel jobs to report our initial baseline results that
indicate poor performance even when using state-of-the-art LLMs. Thus, we conclude that there is
adequate scope for research to improve crash resolution performance in massive production-ready
systems-level codebases. We hope that by introducing KBENCHSYZ and KGYM, we spur more
efforts that lower the barrier of entry to research at the intersection of machine learning and system
software.
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A Appendix / supplemental material

A.1 KGYM: Background and Architecture

A.1.1 Background: Syzkaller

Despite Syzkaller’s many features, in practice, it is challenging to conveniently leverage Syzkaller to
perform large-scale experiments on the Linux kernel. As a result, Syzkaller is often out of reach for
the average code ML researcher but is routinely used by experienced kernel developers.

Syz-build and Syz-crush: With this in mind, we implement KGYM- a platform for ML-for-code
researchers that is scalable and easy to use. We allow researchers to compile, execute, and monitor
Linux kernels at scale by invoking a few simple APIs! To realize this goal, we first isolate and re-use
some components of Syzkaller to build the basic blocks of KGYM. As shown in Figure 5, the two main
components in KGYM are Kbuilder and Kreproducer. Kbuilder is designated the task of compiling
a kernel when provided with a kernel config file and a specific Git commit id. When executing
Kbuilder, we invoke Syzkaller’s syz-build utility - a robust tool developed in the Go language to
compile various Linux kernel versions. Kreproducer on the other hand, executes a set of inputs (i.e.,
a reproducer file) on a pre-compiled kernel image. When we call Kreproducer, we internally invoke
Syzkaller’s syz-crush module to run either C programs or Syzkaller’s domain-specific language (DSL)
to reproduce identified bugs.

Scaling Kernel Compilation and Test Execution: The main advantage of using the KGYM system is
that it can massively parallelize both the compilation of kernels as well as the execution of reproducer
files. In our everyday experiments, we seamlessly run KGYM on 10 VMs, achieving a speed of
720 kernel compilations and reproducer executions within 24 hours. The ability to perform kernel
experiments at this scale makes it practical and feasible for researchers to conduct tangible research at
the intersection of LLMs and kernel bugs. In the following section, we delve into the fine architectural
details of KGYM that make this possible.

A.1.2 Architecture

Figure 5: The KGYM Architecture

KGYM: KGYM is a scalable, flexible, extensible, and user-friendly platform for experimentation on
the Linux Kernel. In what follows, we expand on each component of the KGYM Architecture and
then summarize the merits of KGYM.

Kbuilder: Kbuilder purely focuses on the task of compiling a kernel according to the user’s specifi-
cations. These specifications include (1) git-url - a URL to the git tree of the kernel, (2) commit-id
- a specific git commit id, (3) kernel-config - the set of config values to use when compiling the
codebase, (4) user-img - the userspace image to run the compiled kernel on (currently we give four
options - buildroot, debian-bullseye, debian-buster and debian-stretch) , (5) compiler -
the choice of either gcc or clang to compile the kernel, (6) linker - the choice of either ld or ld.lld
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to link the modules, (7) arch - the architecture of the compiled kernel (currently we only support
amd64) and (8) patch - an optional patch specified in a git diff format.

Using the above inputs, Kbuilder clones the git repository, performs a git checkout to the specified
commit id, applies the patch if provided, compiles the kernel with syz-build using the compiler, linker
and kernel config, places the kernel in the userspace image and finally uploads the entire disk-image
to Google Cloud Storage. Note, as it takes a long time to even clone the Linux kernel (10 to 20
minutes), we optimize this step by caching Linux codebases from different git trees, thus allowing us
to start the build process from the git checkout step.

Kreproducer: After compiling the Linux kernel and storing the disk image, we then execute the
reproducer file using Kreproducer. As Syzkaller runs all of its fuzzing operations on GCE (google
cloud engine) instances, we try to replicate this reproduction environment to maximize our chances
of reproducing a bug. Hence, Kreproducer uses a pre-complied disk image (either from Kbuilder
or otherwise) to launch a GCE instance and runs a reproducer file that internally invokes a series of
system calls on the kernel. Kreproducer then monitors and collects important information during
the execution. If the reproducer file crashes the instance, Kreproducer will collect kernel panic
information from the serial port output of the instance. However, if the reproducer file does not crash
the kernel, the reproducer continues to run until the maximum time elapses (10 minutes by default).
Hence using Kreproducer we can effectively determine if the bug has been resolved or if the bug
persists.

Scheduler: One of the main reasons why KGYM is scalable is because of the architectural design
of the scheduler. When a user submits a batch job containing hundreds of kernel compilations and
executions, the scheduler inspects each job and delegates parts of each job to either the Kbuilder or
Kreproducer. Additionally, as multiple Kbuilders/Kreproducers can be hosted on separate VMs, the
scheduler can coordinate the execution of multiple jobs at a time. The scheduler keeps track of each
job and its execution state in a lightweight SQLite3 database. We also provide an easy web UI that
queries this database to provide real-time updates on each job.

Clerk: To make scheduling of jobs even easier, we offer Clerk - a client-side library that exposes
many APIs for kernel building and reproducer file execution. Each API internally invokes the
scheduler to run different kinds of jobs. Armed with KGYM and Clerk, code LLM researchers can
now schedule kernel experiments with just a few lines of python code!

KGYM Workflow: We complete our explanation of KGYM with a dry-run of a representative
kernel job. In this example, we assume that the kernel job involves both a kernel compilation and a
reproducer file execution. As shown in Figure 5, we first issue this job using the Clerk library. The
scheduler inspects the incoming job and notes two sequential and dependent steps - (a) building a
kernel and (b) running a reproducer on the built kernel. To complete the first step, the scheduler issues
a Kbuilder job using the message broker RabbitMQ (arrow 1 ). RabbitMQ then finds an available
Kbuilder VM and issues this new job to the running Kbuilder (arrow 2 ). The Kbuilder accepts
all the corresponding arguments, builds the kernel, and uploads the disk image to Google Cloud
Storage. It then notifies the scheduler that the build process is completed by sending a message using
a custom-built library called messager (arrow 3 and arrow 4 ). Once the scheduler receives this
message, it starts the second step by issuing a reproducer job (arrow 5 ) to RabbitMQ, which includes
Kbuilder’s output in the arguments. Like before, RabbitMQ finds an available Kreproducer VM and
assigns this job to the running Kreproducer (arrow 6 ). Kreproducer consumes the corresponding
arguments and runs the reproducer file on the kernel image. The reproducer runs until the kernel
crashes or until the maximum allotted time. The job then finishes when Kreproducer communicates
its results back to the scheduler (arrow 7 and arrow 8 ). Any KGYM user can easily monitor this
multi-step process via our simple web UI interface.

Design Rationale: We arrived at this architectural design to make sure that KGYM is scalable and
extensible. To scale KGYM, a user can simply increase the number of Kbuilder and Kreproducer
VMs without changing any code implementation. Additionally, if a developer desires to extend
KGYM, he/she can implement a new functionality (say KTask) and containerize it in a separate
docker container. To exploit the benefits of KGYM, the developer can simply communicate with the
scheduler (via rabbitMQ) using the messager communication-library.
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A.2 Bug Localization

Table 7: Bug Localization efficacy (complete overlap) of LLMs on Linux kernel bugs

Model GPT-4
Turbo

GPT-3.5
Turbo

Claude-3
Sonnet

Gemini-1.5
Pro

All Llama
Models

Top-N (10) (10) (1) (10) (1)
Fix Type Total Bugs Oracle / BM25

Single-Line 33 3 / 0 6 / 0 4 / 0 7 / 0 0 / 0
Single-Func 145 19 / 3 35 / 2 45 / 6 44 / 6 0-2 / 0-2
Multi-Func 57 0 / 0 7 / 0 2 / 0 2 / 0 0 / 0
Multi-File 44 0 / 0 3 / 0 1 / 0 1 / 0 0 / 0

Total 279 22 / 3 51 / 2 52 / 6 54 / 6 0-2 / 0-2

In addition to evaluating LLM-generated patches, we also study the bug localization ability of LLMs
when given a kernel crash report. For this study, we perform a post-facto analysis of the generated
patches from our crash resolution experiments in Table 6. For every git diff generated by an LLM,
we extract all the modified functions and create a list of tuples of the form (function name, file name).
These tuples are also extracted for every bug’s Fix. We then compute the overlap of both lists to
measure the LLM’s ability to localize bugs.

Performance across models: In Table 7, for every queried LLM, we depict the number of bug
patches (in the Oracle and BM25 settings) where the patch tuples are a superset of the Fix tuples.
As seen, in the Oracle setting, the best results are achieved by Gemini-1.5 Pro closely followed
by Claude-3 Sonnet and GPT-3.5 Turbo. It is important to note that despite only taking Top-1
from Claude-3 Sonnet, its bug localization performance is almost as good as a Top-10 output from
Gemini-1.5 Pro. In the BM25 setting, both Claude-3 Sonnet, as well as Gemini-1.5 Pro, achieve a
full overlap for 6 bugs. This low performance can be mainly attributed to the poor localization results
of BM25.

For the open-source Llama models, bug localization is still a challenge with 2 being the best metric
across all the Llama models in both settings.

Performance across Fix Types: When comparing the performance of models across Fix types, we
notice that the best performance across models is in the Single Function category. This implies that
for most models, the LLM-generated patches modify functions that overlap with the buggy function
of the Fix. We also notice poor performance for the Multi-Function (but single file) and Multi-file
categories. Hence, the LLMs struggle to include all the functions modified in the Fix when the
developer-written fixes are complicated and spread out.

Table 8: Bug Localization efficacy (partial overlap) of LLMs on Linux kernel bugs

Model GPT-4
Turbo

GPT-3.5
Turbo

Claude-3
Sonnet

Gemini-1.5
Pro

All Llama
Models

Top-N (10) (10) (1) (10) (1)
Oracle / BM25

Partial Overlap 18 / 2 12 / 4 28 / 4 22 / 3 0-1 / 0
Overlap % 31.6 / 29.16 47.91 / 39.58 38.16 / 45.83 36.29 / 50 0-50 / 0

For completeness, in Table 8, we provide the number of patches that partially overlap with the actual
Fix. Additionally, we also provide the overlap ratio (i.e., recall) to quantify the degree of overlap in
these cases.

Overlap of Fix functions with crash report: It is important to quantify how much information
LLMs can use from Crashparent to successfully localize the buggy functions modified in the Fix.
For this, in Table 9, we depict the overlap of the functions mentioned in the crash report against
those modified by the Fix. As shown, in both the BM25 and Oracle settings, less than 30% of the
crash reports have textual references to all the functions modified in the Fix patch (i.e., less than
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30% complete overlap). Additionally, in both settings, more than 50% of crash reports have no
overlap with the functions modified in the Fix. This indicates that bug localization is indeed a very
challenging problem in the Linux codebase. Given the absence of information in Crashparent, we
believe that more information needs to be extracted from the dynamic traces of the execution to
perform bug localization.

Table 9: Overlap between CrashParent and Fix

Setting Complete
Overlap

Partial
Overlap

No
Overlap Total

BM25 75 45 155 275
Oracle 67 39 121 227

A.3 Prompt Template

Models are prompted with the template below during the crash resolution experiments.

You will be provided with a partial code base and an issue statement
explaining a problem to resolve.
<issue>
{CRASH TEXT}
</issue>

<code>
[start of file_1]
{file_1 text}
[end of file_1]
[start of file_2]
{file_2 text}
[end of file_2]
....
</code>

Here is an example of a patch file. It consists of changes to the code
base. It specifies the file names, the line numbers of each change,
and the removed and added lines. A single patch file can contain
changes to multiple files.

<patch>
--- a/file.py
+++ b/file.py
@@ -1,27 +1,35 @@
def euclidean(a, b):
- while b:
- a, b = b, a % b
- return a
+ if b == 0:
+ return a
+ return euclidean(b, a % b)

def bresenham(x0, y0, x1, y1):
points = []
dx = abs(x1 - x0)
dy = abs(y1 - y0)
- sx = 1 if x0 < x1 else -1
- sy = 1 if y0 < y1 else -1
- err = dx - dy
+ x, y = x0, y0
+ sx = -1 if x0 > x1 else 1
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+ sy = -1 if y0 > y1 else 1
- while True:
- points.append((x0, y0))
- if x0 == x1 and y0 == y1:
- break
- e2 = 2 * err
- if e2 > -dy:
+ if dx > dy:
+ err = dx / 2.0
+ while x != x1:
+ points.append((x, y))
err -= dy
- x0 += sx
- if e2 < dx:
- err += dx
- y0 += sy
+ if err < 0:
+ y += sy
+ err += dx
+ x += sx
+ else:
+ err = dy / 2.0
+ while y != y1:
+ points.append((x, y))
+ err -= dx
+ if err < 0:
+ x += sx
+ err += dy
+ y += sy
+ points.append((x, y))
return points
</patch>

I need you to solve the provided issue by generating a single patch file
that I can apply directly to this repository using git apply. Please
respond with a single patch file in the format shown above.
Respond below:

A.4 Subset of KBENCHSYZ for every model

Table 10: For each LLM, the final subset of bugs from the KBENCHSYZ depends on the chosen
retrieval method and the maximum allowed context length.

All Bugs
Retrieval
Method

Context
Length

GPT-3.5
Turbo

GPT-4
Turbo

Claude-3
Sonnet

Gemini-1.5
Pro

Llama
Models

279 BM25 16K 227 × × × 227
279 BM25 50K × 275 275 275 ×

279 Oracle 16K 117 × × × 117
279 Oracle 50K × 228 228 228 ×
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: We have extensively used KGYM and KBENCHSYZ proposed in the paper to
conduct more than 30k kernel experiments.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The paper states that we perform only baseline experiments on kernel crash
resolution and admits that there exists much scope for additional research.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]
Justification: There are no theoretical results mentioned in the paper.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer:[Yes]
Justification: Section 3 details the entire process of running KGYM’s end-to-end pipeline.
For each bug in KBENCHSYZ, we provide in a JSON file all the necessary metadata to run
the kernel experiment - such as the Reproducer, Config, Commitparent and Crashparent.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: We plan to open-source the code for KGYM and openly release the KBENCH-
SYZ dataset.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: In our experiments, we only use a test set and do not perform any pre-training
or fine-tuning as KBENCHSYZ is a low-resource dataset. We have provided a thorough
analysis of the test set in Section 4.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [No]
Justification: We do not report error bars in our prompting experiments due to budget
constraints. As the prompt for each bug in KBENCHSYZ runs into tens of thousands of
tokens, repetitively querying state-of-the-art LLMs is prohibitively expensive.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We mention the number (and type) of VMs used when running KGYM for all
the kernel experiments.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We have followed all ethical guidelines.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: There is no societal impact of KGYM and KBENCHSYZ.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
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• If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper poses no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The data used in KBENCHSYZ is directly scraped from the Syzkaller website.
In the provided data dump, we only include specific HTML links to certain files hosted on
the Syzkaller website and a script that uses these links to download all these files. Hence
we do not violate any license terms. In our codebase, we also use and modify repositories
having the MIT License. We have made sure to respect the terms of this License.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
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• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: We open-source KGYM under the MIT License and provide detailed documen-
tation along with it.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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