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AbstractWe describe a procedure for acquiring intonational phrasing rules for text-to-speech synthesis auto-matically, from annotated text, and some evaluation of this procedure for English and Spanish. Theprocedure employs decision trees generated automatically, using Classi�cation and Regression Tree tech-niques, from text corpora which have been hand-labeled by native speakers with likely locations of in-tonational boundaries, in conjunction with information available about the text via simple text analysistechniques.Rules generated by this method have been implemented in the English version of the Bell LaboratoriesText-to-Speech System and have been developed for the Mexican Spanish version of that system. Theserules currently achieve better than 95% accuracy for English and better than 94% for Spanish.1. Intonational PhrasingAssigning appropriate phrasing in text-to-speech systems is important both for naturalness and for intelli-gibility, particularly in longer sentences and longer texts (Silverman et al., 1993). This paper describes theautomatic acquisition of methods of assigning such boundaries in real-time unrestricted text-to-speech.Intuitively, intonational phrases divide utterances into meaningful `chunks' of information (Bolinger,1989). Variation in phrasing can change the meaning hearers assign to utterances of a given sentence. Forexample, the interpretation of a sentence like `Bill doesn't drink because he's unhappy' will vary, dependingupon whether it is uttered as one phrase or two. Uttered as a single phrase, this sentence is commonlyinterpreted as conveying that Bill does drink | but the cause of his drinking is not his unhappiness.Uttered as two phrases, with an intonational boundary between `drink' and `because', it is more likely toconvey that Bill does not drink | and that the reason for his abstinence is his unhappiness.1To characterize this phenomenon phonologically, we adopt Pierrehumbert's intonational description forEnglish (Pierrehumbert, 1980; Beckman and Pierrehumbert, 1986). In this theory, there are two levels of3



phrasing. An intermediate phrase consists of one or more pitch accents (local minima or maxima inthe fundamental frequency (f0) contour which may occur in six distinct forms) plus a phrase accent(a simple high or low tone which controls the pitch from the last pitch accent of one intermediate phraseto the beginning of the next intermediate phrase or the end of the utterance). Intonational phrasesconsist of one or more intermediate phrases plus a �nal boundary tone, which may also be high or low,and which occurs at the end of the phrase. Thus, an intonational phrase boundary necessarily coincideswith an intermediate phrase boundary, but not vice versa. We employ Pierrehumbert's system also for theanalysis of our Spanish corpus, with modi�cations to the inventory of pitch accent types that do not a�ectthe description of phrasing levels.While we assume phrase boundaries to be perceptual categories, these have been found to be associ-ated with certain physical characteristics of the speech signal. In addition to the tonal features describedabove, phrases may be identi�ed by one of more of the following features: pauses (which may be �lled ornot), changes in amplitude, and lengthening of the �nal syllable in the phrase sometimes accompanied byglottalization of that syllable and perhaps preceding syllables. In general, major phrase boundaries tend tobe associated with longer pauses, greater tonal changes, and more �nal lengthening than minor boundaries.These generalizations appear to hold for both English and Spanish. In the Bell Laboratories Text-to-Speechsystem (TTS), intonational boundaries are realized by the manipulation of all of these features. However,currently, only one level of phrase boundary, the intonational phrase, is modelled in TTS, so we have onlytried to predict this single level in the work described below.2. Phrasing Prediction for Text-to-SpeechMost text-to-speech systems that handle unrestricted text rely upon simple phrasing algorithms based uponorthographic indicators, keyword or part-of-speech spotting, and simple timing information to assign phraseboundaries (O'Shaughnessy, 1989; Larreur, Emerard, and Marty, 1989; Schnabel and Roth, 1990). More4



sophisticated rule-based systems have so far been implemented primarily for message-to-speech systems,where syntactic and semantic information is available during the generation process (Young and Fallside,1979; Danlos, LaPorte, and Emerard, 1986). However, some general proposals have been made which assumethe availability of more sophisticated syntactic and semantic information to use in boundary prediction(Altenberg, 1987; Bachenko and Fitzpatrick, 1990; Monaghan, 1991; Quen�e and Kager, 1992; Bruce et al.,1993), although no current proposal integrating such information into the phrase assignment process hasbeen shown to work well, even from hand-corrected labeled input. Even if accurate syntactic and semanticinformation could be obtained automatically and in real time for text-to-speech, such hand-crafted rulessystems are notoriously di�cult to build and to maintain.Recently, e�orts have been made to acquire phrasing rules for text-to-speech automatically, by trainingself-organizing procedures on large prosodically labeled corpora (Wang and Hirschberg, 1991a; Wang andHirschberg, 1991b; Hirschberg, 1991; Wang and Hirschberg, 1992; Ostendorf and Veilleux, 1994). Suchmethods were used to train a phrasing module for the Bell Laboratories Text-to-Speech system from la-beled speech from the DARPA ATIS corpus (Wang and Hirschberg, 1991a; Wang and Hirschberg, 1991b;Hirschberg, 1991; Wang and Hirschberg, 1992); this module predicted intonational phrase boundaries cor-rectly in just over 90% of cases, where data points were de�ned at the end of every orthographic word.For this work, Classi�cation and Regression Tree (CART) analysis (Breiman et al., 1984) was usedto construct decision trees automatically from sets of continuous and discrete variables. For the phrasingmodule, these sets included values for all variables which appeared potentially useful in predicting phrasingdecisions, and which could be acquired automatically from text analysis in real time.To produce a decision tree, CART accepts as input a vector of all such independent variable valuesplus a dependent variable for each data point, and generates a decision tree for the dependent variable.At each node in the generated tree, CART selects the variable which best minimizes prediction error forthe remaining unclassi�ed data. In the implementation of CART used in this study (Riley, 1989), all of5



these decisions are binary, based upon consideration of each possible binary split of values of categoricalvariables and consideration of di�erent cut-points for values of continuous variables. CART's cross-validatedestimates of the generalizability of the trees it produces have proven quite accurate for the current task,when compared with tests on separate data sets; in every case CART predictions for a given prediction treeand that tree's performance on a hand-separated test set fall within a 95% con�dence interval.2This procedure performed fairly well, with results reported inWang and Hirschberg 1992 of a CART cross-validated success rate of 90% correct classi�cation of intonational phrase boundaries for trees grown usingonly information available automatically and in real time from text analysis. However, the hand-labelingrequired for the training data (originally, labeling of phrase boundaries and pitch accents was employed, soboth of these features had to be identi�ed in the speech corpus) is enormously time-consuming and expensive,requiring well over one person-year to accomplish, for the phrasing procedure described in this section. Butautomatic labeling of prosodic features does not appear to be reliable enough yet to serve as a substitute,despite some progress made in this area in recent years (Ostendorf et al., 1990; Wightman and Ostendorf,1994).2.1. Training Phrasing Procedures on Annotated TextThe current English version of Bell Labs TTS contains a phrasing module which was produced automati-cally, using procedures similar to those used in (Wang and Hirschberg, 1991a; Wang and Hirschberg, 1991b;Hirschberg, 1991; Wang and Hirschberg, 1992) to train phrasing procedures on hand-labeled speech. How-ever, the prediction tree in this module was itself trained not on prosodically labeled speech but upon ahand-annotated corpus of approximately 87,000 words of text taken from the AP newswire, and labeled forlikely prosodic boundaries by one of the authors, a native speaker of standard American English.The use of such text training data cut the time needed to train a new phrasing module to just twoor three days, by eliminating the tedious hand-labeling of prosodic features of recorded speech. While the6



labeling of the speech corpus used to construct the earlier phrasing module for TTS took a full person year,a better comparison of the amount of time saved by the text-based procedure can be found by comparingmore recent labeling of phrase boundaries only in spontaneous and read speech by a similarly trained labeler,using the ToBI system (Pitrelli, Beckman, and Hirschberg, 1994). This labeler averaged 67 words per hourfor a 3163-word corpus of recorded speech, compared to 4833 words per hour for the annotator assigningplausible boundaries to text. And note also that the speech labeler's labor does not include the time requiredto record and process the speech for labeling, which is of course not necessary for the text-based approach.3So, the work required to produce a new phrasing module for a TTS system was speeded up by a factor of70 or better, using the text-based approach. Identifying the prosodic performance of others is considerablymore di�cult than assigning likely prosody oneself, based on one's own hypothetical performance.With the text-based method, it is thus possible to retrain the existing TTS phrasing procedure quickly,as de�ciencies are uncovered, by the simple addition of exemplars of the (corrected) behavior to the trainingset. It is also possible to produce phrasing procedures easily for new domains or languages without recordingor labeling a large corpus. The Spanish phrasing procedure recently developed is a demonstration of thistechnique's versatility: a baseline version of this model which performed at about 90% correct was producedin only about a one and one-half person weeks.To produce this phrasing procedure, or a phrasing procedure for a new application, domain, or language,we proceed as follows: On-line text from an appropriate domain in the language desired is �rst annotatedby a native speaker of that language with plausible intonational boundaries, by identifying locations in thetext where the annotator believes boundaries sound `natural'. We are currently using newswire text fromthe English and Spanish AP for general TTS training purposes, but other text could be used for particularapplications. The unannotated version of the text is itself analyzed to extract values for features at eachpotential boundary site (de�ned as each position between two orthographic words < wi; wj > in the input)which have been shown or appear likely to correlate with phrase boundary location | and which can be7



extracted automatically and in real time. For English, these features include:� a part-of-speech window of four around the site, < wi�1; wi; wj; wj+1 >;� whether wi and wj bear a pitch accent or not;� the total number of words in the utterance;� the distance in words from the beginning and end of the utterance to < wi; wj >;� the distance in syllables and in stressed syllables of < wi; wj > from the beginning of the utterance;� the total number of syllables in the utterance;� whether the last syllable in wi is phonologically strong or weak;� the distance in words from the previous internal punctuation to wi;� the identity of any punctuation occurring at the boundary site;� whether < wi; wj > occurs within or adjacent to an NP;� if < wi; wj > occurs within an NP, the size of that NP in words, and the distance of < wi; wj > fromthe start of the NPFor Spanish, the feature set currently includes only the following features: part-of-speech window of twoplaces to the left and right of < wi; wj > (pos1fa,bg...pos4fa,bg), whether or not wi and wj are accented (laand ra), the total number of words in the sentence (tw), the distance of the potential site from the beginning(sw) and end (ew) of the sentence in words and from the beginning of the sentence in syllables (syls), theidentity of any punctuation occurring at < wi; wj > (punc), the distance of< wi; wj > from the last precedingpunctuation mark in the sentence (dpunc), and the likelihood of vowel elision occurring across < wi; wj >(wb). Part-of-speech and accent information was obtained from the front-end preprocessor of AMIGO, theCastilian Spanish text-to-speech system produced by AT&T and Telef�onica de Espa~na (Rodr�iguez et al.,8



1993). Vowel elision likelihood was inferred from AMIGO's dictionary entries. These features are listed inTable 1.Vectors of independent feature values plus the dependent (observed) value | the annotator's decision asto the plausibility of an intonational boundary between wi and wj | are then input to an implementationof CART (Riley, 1989). Note that the features described above represent only a subset of the featuresoriginally proposed to the automatic procedure; features which are not useful in prediction at earlier stagesof development are simply ignored by CART, and can be omitted from the �nal tree so that those featurevalues will not have to be obtained via text analysis in TTS. New features can be proposed to CART asreadily as the requisite information can be obtained from the text. Features tested for English which provednot to improve performance over those noted above, include: mutual information scores for words close to< wi; wj > (testing the hypothesis that word pairs exhibiting high mutual information scores might tend tooccur in the same phrase) and structural syntactic information about constituents bordering on < wi; wj >and immediately dominating that site (testing the hypotheses that prosodic phrase boundaries do occur atconstituent boundaries and do not occur within constituents).For the phrasing module currently implemented in English TTS, a new matrix of feature vectors canbe generated for new text simply by running TTS in training mode, so that it prints the inferred valuesfor independent variables and the annotated values for the dependent variable. The resulting tree is thencompiled automatically into c code, which can be used for simple prediction in a stand-alone procedure, orwhich can be substituted for an existing decision tree module in the TTS phrasing module.3. Analysis and Evaluation of the Spanish ResultsDecision trees produced for English using annotated text for training perform somewhat better than treestrained on prosodically labeled speech, probably due to the increased size of the training set. The best resultfor English annotated text is a cross-validated score of 95.4% correct predictions on an 89,103 word training9



corpus, compared to around 90% cross-validated accuracy for the best trees trained on a 12,714 word corpusof labeled speech. For Spanish, the best cross-validated success rate is 94.2% correct predictions of phraseboundaries for a 19,473 word (text) corpus. (In all cases, percentages were based on CART cross-validationestimates.) Here, we will discuss results for the Spanish case only. A decision tree for Spanish which is oneof those averaged to estimate a 94.2% success rate is presented in Figure 1.4 Table 1 provides a key to thefeatures referenced in the tree, and Table 2 provides a list of the parts-of-speech labels employed here.Figure 1 goes here.Table 1 goes here.In Figure 1, nodes are labeled with the majority decision at that node, which is `no' for `no boundarypredicted at this site' and `yes' for `boundary predicted at this site'; for example, the root node is labeled `no'because 16,289 sites of the 19,473 in the corpus are correctly predicted not to contain phrase boundaries. Thefraction of sites correctly identi�ed by this label appears below each node (16,289/19,473 for the root node).The arcs linking nodes are labeled with the variable on which the next split is made and with the values forthat variable (recall that only binary splits are allowed in CART) chosen to minimize prediction error. So,the �rst split in the tree in Figure 1 is on the variable dpunc, or `distance from prior punctuation (if any)',with the value for the (continuous) variable dpunc which has been chosen by CART to minimize predictionerror being 'greater or less than .5 words distance'. That is, boundary sites less than .5 words (i.e., next to)orthographic punctuation tend overwhelmingly (1900/1936) to be correctly predicted as containing phraseboundaries, while those further from punctuation (greater than .5 words) tend to be correctly predicted asnot containing phrase boundaries (16253/17537). The left daughter of the root is thus labeled `yes' and theright daughter is labeled `no'.As we have just seen, distance from punctuation is the single best predictor of phrase boundaries inour corpus, with boundaries occurring reliably at such punctuation. In addition, later splits in the treeon this same variable indicate that phrase boundaries do not tend to occur in close proximity to earlier10



punctuation; that is, since boundaries do tend to occur at punctuation, potential sites that are close tosuch boundaries tend not to contain boundaries themselves. Note also that the overwhelming majority ofsubsequent decisions in the tree, after the initial split on dpunc, are based upon part-of-speech, althoughconsidered at di�erent positions within the window of four items around the potential boundary (in the�gure, pos1a,b denotes the �rst position in that window | two words to the left of the potential boundarysite, pos2a,b indicates the second position | immediately to the left of the potential boundary site, and soon). Whether or not the word to the left of the site is predicted to be accented (la) or not is also a usefulvariable, successfully predicting the absence of a phrase boundary after deaccented words in 7753 of 7758cases. Finally, distance of the site from the beginning of the sentence (sw) occurs at the bottom of the tree,with sites occurring later in longer sentences more likely to contain phrase boundaries than sites earlier orin shorter sentences.When we use our prediction tree to predict the full training corpus, in order to understand the mainsources of error in phrasing predictions in the Spanish case, we actually mispredict only 1072 data points,which is somewhat less than the cross-validated error estimate.5 We �rst note that a number of the predic-tions which were erroneous in terms of the training data nonetheless seemed felicitous, while others indeedrepresent phrasing choices that seemed infelicitous. For example, the predictions of the automatic procedureactually sound more felicitous in some cases than the original hand annotations, as in `Asimismo, k oncehind�ues fueron mientras heridos a tiros por agentes policiales @ mientras sus correligionarios k lanzabanbombas incendiarias de fabricaci�on casera k y trapos encendidos @ k contra las improvisadas viviendas delos musulmanes, k agreg�o.'6 However, other automatic predictions are quite infelicitous, as in `Abogadosdefensores han expresado su con�anza k que muchos de los detenidos pod�ian ser absueltos por el consejo @k pero tambi�en su preocupaci�on por c�omo se ha realizado todo el juicio.'So, we classi�ed the CART `errors' into felicitous and infelicitous mispredictions. Of the 1072 mispredic-tions, 939 turned out to be in fact felicitous, 32 resulted from human error in the original text annotation,11



and only 101 mispredictions actually produced infelicitous phrasings. Thus, the initial 5.8% error rate inthe Spanish case could probably be further reduced if we count only the decisions producing infelicitousreadings.We then scrutinized these 101 infelicitous incorrect predictions to identify common sources of error inour automatic procedure. Table 3 summarizes the sources of infelicitous misprediction and whether they ledto the prediction of an infelicitous phrasing boundary (Boundary) or failed to predict a felicitous boundary(NoBoundary). Table 3 goes here.Given the importance of part-of-speech information in the tree shown in Figure 1, we wondered whethererror in part-of-speech tagging had led to some of the misprediction. However, this did not in fact appear tobe the case. Overall, we found only two cases in which it was clear that part-of-speech classi�cation error hadled to incorrect phrasing prediction. The majority of infelicitous prediction errors derived from the inabilityof the feature set we used to capture higher-level constituency information, including questions of pp andrelative clause attachment, types of coordination, apposition, and `marked' cases of constituency ordering.Ambiguous attachment in Spanish, as in English, can be disambiguated through intonational phrasing inspeech (Avesani, Hirschberg, and Prieto, 1995) and by punctuation in text. The absence of disambiguatingpunctuation in our texts, when the attachment itself was semantically if not syntactically unambiguous, ledto over half the infelicitous mispredictions in our corpus. For example, in `Irak k est�a desplazando bater�iasde misiles antia�ereos k al sur y al norte de las zonas de no vuelos impuestas por los aliados occidentales @k en un esfuerzo por confundir k y provocar a sus enemigos,k dijeron funcionarios norteamericanos.', thepp `en un esfuerzo por confundir k y provocar a sus enemigos' is attached at the s level, and thus is morefelicitously set o� as a separate prosodic phrase; if it were attached to the np it would be more likely not tobe so set o�. 12



Our lack of real constituency information also led to mispredictions about phrasing decisions betweenconjuncts and disjuncts in some cases. In Spanish, as in English, we found, for example, that sentenceconjunction is more likely to be accompanied by an intonational phrase boundary before the conjunctionor disjunction than is coordination involving np conjuncts or disjuncts. For example, the s conjunction in`El consejo supremo, k integrado por o�ciales de la m�as alta graduaci�on @ k y algunos de ellos en puestode mando de las Fuerzas Armadas, k deber�an conocer la decisi�on del consejo de guerra k y o�ir si se lespermitiera a los abogados de los procesados.' is more felicitous when separated by a phrase boundary, butthe procedure does not predict such a boundary. However, it does predict a boundary between the conjunctsin `tal y como' in `Adem�as de la nula visibilidad k desde el lugar donde se encuentra la o�cina meteorol�ogicak (tal @ y como se ilustra en el gr�a�co) k , la garita instalada en la terraza k incumple las condiciones.'.Our error analysis also uncovered a number of cases in which the ordering of words or phrases appeared`marked'; it appeared that our phrasing annotation decisions, which were not captured by our decision tree,were associated with this markedness in word order. For example, in `La pregunta la formul�o, k el pasadod�ia 13 k un lector de Madrid k que hab�ia le�ido k que el Ayuntamiento hab�ia acusado en el juzgado de guardia@ k a un polic�ia municipal k por malos tratos a varios ciudadanos.', the phrase `a un polic�ia municipal'would be more likely to appear directly after the verb; in its actual position, a common construction innewspaper text, it sounds more felicitous when set o� from the rest of the sentence as a separate prosodicphrase. Similarly, in `Harkin dijo en una conferencia de prensa k que espera que el presidente electo BillClinton k enviar�a al congreso k antes del plazo del 21 de mayo @ k la necesaria noti�caci�on del inicio delas negociaciones con Chile.', the direct object, `la necesaria noti�caci�on', appears in a relatively markedposition, and sounds more felicitous when separated from the sentence by a phrase boundary.Finally, our procedure was often unable to distinguish np from s coordination, simply from our shortpart-of-speech window. In one case, an appositive phrase were not handled properly by our decision tree,since the phrase was not set o� orthographically in the text.13



Our procedure also failed to capture a general tendency we subsequently observed in our corpus to varyboundary placement based upon the length of constituents to the right or left of the potential boundary site.In most cases, longer constituents tended to be set apart from preceding or succeeding material, where thesame shorter constituent did not. In `La presencia espa~nola presente en la reuni�on de Roma @ k no se hacomprometido a aportar cantidad alguna.', the long subject np sounds more felicitous when set o� from theverb by a phrase boundary, where shorter subjects do not.4. ConclusionWe have described a procedure for training intonational phrasing decisions for unrestricted text-to-speech onannotated text, using CART techniques to generate phrasing decision trees automatically. This procedurehas been used to build a phrasing module which is incorporated in the English Bell Labs TTS system andhas also been used to construct a stand-alone procedure for the Mexican Spanish version of this system,for eventual inclusion in the Mexican TTS system. The advantages of this procedure are several: It makesupdating an existing phrasing procedure simple and rapid: One need only provide a new or additional setof annotated text. Phrasing errors observed in the use of the TTS system can often be corrected simply byproviding correctly annotated exemplars of the observed error, although, in some cases correcting one errorby introducing new training material does introduce new errors in phenomena previously handled correctly.Phrasing for new domains can also be modeled easily, simply by having a native speaker annotate text forthe new domain. And phrasing rules can be acquired for new languages easily, limited mainly by the toolsfor text analysis available for the new language.
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Notes1Accent may also vary between the two readings, but, for English, this variation is not as consistent asphrasing (Avesani, Hirschberg, and Prieto, 1995).2CART cross-validation estimates are derived in (roughly) the following way: CART separates inputtraining data into training and test sets (90% and 10% of the input data in the implementation used here),grows a subtree on the training data and tests on the test data, repeats this process a number of times (�ve,in the implementation used here), and computes an average result for the subtrees.3While some additional work was needed to select and pre-process the text for annotation, this was alldone via some simple shell scripts, which are easily re-used.4See the procedure described on page 5 for a discussion of how such trees are generated.5Recall that the cross-validated error is averaged over the predictions of multiple trees of the same length,so any single tree may perform better or worse.6In this and subsequent examples, \k" indicates the presence of a phrase boundary at a potential boundarysite in the annotated training corpus; \@" indicates a misprediction, according to our hand-annotated data;so, \@ k" indicates that our procedure failed to predict a boundary which appears in the annotated corpus,while \@" alone indicates that our decision procedure predicted a boundary which does not appear in theannotation. English translations of these examples appear at the end of the paper.
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Translations of Examplesp. 11 Asimismo, once hind�ues fueron mientras heridos a tiros por agentes policiales mientras sus corre-ligionarios lanzaban bombas incendiarias de fabricaci�on casera y trapos encendidos contra las impro-visadas viviendas de los musulmanes, agreg�o.Likewise, eleven Hindus were shot and wounded by policemen while their sympathisers were throwinghomemade incendiary bombs and burning rags against improvised Muslim homes, he added.p. 11 Abogados defensores han expresado su con�anza que muchos de los detenidos pod�ian ser absueltos porel consejo pero tambi�en su preocupaci�on por c�omo se ha realizado todo el juicio.Defense lawyers have expressed their con�dence that many of the arrested could be released by thecouncil, but they have also expressed their concern about the way in which the trial has been conducted.p. 12 Irak est�a desplazando bater�ias de misiles antia�ereos al sur y al norte de las zonas de no vuelos im-puestas por los aliados occidentales en un esfuerzo por confundir y provocar a sus enemigos, dijeronfuncionarios norteamericanos.Iraq is moving units of anti-aircraft missiles north and south of the no-y zones imposed by the Westernallies, in an e�ort to confuse and provoke their enemies.p. 13 El consejo supremo, integrado por o�ciales de la m�as alta graduaci�on y algunos de ellos en puestode mando de las Fuerzas Armadas, deber�an conocer la decisi�on del consejo de guerra y o�ir si se lespermitiera a los abogados de los procesados.The supreme council, formed by high-ranking o�cers (some of whom are high commanders in theArmed Forces), ought to know the court-martial's decision and listen, if they are allowed to, to thedefendant's lawyers. 16



p. 13 Adem�as de la nula visibilidad desde el lugar donde se encuentra la o�cina meteorol�ogica (tal y comose ilustra en el gr�a�co), la garita instalada en la terraza incumple las condiciones.The cabin installed in the terrace does not meet the requirements, not to mention the very poorvisibility from the metereological observatory (as shown in the graph).p. 13 La pregunta la formul�o, el pasado d�ia 13 un lector de Madrid que hab�ia le�ido que el Ayuntamientohab�ia acusado en el juzgado de guardia a un polic�ia municipal por malos tratos a varios ciudadanos.The question was asked on the 13th of this month by a Madrid reader. The reader had read that theCity had pressed charges against a city policeman for mistreating several local residents.p. 13 Harkin dijo en una conferencia de prensa que espera que el presidente electo Bill Clinton enviar�a alcongreso antes del plazo del 21 de mayo la necesaria noti�caci�on del inicio de las negociaciones conChile.Harkin said in a press conference that he hopes that president-elect Bill Clinton will send the necessarynoti�cation of the start of the negotiations with Chile to Congress before May 21.p. 14 La presencia espa~nola presente en la reuni�on de Roma no se ha comprometido a aportar cantidadalguna.The Spanish delegation present at the Rome meeting did not make a commitment to contribute anymoney whatsoever.ReferencesB. Altenberg (1987), Prosodic Patterns in Spoken English: Studies in the Correlation between Prosody andGrammar for Text-to-Speech Conversion, Lund Studies in English, Vol. 76, (Lund University Press,Lund). 17
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Label Descriptiondpunc distance from previous punctuation in wordsew distance in words of < wi; wj > from end of sentencela is wi accented?pos1fa,bg part-of-speech of wi�1pos2fa,bg part-of-speech of wipos3fa,bg part-of-speech of wjpos4fa,bg part-of-speech of wj+1punc identity of any punctuation at < wi; wj >ra is wj accentedsw distance of < wi; wj > from beginning of sentence, in wordssyls distance of < wi; wj > from beginning of sentence in syllablestw total words in sentencewb would vowel elision occur across < wi; wj >?Table 1: Key to Features Used for Spanish
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Label Part-of-SpeechADEM demonstrative adjective (e.g. `esta', this (feminine))ADVO adverbAPOS possessive adjective (e.g.` sus', his (object is plural))ARTI articleCNTR contraction (e.g. `del', of the (masculine))COOR coordination particle (e.g. `y', and)LADV complex adverbials (e.g. `por lo menos', at least)LPRE linked preposition (e.g. `de' in `a trav�es de', through)LSUB linked subordinate particle (e.g. `sin embargo', however)NOMB noun or adjectiveNOMB ^ second element of complex nounhline NPRO proper nounNUME numberPPER personal pronoun (e.g. `le', him (indirect object))PREL relative pronounPREP prepositionSIG ORTO orthographic signSUBO subordinate particle (e.g. `que', that)SUBO ^ subcategorized subordinate particle (e.g. `que' in `tengo que ir',I have to go)VERB verbVERB ^ second element of complex verb (e.g. `mezclado', mixed,in `esta mezclado', is mixed)Table 2: Part-of-Speech Labels Used for Spanish
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Error Type NoBoundary BoundaryPOS Error 2Attachment 53 1Coordination 8Constituent Length 23 1Apposition 1`Marked' Word Order 13Table 3: Sources of Error in Spanish Infelicitous Phrasing Prediction
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dpunc:<0.5
dpunc:>0.5

16289/19473

no

1900/1936

yes

la:DEACC
la:ACC

16253/17537

no

7753/7758

no

pos3b:PINT,PPER,PREL,SUBO,VERB
pos3b:NPRO,NUME,OPER,PDEM,PIND,POSE,

PPOS,PREP,PREP_^,SUBO_^,VERB_^,NA

8500/9779

no

dpunc:<2.5
dpunc:>2.5

1023/1550

no

384/436

no

pos2a:ADEM,ADIN,ADVO,
AIND,DEMO,INDE

pos2a:LADV,NOMB,NOMB_^,NA

639/1114

no

145/167

no

pos2b:PDEM,PIND,PINT,PPER,
PREL,SUBO,VERB,VERB_^

pos2b:NPRO,NUME,NA

494/947

no

157/202

no

pos1a:ADVO,AIND,APOS,ARTI,
INDE,INTE,LADV,LPRE

pos1a:ADEM,CNTR,COOR,NOMB,NA

408/745

yes

171/273

no

pos1b:NUME,OPER,POSE,PREL,SUBO,VERB,VERB_^
pos1b:NPRO,PREP,NA

306/472

yes

sw:<28.5
sw:>28.5

48/80

no

46/68

no

10/12

yes

274/392

yes

pos3a:COOR,LPRE,LSUB
pos3a:ADEM,ADIN,ADVO,AIND,APOS,ARTI,CNTR,

DEMO,INDE,INTE,LADV,NOMB,NOMB_^,NA

7477/8229

no

pos4b:PDEM,PIND,PREL,PREP,SUBO,VERB
pos4b:NPRO,NUME,PPER,NA

219/430

no

80/97

yes

pos4a:ADIN,ADVO,APOS,ARTI,LSUB
pos4a:CNTR,INDE,LPRE,NOMB,NA

202/333

no

dpunc:<6.5
dpunc:>6.5

54/99

yes

26/40

no

40/59

yes

157/234

no

7258/7799

no

Figure 1: CART Prediction Tree for Spanish Phrasing24


