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Abstract

We report a perception study in which judges attempted to label
as deceptive or truthful the recorded interviews of the Columbia-
SRI-Colorado Corpus of deceptive speech. In general, judges per-
formed very poorly at the task, scoring on average worse than
chance. We use these results to contextualize ‘current best’ ma-
chine learning performance on this corpus. In addition, we report
strong findings that suggest that certain personality factors influ-
ence the ability of a judge to detect deception in speech.

1. Introduction

Interest continues to grow in the topic of the detection of deceptive
speech. Research in this area has important implications for law
enforcement, national security, and basic science. Despite a fair
number of studies (c.f. [7]), relatively little is known with much
certainty about how deception is (or is not) revealed in the speech
signal, and it is an open question as to how well humans or ma-
chines may ultimately perform at the task of detecting deceptive
speech.

DePaulo[7] catalogs a large number of psychological stud-
ies of deception, and indeed, this has been a topic of inter-
est to psychologists for years. More recently, work has been
underway to apply machine learning and other statistical tech-
niques to a new, cleanly recorded corpus of deceptive speech,
the Columbia/SRI/Colorado (CSC) Corpus of deceptive speech.
[9, 3, 8] . In this paper, we describe a perception study in which
judges attempted to classify as deceptive or truthful the interviews
that compose the CSC Corpus. The present work examines human
performance at classifying the CSC Corpus with respect to two
levels of truth/lie judgements. These results help to contextualize
both previous machine learning experiments and future work on
this corpus. In addition we present several strong results suggest-
ing that particular personality factors may contribute significantly
to a judge’s success at classification.

2. Previous Research

A recent meta-analysis [1] examines the results of 108 studies that
attempted to determine if individual differences exist in the ability
to detect deception. Ability ranged from that of parole officers
(40.41%; one study) to that of secret service agents, teachers, and
criminals (one study each) who scored in the 64–70% range. The
bulk of studies (156) used students as judges; they scored 54.22 %
on average; police officers did little better.

3. The CSC Corpus
To our knowledge, prior to the collection of the CSC Corpus, no
cleanly-recorded, labeled corpus of deceptive and non-deceptive
speech existed. The corpus was designed to elicit within-speaker
deceptive and non-deceptive speech [9]. Speakers received finan-
cial incentive to deceive successfully, and the instructions were
designed to link successful deception to what DePaulo [7] calls
the ’self-presentational’ perspective. That is, speakers were told
that the ability to succeed at deception indicated other desirable
personal qualities.

The study comprises interviews of thirty-two native speak-
ers of Standard American English who were recruited from the
community and the Columbia University student population in ex-
change for payment. Speakers were told that the study sought indi-
viduals who fit a profile based on the twenty-five ‘top entrepeneurs
of America’. Speakers answered questions and performed tasks in
six areas. The difficulty of tasks was manipulated so that speakers
scored too high to fit the profile in two areas, too low in two, and
correctly in two. Four target profiles existed so that speakers’ lies
were balanced among the six areas.

In the second phase of the study, speakers were told that their
scores did not fit the target profile, but that the study also sought
speakers who did not fit the profile but who could convince an in-
terviewer that they did. They were told that those who succeeded
at deceiving the interviewer would qualify for a drawing to re-
ceive an additional $100. The interviewer had no knowledge of
the speaker’s performance at the time of the interview. During
the interview, speakers attempted to convince the interviewer that
their scores in each of the six categories matched the target pro-
file. Two kinds of lies are implicit in this context. The ‘global lie’
is the speaker’s overall intention to deceive with respect to each
score. The ‘local lie’ represents statements in support of the re-
ported score; these statements will be either true or false.1

1The distinction between global and local lie is subtle but important,
since it is possible that a speaker would tell the truth on the local level in
support of a global lie, for example the speaker might claim that she has
lived in New York City her whole life (true) in support of the claim of a high
score in the NYC geography section (false). Speakers were instructed to
indicate whether each statement they made was entirely true or contained
some element of deception by pressing pedals hidden beneath the table;
one forTRUTH , the other forLIE ; these labels correspond to the local
lie category. This data was timestamped and synchronized with the speech
signal in post-processing. Ground truth was established a priori for the
global lie category, since speakers were instructed to lie or tell the truth
with respect to their scores on each section. Here we use the terminology
of [3]; Hirschberg et al. [9] employ the terms ’big lie’ and ’little lie’ to
denote the global and local lies, respectively.



The interviews lasted between 25 and 50 minutes, and com-
prised approximately 15.2 hours of dialogue; they yielded approx-
imately 7 hours of subject speech.

Interviews were digitally recorded using headworn micro-
phones and transferred to computer disk. They were orthographi-
cally transcribed by hand, and labled for global and local lies using
a GUI. Various segmentations were created: ‘breath groups’ which
were detected automatically based on intensity and pauses, and
subsequently hand-corrected; sentence-like units (EARS SLASH-
UNITS [11]); and the implicit segmentation of the pedal presses,
which was hand corrected to align with corresponding sets of state-
ments.

Raw data thus consists of lexical transcription, global and local
lie labels, segmentations, and the speech signal itself.

4. Methods and Materials
The present paper reports a perception study conducted using the
CSC Corpus. Thirty-two native speakers of American English
were recruited from the community to participate in a ’communi-
cation experiment’ in exchange for payment. Each judge listened
to two complete interviews that were selected in order to balance
the length of interviews as much as possible (i.e. one long, one
short). Judges indicated their judgments with respect to the local
lie via a labeling interface constructed in Praat2 [4]. Judges indi-
cated their judgments with respect to the global lies (that is, the
speakers’ claimed score in each section) on a paper form. For one
of the two speakers, each judge received a section of training, or
immediate feedback, with respect to the correctness of his or her
judgments. Speakers were assigned to judges so that each judge
rated two speakers and each speaker was rated by two judges.

4.1. Pre-judgment questionnaires

Prior to the perception task, judges were administered the NEO-
FFI form, measuring the Costa & McCrae five-factor personality
model, a widely used personality inventory for non-clinical poplu-
lations [5, 6]. Judges next filled out a brief questionnaire that asked
if they had work experience in which detecting deception was rel-
evant, and sought to determine their preconceptions with respect
to lying.

4.2. Judges’ Instructions

Next, judges received written and oral instructions on the percep-
tion task. First, the CSC Corpus (Section 3) was described to them
in layman’s terms. Then, the task and method of labeling each
section (the global lies) and each segment (the local lies) was ex-
plained to them.

4.3. Post-judgment questionnaire

After judging two speakers, subjects were askedDid you find it
easy to use the interface?(all subjects responded ’yes’). Subjects
were also asked to rate their confidence on their performance.

5. Accuracy at Detecting Deception
We consider accuracy from three standpoints: the performance of
judges; judges’ performance in the context of machine learning

2Here judges labeled segments delimited by speaker pedal presses; see
Sec. 3.

Table 1:Judges’ aggregate performance.

Lie Chance Std.

Type Baseline Meana Median Dev. Min. Max.

Local 63.87b 58.23 57.42 7.51 40.64 71.48

Global 63.64c 47.76 50.00 14.82 16.67 75.00

aEach judge’s score is his or her average over two speakers; as percentages.
bGuessing ’truth’ each time.
cGuessing ’lie’ each time.

results on the corpus; and accuracy at detecting the deception of
individual speakers.

5.1. Judges’ performance

As discussed in Section 2, previous studies (c.f. [7] and [1]) show
that most of the population performs quite poorly at the deception
detection task. Our study using the CSC Corpus draws a similar
conclusion. Table 1 shows the aggregate performance of judges
on both levels of truth. Most notable is that judges performworse
than chance in both cases (where chance is understood to mean
guessing the majority class for the aggregate data).

The data reflect considerable variability among judges, partic-
ularly on the level of the global lie, where standard deviation is
quite large, and the difference is great between the best and worst
performers. Likewise, the maximum scores on both levels suggest
the difficulty of the task.

5.2. Machine learning results in context

Two previously published studies [9, 8] report results using ma-
chine learning techniques to detect local lies in sentence-like units
in the CSC corpus. Hirschberg et. al [9] report a classification
accuracy of66.4% versus a chance (majority class) baseline of
60.2% when classifying sentence-like units using lexical, acoustic,
and subject-dependent features. A study by Graciarena et. al [8]
reports an accuracy of64.0% versus a chance baseline of60.4%3

using combined acoustic, lexical, and cepstral learners.
Although the present study focuses on pedal-press defined

units, comparison of results with respect to the difference between
classification accuracy and baseline serve to relate human perfor-
mance to ’current best’ machine performance. Even given the lim-
itations of the comparison, we interpret the current finding — that
humans perform worse than chance on both levels of lie — to sug-
gest that machine learning approaches are progessing in a promis-
ing fashion. Work is now underway to perform machine classifica-
tion of global lies and of local lies with respect to the pedal-press
units.

5.3. Accuracy at classifying individual speakers

We now consider the performance of multiple judges in evaluating
the speech of individual speakers. Although we hesitate to make
strong statistical inferences in this respect (since each speaker was
only labeled by two judges), a comparison of Table 2 with Ta-
ble 1 suggests directions for future work. Inspection shows that

3The discrepancy of0.2% in the baselines can be attributed to adjust-
ments in the definition of SUs between studies.



Table 2:Aggregate performance by speaker.

Lie Std.

Type Meana Median Dev. Min. Max.

Local 58.23 58.58 9.44 35.86 87.79

Global 44.83 45.58 17.40 10.00 81.67

aEach speaker’s score is the average over two judges; as percentages.

the range of scores among speakers is greater than that of the
range of scores among judges. In addition, these results suggest
a greater variance (shown as standard deviation) among subjects
than among judges. And indeed, O’Sullivan and Ekman [12], have
found evidence that extraordinarily good human deception detec-
tors pay close attention to individual differences in determining
what cues are relevant. We have work currently underway that
seeks to identify such cues in the speech signal.

6. Personality Factors and Judges’
Performance

Possibly the most compelling results of the present study are
strong correlations between three personality factors and perfor-
mance or other behaviors in the detection of global lies.

6.1. The Five Factor Model of personality

The five factor model [5, 6] is an empirically-derived and compre-
hensive taxonomy of personality traits. It was developed by ap-
plying factor analysis to thousands of descriptive terms taken from
subject self-descriptions. All terms were words found in a standard
English dictionary. Five personality dimensions emerged: Open-
ness to Experience, Conscientiousness, Extraversion, Agreeable-
ness, and Neuroticism. This model and the associated measures
appear extensively in the psychology literature.

6.2. Correlations

Table 3 displays the correlations between the factors Openness,
Agreeableness, and Neuroticism with various performance mea-
sures and a measure of the proportion of sections labeledLIE by
the judge (essentially the posterior probability of the judge’s hav-
ing chosenLIE ).

6.3. Regression Models

Table 4 shows regression models constructed on the factors and
measures shown in Table 34 We draw the reader’s attention to the

4Standard assumptions with respect to normality, variance, and ab-
sence of covariance among the independent variables were met in the cur-
rent data. Regression models were subjected to standard diagnostic mea-
sures [10] (DFFITS, DFBETAS, Studentized residuals, Cook’s D). In each
model one or two potentially influential cases were identified, and we thus
applied robust regression techniques[10]: least median of squares, least
trimmed squares, and simply removing the suspect points. In all cases,
results were comparable, and in some cases better, than the ordinary least
squares models reported here. Although our sample represents 32 judges,
we feel the size of the sample is mitigated by the extremely small p-value
for the F-statistic associated with theR2 values, except possibly in the case
of the model of proportion of lies guessed, where we warn against making

particularly strong predictive power of the models using the factor
Openness, i.e. those for accuracy and F-measure forLIE .

6.4. Discussion

The factor Openness measures the degree to which an individual is
available to new experience and willing to adjust viewpoint or val-
ues; in addition it correlates with intelligence [5]. We hypothesize
that this factor enhances the ability of the judge to base labeling de-
cisions on the available data rather than on preconceptions; hence
its presence in the models for accuracy and F-measure forLIE .

Individuals who score high in agreeableness tend to be ‘com-
passionate, good natured, and eager to cooperate and avoid
conflict’[5]. Initially, then, it seems unintuitive that agreeable-
ness would be a predictor of success at deception detection. How-
ever, an extremely high score in agreeableness is associated with
a pathology known as dependent personality disorder[5]. This
pathology manifests in extreme attention to the opinions and af-
fective state of others[2]; likewise the qualities of compassion and
eagerness to cooperate entail sensitivity to affect. We hypothe-
size that it is this sensitivity that enhances the judge’s ability to
perceive cues to deception. This is consistent with prior evidence
[1] that suggests that people who are highly self-monitoring, that
is, individuals who are particularly attuned to the impressions and
attitudes of others, do well at the deception detection task.

There is an interesting negative correlation between neuroti-
cism and the proportion of sections labledLIE by judges. We
wondered whether this was a function of behavior at the time of
labeling, or of the judges’ prior expectations that a speaker would
lie. We found, in fact, a negative correlation (Pearson’s cor: -
0.39, p=0.0277) between neuroticism and judges’ pre-test report
of their expectation of the frequency with which people lie in gen-
eral5. This correlation clearly merits further investigation, but we
speculate that neuroticism may entail an inflated need to believe
that people are generally truthful, since the neurotic individual
suffers more than others when faced with upsetting thoughts or
negative perceptions.[6] In addition there is a positive correlation
between neuroticism and F-measure forTRUTH ; this is fairly in-
tuitive, since a bias toward guessingTRUTH may well impact a
measure that can favor prediction ofTRUTH .

7. Conclusions and Future Work
We draw several conclusions from the work presented here. The
most obvious, and best documented in the deception literature, is
that the deception detection task is extremely difficult (c.f. [7, 1].
This is particularly true in the case where speech is the only chan-
nel of communication available; in the present study, judges per-
form on average worse than chance. We are encouraged, then, by
the progress shown in machine learning methods on the CSC cor-
pus, since they exceed chance and human performance.

Next, we continue to believe that the best approach to decep-
tion detection is one that will take into account individual dif-
ferences in deceptive behavior. This seems to be supported by
the variability of success in detecting individual speakers in the
present study, and is supported in the literature [12] and bolstered
by conversations with practitioners.

Finally, we are intrigued by the evidence that personality vari-

very strong inferences.
5No other correelations between personality factors and judges’ priors

were found



Table 3:Correlations between personality factors and judge per-
formance at labeling global lies.

Factor Measure Pearson’s p-value
corr. coef.

Neuroticism Proportion of -0.44 0.012
segments judged ‘lie’

Openness Accuracy 0.51 0.003
Agreeableness 0.41 0.021

Neuroticism F-measure 0.37 0.035
Agreeableness for truth 0.41 0.019

Openness F-measure 0.52 0.003
for lie

ables have an impact on a judge’s success at the task. This finding
may help to identify good human detectors of deception and may
point towards ways individuals can be trained to become better
detectors. In addition, it may provide a key to the computational
modeling of relevant features.

A future paper will examine the effects of other factors, includ-
ing the impact of training, prior experience, gender, and the type
of cues judges reported using in making decisions. In addition, we
believe that further study is warranted on the impact of personality
variables, from the standpoint of both deceiver and detector.
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