HOMEWORK 1

Natural Language Processing (CS4705)

Due: 11 Oct 2004 midnight

Answer ALL questions.

Regular Expression and FSA (30 points)

------------------------------------------------

1. Construct a regular expression that accepts the given string or the language (10 points, 5 points each)

   a. 10101010000010101111

   b. Strings of a’s and b’s with an even number of a’s


2. Describe the language accepted by the regular expressions (10 points, 5 points each)

   a. (0*1*)*000(0+1)*

   b. (0+1(01*0)*1)* 

3. Contruct a FSA (NFA or DFA) that accepts the given string or the language represented by the regular expression (10 points, 5 points each)

   a. abababaaaaaabbbbb

   b. (a|b)*abb

Programming Assignment (70 points)

Use doc.01, doc.02, doc.03 and doc.04 as your text corpus below.  These are available at http://www.cs.columbia.edu/~smaskey/cs4705/hw1. 



Frequency Counts

----------------------

6. Find the most frequent 10 words in the corpus. (hint: how to use tr, sort command in shell) (10 points)

7. Find the number of words starting with ‘Capital Letters’ in the corpus. (hint: regular expression) (10 points)

8. Document Similarity (20 points, 10 points each)

a) Represent the given documents in vectors. (Question 6 should help you do this!) The total dimension should equal all the unique words (types) in all of the documents. Each dimension in a vector for a given document is a frequency count of a word type (unique word) found in the document. Example: If you have document A with words – ‘The cat is sad and angry.’ And document B with words ‘The dog and the cat are happy.’ Then total dimension of vector for each document is 9 here. 

b) Compute the document similarity between doc.01 and rest of the documents (doc.02,doc.03,doc.04) by computing the cosine similarity. Cosine similarity between two documents d1 and d2 is given as 


S(d1, d2) = d1 . d2 / |d1| |d2|

Cosine measure calculates the angle between vectors in a high dimensional space. The numerator in the given equation is a dot product of two vectors d1 and d2. Which of  of the other documents is the most similar to the document 1, according to your cosine measure?

Expressions

---------------

9. Build a Date-Bracketer (15 points)

Your Date Bracketer should take a file of text (do *not* assume one sentence per line) and should output bracketed text (as below), preserving formatting.  Your bracketer should handle all day expressions that can be marked (as a specific day) on a calendar, if

you know the time the text that includes them was generated.  So, you should include at least expressions of the *forms* sampled below, generalizing appropriately.  Provide a README file explaining any additional expressions your program covers and/or any additional clever features of your bracketer. 

I want that on <DATE>Tuesday October 16, 2001</DATE>.

I want that <DATE>Wednesday, December 5 2003</DATE> without fail. 

That's due <DATE>the fifth of December, 2003</DATE>.

That's due <DATE>5 December</DATE>, you know.

He arrives the <DATE>first of April</DATE>.

 <DATE>April first '03</DATE>

 <DATE>Christmas Day 1900</DATE> was probably the coldest day of many a year. <DATE>Wednesday, December 5</DATE> is the last day you can hand that in.

 He was elected on <DATE>11/4/04</DATE>.two vectors normalized by their length.

He was elected on <DATE>11/4/2004</DATE>.

He was elected on <DATE>11-4-04</DATE>.

He was elected on <DATE>11-4-2004</DATE>.

Let's date that <DATE>3/15</DATE>?

<DATE>Friday</DATE> was his last day of work.

Jane started work <DATE>yesterday</DATE>, but then got sick.

He left on <DATE>Wednesday</DATE>.

Please arrive by 08:41 <DATE>Monday October 10th</DATE>.

<DATE>Tuesday October 16</DATE> is her birthday.

<DATE>September 1st</DATE> was the day.

My flight arrives on <DATE>8 June</DATE>.

Come see us <DATE>the day after tomorrow</DATE> and we'll know by then.

The event would be held on <DATE>the fourth of July</DATE>.

<DATE>Valentine's Day</DATE> is her birthday.

Her birthday is on <DATE>President's Day</DATE>.

<DATE>Halloween</DATE> is going to be cold this year.

He arrived <DATE>the day before yesterday</DATE> and left <DATE>the next          

day</DATE>.

<DATE>Three weeks from Tuesday</DATE> is the deadline.

<DATE>A week from tomorrow</DATE> is <DATE>August 17th</DATE>, isn't it?

Find all the dates in the corpus and tag them using your Date-Bracketer

10. Build  a Time-Bracketer like the Date-Bracketer in question 9.  This should handle all times-of-day which can be identified on the clock (24 or 12 hour-plus-am/pm indicators)  (e.g. 5:20 pm, 13:21).  Use it to tag the times in the corpus also.  [15 points]

Extra Credit Problem

Part-of-Speech Taggers are very useful in Natural Language Processing. Download any part of speech tagger from the web. (google “part of speech tagger download’). Count the number of nouns and verbs in the corpus. [15 points]

