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Sarcasm: Detection, Interpretation, Generation
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Understanding People’s Attitudes is Important
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User1: A shooting in Oakland? That NEVER happens.

User2: Shootings happen in Oakland all the time and
it had nothing to do with the Occupy movement. […]

User3: This shooting does have something to do with 
the Occupy movement because many of the 
witnesses are the Occupiers and it happened only a 
few yards away from the encampment.

News Item Discussion Forum

Very sad news, regardless of if this young man 
was w/ #OO or not URL… via @sfgate

Oh yay. Another shooting #sarcasm 

Unrecognized Sarcasm will lead to erroneous belief and sentiment detection 
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Type of Figurative Language
Verbal Irony: the use of words to express something other than and especially the opposite of the literal 

meaning (Mirriam-Webster dictionary)
Sarcasm: the use of words that mean the opposite of what you really want to say especially in order to 

insult someone, to show irritation, or to be funny”. (Mirriam-Webster dictionary)

The market index is falling greatly. What a happy
Christmas #sarcasm

happy christmas eve ... new haircut ready for new year 
!!! #christmaseve #enjoy

Literal

Sarcastic

Verbal Irony/Sarcasm
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Characteristics: 
Irony Markers:  “A shooting in Oakland? That NEVER happens”
- typographics, punctuation, hyperbole, interjection

Irony Factors: Evaluative, Reversal of Valence, Semantic Incongruity with context 

The market index is falling greatly. What a happy Christmas #sarcasm

Plane window shades are open so that people can see fire

@     one more reason to feel really great about flying #sarcasm current 
turn

prior 
turn

Verbal Irony/Sarcasm



• Sarcasm Detection: Modeling the conversation context
• Sarcasm Interpretation: Textual Entailment + Explanation
• Sarcasm Generation
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Overview
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• Characteristics:

– Irony Factors: Incongruency with context

Plane window shades are open so that people can see fire

@     one more reason to feel really great about flying #sarcasm current 
turn

prior 
turn

(Ghosh, Fabrri and Muresan, 2017;2018) 
best paper award at SIGDIAL 2017

Sarcasm: Modeling Conversational Context



• RQ1: Can conversational context help in sarcasm 
detection

• RQ2: Can we identify what part of the context triggers the 
sarcastic reply?
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Sarcasm: Modeling Conversational Context
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Twitter Corpus

– ``reply_to(@user)’’ to detect reply; collect the full thread
– Self-labeled corpus (provided by the tweet authors using hashtags) 

S: #sarcasm, #sarcastic 
NS: #love, #hate, … [González-Ibáñez et al. 2011]

– 25K instances (12K S/13K NS; 30% with > 1 context utterance)

Context (prior turn(s))

Current turn (S or NS)

…

Data Annotations



Internet Argument Corpusv2 ([Oraby et al, 2016], Discussion forum

- Annotated by crowdsourcing at comment level: perceived 
sarcasm! (4950 Instances) 
• Balanced between S/NS
• Comments between 3-7 sentences long
• 3 types of sarcasm: General, Rhetorical Question, 

Hyperbole

.

………………………
……….

Prior turn

Current turn (S or NS)

Data Annotations



IACv2 and IAC+v2 (Discussion forum)

- Built a subset that includes succeeding turns (2900 Instances)
• Balanced between Sarcastic/Non-Sarcastic
• Comments between 3-7 sentences long
• 3 types of sarcasm: General, Rhetorical Question, Hyperbole
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………………………..
.

………………………
……….

Prior turn

Current turn (S or NS)

………………………
……….

Succeeding turn

Data Annotations



Reddit Corpus ([Khodak et al. 2017], Discussion forum)d 
Annotations

– Self-labeled corpus, annotated at comment level (``\s marker 
added by speaker)
– Collected subset of 50K instances 
• Balanced between Sarcastic/Non-Sarcastic
• Comments between 3-7 sentences long 11

………………………..
.

………………………
………. Prior turn

Current turn (S or NS)

Data Annotations



• Baseline (SVM with discrete features)
– ngrams
– Sentiment and pragmatic features 
• Linguistic Inquiry and Word Count (LIWC) lexicon 
• MPQA Subjectivity lexicon
• Change of sentiment [Joshi et al. 2015]

– Sarcasm Markers [Burgers et al. 2012]
• Morpho-syntactic 
– (interjections: ``yeah’’; ``uh’’), Tag questions (``isn’t it?”), Exclamations

• Typographic
– Capitalization (``NEVER’’), quotation marks, emoticons

• Tropes: figurative or metaphorical uses
– Intensifiers (``greatest’’, ``best’’…)
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RQ1: Can Conversational Context Help in Sarcasm 
Detection?

https://mpqa.cs.pitt.edu/lexicons/subj_lexicon/


Computational Models

• Long Short-Term Memory (LSTM) Networks [Hochreiter & Schmidhuber
1997]

–Type of RNN; able to learn long-distance dependencies
–One LSTM reads the context and another LSTM reads the response

• Attention-based LSTM Networks

–Word and sentence level attention (hierarchical model; Yang et al. 
2016) or only sentence level (avg. word embeddings)
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14Sentence Embedding
Hidden layers

Attention

Final Vector Rep.

Fig. inspired by Yang et al. 2016
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Results: Prior Turn 
Model Twitter

F1
IACv2
F1

Reddit
F1

SVMct 66.5 65.8 72.54

SVMct+pt 67.9 63.1 67.00

LSTMct 67.2 67.5 68.5

LSTMct+pt 68.0 69.9 74.22

LSTMa
ct 73.4 69.8 74.68

LSTMa
ct+pt 75.1 71.3 75.42

Twitter: using only immediate prior turn: LSMTact+pt_last:  73.71

Results

Data Split: 80/10/10
Dev data is used for 
parameter tuning



• Reddit data is self labeled and is larger 
• Train on Reddit and Test on IACv2
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Model F1

LSTMa
ct 65.11

LSTMa
ct+pt 63.23

Possible issues: 
- self-labeled vs. crowdsourced labeled
- topics

Results: Cross-corpora training
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Train and Test on IAC+
v2

Model IAC+v2 (F1)

SVMct 77.89

SVMct+pt 76.43

SVMct+st 68.83

SVMct+ps+st 72.77

LSTMct 79.25

LSTMct+pt 83.32

LSTMct+st 82.60

LSTMct+pt+st 83.33

LSTMa
ct 80.05

LSTMa
ct+pt 81.52

LSTMa
ct+st 80.67

LSTMa
ct+pt+st 81.08

Even if dataset is smaller the 
results are higher….

Possible answer: IAC+v2
contains mostly Generic type of 
Sarcasm (95%) while  IACv2
contains an equal distribution of 
Generic, Rhetorical Questions 
and Hyperbole



• Can capture cases of context incongruity

• Misses:
–Use of contextual information outside the text (shared 

common ground)
–Sarcastic turns with more than 5 sentences 
–User of profanity and slang
–Use of rhetorical questions

18

Error Analysis



• Sarcasm markers
–Explicit indicators of sarcasm 
–Attention put more weights on markers, such as 

emoticons (``:p’’) and interjections (``yeah’’, ``hmm’’) 

• However, 
– Interpretations based on attention weights have to be 

taken with care: classification should not rely solely on 
attention weights [Rocktäschel et al. 2015]
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Attention Weights



• Conversation context helps, particularly prior context

• Results might differ depending on corpora
–Twitter vs. Discussion Forums
–Self-labeled vs. Crowdsourcing labeled 
–Topics could have an influence
–Size of data

20

ConclusionsConclusion



• Sarcasm Detection: Modeling the conversation context
• Sarcasm Interpretation: Textual Entailment + Explanation
• Sarcasm Generation
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Overview



FLUTE: Figurative Language Understanding through 
Textual Explanations (EMNLP 2022)

Tuhin Chakrabarty      Arkadiy Saakyan Debanjan Ghosh
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Collaborators:



Figurative Language Understanding as
Textual Entailment

Understanding Figurative Language (e.g., sarcasm, metaphor, simile, idioms) 
can be framed as Recognizing Textual Entailment (a.k.a, Natural Language 
Inference) task (Chakrabarty et al., 2021, Stowe et al., 2022; Srivastava et al, 
2022)

Hypothesis: The place looked like a fortress.
Premise: The place looked impenetrable and inescapable.

Hypothesis: I love going to the dentist. 
Premise:   I hate going to the dentist. 
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Entailment

Contradiction



Figurative Language Understanding as
Textual Entailment

Issues in current datasets

○ Similarly to RTE/NLI datasets they suffer from spurious 
correlations 

○ Sometimes the label is associated with the overall sentence and 
not the meaning of the figurative language expression

○ Not all have entailment *and* contradictions pairs for same 
figurative language type
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FLUTE: Figurative Language Understanding through 
Textual Explanations

● Desiderata: 

○ Similarly to e-SNLI, the task is framed as  natural language inference 
(NLI) with explanation generation for label prediction 

○ 4 figurative language types: sarcasm, simile, metaphors and idioms

○ Entailment and contradiction labels refer to the meaning of the figurative 
language expression rather than other aspects of the sentence

○ More varied rewriting of hypothesis (figurative) and premise (literal) pairs 
to minimize trivial predictions
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FLUTE: Figurative Language Understanding through 
Textual Explanations

● Create a dataset, FLUTE,  using a model-in-loop approach (GPT-3) 
containing ~9000 pairs across 4 figurative language types

● Implement a baseline model for figurative language understanding as e-NLI 

● Introduce a new evaluation metric to combine label accuracy with explanation 
quality

● Automatic and Human Evaluation 
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Generating NLI pairs for Sarcasm

● Where to start? 

○ Getting sarcastic messages from Twitter seems restrictive by the # 

■ => what about starting from literal sentences? 

■ Empathetic Dialogues (Literal sentences annotated with negative emotions)

○ Crowdworkers on AMturk are 

■ Not good at doing large edits to create diverse entailment pairs

■ Good at doing minimum edits and making sure sentence is entail or contradicted

○ GPT-3 Is not not good at generating sarcasm (yet) but is great at paraphrasing 
28
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expert verification
[…] generate a creative 

paraphrase for a given literal 
sentence […] with the 

associated emotion […]
paraphrase

expert verification 
and editing

Data
literal → sarcastic (contradiction)
literal → paraphrase (entailment)

literal 

Resampling

sarcastic 

Few-shot Learning

emotion

GPT-3

Generating NLI pairs for Sarcasm

My next door neighbors are 
always arguing in our shared 
hallway.
+
Angry

It's so annoying to 
have to hear my 
next door neighbors 
argue all the time in 
our shared hallway.

It's so pleasant to 
have to hear my 
next door neighbors 
argue all the time in 
our shared hallway.

GPT-3 MTurk

Empathetic Dialogues dataset 



Prompt Used for GPT-3 to generate Paraphrases
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Generating Explanations + Data Stats

● We generate explanations for each (hypothesis, premise) pair (either 
entailment and contradiction) using GPT-3  (~13 examples)

● Expert validation and correction: 21% for sarcasm, 20% for simile, 40% 
metaphor and 10% for idioms 
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Prompts Used To Generate Explanations for Sarcasm
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For Entailment For Contradiction
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Experimental Setup

● Train a joint self-rationalizing model (I->OR) using a T5 model (Text-to-Text 
Transfer Transformer) (Raffel et al, 2020) using the following instruction

Does the sentence "P" entail or contradict the sentence "H"? Please answer 
between "Entails" or "Contradicts" and explain your decision in a sentence.

● T5:e-SNLI: fine-tune the above model on e-SNLI (removing the Neutral class)
● T5:FLUTE: fine-tune the above model on on our FLUTE data
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Brief Intro to T5 model idea

● Text-to-Text Models: T5 (Text-To-Text Transfer Transformer) (Raffel et al., 2020) 
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Evaluation
● Automatic Evaluation

○ Blind test set of 1500 instances (750 sarcasm, 250 each for simile/metaphor/idioms)

○ Accuracy@ExplantionScoreThreshold

○ Explanation score: average between BERTScore and BLEURT (0-100)

○ Accuracy@0, Accuracy@50, Accuracy@60

● Human Evaluation

○ Given the two sentences, does the explanation justify the answer above? 

■ Yes (1), WeakYes (2/3), WeakNo (1/3), No(0)

■ Hscore = sample average for each explanation across 3 Turkers

■ IAA among Turkers 0.45 Krippendorf alpha (moderate agreement) 36



Results
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Results
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SHARED task at FigLang 2022 workshop @EMNLP

● We ran a shared task at FigLang 2022 workshop at EMNLP
● 5 teams participated (several beat our baselines J )
● Please check the Figurative Language Workshop papers and our report 

● One interesting highlight from one of the teams
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https://figlang2022sharedtask.github.io/task.html

https://figlang2022sharedtask.github.io/task.html


• Sarcasm Detection: Modeling the conversation context
• Sarcasm Interpretation: Textual Entailment + Explanation
• Sarcasm Generation
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Overview



Tuhin Chakrabarty Debanjan Ghosh  Nanyun (Violet) Peng
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R3 : Reverse, Retrieve, and Rank for Sarcasm    
Generation with Commonsense Knowledge 

(ACL 2020)



Insight: Sarcasm Factors

1. Be evaluative  
2. Be based on a reversal of valence between the literal and 

intended meaning 
3. Be based on a semantic incongruity with the context, which can 

include shared common sense or world knowledge between 
the speaker and addressee

4. Be aimed at some target 
5. Be relevant to the communicative situation in some way



Task and Approach

Task: given an evaluative non-sarcastic utterance, generate a sarcastic 
utterance that keeps the speaker's intended meaning. 

Given the lack of training data for sarcasm generation, we propose a 
novel unsupervised approach that has three main components inspired 
by the sarcasm factors

● Reversal of Valence
● Retrieval of Common sense Context 
● Ranking of Semantic Incongruity 44



NON-SARCASTIC   
UTTERANCE INPUT

TOP RANKED
SENTENCE

zero visibility in fog makes driving easy. 
suffered three cracked ribs in the accident. 

REVERSAL OF VALENCE

NON-SARCASTIC                                             
UTTERANCE  REVERSED

Inputs: zero, visibility, 
fog,makes, driving, difficult 

CAUSES

Output: accident
suffered three cracked ribs in the accident.
I injured my spine in a riding accident.

…...

REVERSE

zero visibility in fog makes 
driving difficult

INCONGRUITY RANKING

FORM CANDIDATE 
PAIRS  FOR NLI

COMMONSENSE
TERM / PHRASE

COMET
(GPT-2 FINE-TUNED

ON CONCEPTNET)

ROBERTA LARGE
FINE-TUNED ON

MNLI

CONCAT SARCASTIC
OUTPUT

RETRIEVAL

POS TAGGING

zero visibility in fog makes 
driving easy

RANKING OF 
SEMANTIC

INCONGRUITY

RETRIEVAL OF COMMONSENSE CONTEXT
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NON-SARCASTIC   
UTTERANCE INPUT

REVERSAL OF VALENCE

NON-SARCASTIC                                             
UTTERANCE  REVERSED

REVERSE

zero visibility in fog makes 
driving difficult

zero visibility in fog makes 
driving easy



Quick Idea behind Adapted Knowledge Models
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• Language models implicitly represent some level of knowledge
• Re-train them on knowledge graphs to learn structure of knowledge
• Resulting knowledge model generalizes structure to other concepts

(Bosselut et al., 2019)

mango, used for -> salsa
person sails across oceans, requires
-> buy a boat 



● COMET (COMmonsEnse Transformers) – ConceptNet, ATOMIC (Sap et al 2019)
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Quick Idea behind Adapted Knowledge Models

(Hwang et al, 2020)



NON-SARCASTIC   
UTTERANCE INPUT

Inputs: zero, visibility, 
fog,makes, driving, difficult 

CAUSES

Output: accident
suffered three cracked ribs in the accident.
I injured my spine in a riding accident.

…...

zero visibility in fog makes 
driving difficult

COMMONSENSE
TERM / PHRASE

COMET
(GPT-2 FINE-TUNED

ON CONCEPTNET)

RETRIEVAL

POS TAGGING

RETRIEVAL OF COMMONSENSE CONTEXT

COMET (Bosselut et al 2019)

Sentencedict.com



TOP RANKED
SENTENCE

zero visibility in fog makes driving easy. 
suffered three cracked ribs in the accident. 

REVERSAL OF VALENCE

NON-SARCASTIC                                             
UTTERANCE  REVERSED

suffered three cracked ribs in the accident.
I injured my spine in a riding accident.

…...

INCONGRUITY RANKING

FORM CANDIDATE 
PAIRS  FOR NLI

ROBERTA LARGE
FINE-TUNED ON

MNLI

CONCAT SARCASTIC
OUTPUT

zero visibility in fog makes 
driving easy

RANKING OF 
SEMANTIC

INCONGRUITY

Sentencedict.com
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Evaluation Setup

Test Set

Test on 150 randomly selected non sarcastic utterance

Evaluation Criterion

● Creativity 
● Sarcasticness
● Humor
● Grammaticality   



Ablations

● Reversal of Valence (RV) 
● No Reversal of Valence (NoRV) 
● No Semantic Incongruity (NSI) 
● SOTA  (Hybrid reinforced seq2seq model Mishra et al 

2019)
● Our Full Model (FM) 
● Human (Gold) Sarcasm 
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Results
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Pairwise Game
FM Vs. Human FM Vs. SOTA

Win

Loss

34.0   55.3          48.0   36.0         40.6   48.0           26.6  56.6

90.0   6.0                95.3   4.0         90.0   4.0              98.0    1.3



• Use theoretically-inspired approaches

• Context is important: Dialogue context; Common sense knowledge; 
What else?

• Neither generation nor detection is a solved problem

• Model-in-the-loop seems a promising approach for building 
datasets

• Sarcasm understanding/generation is hard and interesting! 
Come work on it!
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Takeaways
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THANK YOU!!

Code and 

Data and Code: https://github.com/tuhinjubcse/

Tuhin Chakrabarty Alexander Fabbri Debanjan Ghosh     Arkadiy Saakyan Nanyu (Violet)Peng 

https://github.com/tuhinjubcse/SarcasmGeneration-ACL2020

