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Abstract
In the context of globalization, people of different cultural backgrounds

are often faced with the same big events such as the Covid-19 pandemic,

opportunities and challenges brought by artificial intelligence, climate

change issues and so on. Thanks to the very popular social media

applications, we can easily get some comments and responses from

different affinity groups upon a specific international event [1]. We think

it is very meaningful to collect and analyze these distinct cultural



viewpoints through natural language processing techniques. In particular,

we conducted word embedding methods to learn geometrical encodings

at first, then we focused on sentiment analysis of comments about

Covid-19 pandemic events written in English and Chinese. Our results

show that there are significant divergences in valence scale between

responses from American and Chinese cultures.

Keywords: Word embedding, middle-frequency words, GloVe model,

Sentiment Analysis, VADER

1 Introduction

The goal of our research project is to study the differences and

similarities in the social media comments towards the same events across

several affinity groups. At the beginning, we try the word embedding

techniques in order to get representations useful for our final tasks. After

that, we would like to apply some sentiment analysis model with

interpretability, which means it is not a black-box model and has

excellent performance as well. With our model capable of labeling the

reviews and comments as positive, neutral or negative, we would like to



quantify the emotional labels further based on the valence scale of social

media comments, i.e. how positive or how negative these comments can

be. Hence, we could use the statistical results to compare the culture

differences between different affinity groups.

In this directed research report, we will mainly focus on the dataset

constructed by Luvena Huo [2] in her previous work. In view of this

dataset, we apply the Global Vectors (GloVe) [3] for word embedding.

Our expectation is to obtain some good representations for semantic

classification or regression. Next, we explore a simple but powerful

rule-based model for sentiment analysis: VADER [4]. Combined this

model with other essential toolkits such as Google-translate API, NLTK

[11] and jieba [5] packages, we could conduct the sentiment analysis task

and obtain the sentiment intensity score (valence-based) for corpus in our

dataset.

The main contribution of this research project can be summarized as

follows:

 We apply GloVe model to get meaningful word embeddings

on Kaggle dataset and explore the feasibility to use this

methods on the dataset that we are interested.



 We investigate the dataset collected by Luvena and do

sentiment analysis using VADER model for the corpus written

in English.

 We explore the VADER model combined with NLTK and

jieba toolkits to conduct sentiment analysis for the corpus

written in Chinese, and compare the quantified result.

2 Related Works

2.1 Word embedding methods

Word embeddings are a learnable representation for text in which words

with similar meanings tend to be close to each other geometrically. It

could capture the semantic, syntactic context or a term and helps

understand how likely it is to have the similar meaning with other terms

in an article, a micro blog, and so on. We expect to exploit this property

to see if we could obtain useful representations for sentiment analysis.

Among the word embedding methods, Word2Vec and GloVe are very

popular these days. Both models could learn spacial encodings of words



from how frequently these words appear together in a corpora. We choose

to use GloVe model because many work suggested that when we control

the training hyperparameters, the embeddings generated from these two

methods tend to be very similar in downstream NLP tasks. In addition,

compared with Word2Vec, it is easier to parallelize the implementation

[3]. Thus, the training process could be more efficiently.

2.2 Mainstream emotion models

Emotion classification and regression are widely discussed topic in

psychology. Many Natural Language Processing (NLP) researches pay

close attention to Ekman’s model, where anger, fear, sadness, joy, disgust

and surprise are the six basic emotions. Other works [2, 7] in NLP begin

to focus on Russel’s circumplex model [8] which suggests the emotion

states can be represented as a two-dimensional spaces with two

independent axises: valence and arousal. Recently, some NLP studies [9]

indicate that these emotional axises could be regarded as dependent and

such model design could be beneficial to emotional tasks. In this research

project, we focus on one single emotional dimension only, which is

valence.



2.3 Sentiment Analysis models

Sentiment analysis is a very active area of study in the field of NLP

researches. The goal is to extract and analyze subjective information from

corpus such as opinions and attitudes [10]. Much work are conducted

based on machine learning approach [1], even if they could achieve high

performance, there exists many shortcomings. For example, these

methods derives features that are not easily human interpretable, which

could harm the ability of models to generalize, modify and extend [4].

Apart from that, many works rely on sentiment lexicons approach, where

words are manually categorized in many classes (like positive or negative)

or associated with real-valued scores for specific sentiment intensity. This

approach is very robust and highly interpretable by humans, we will adapt

VADER lexicons as well as some generalizable heuristic rules introduced

in [4] to perform our sentiment analysis task.

3 Materials and Methods

3.1 Experiment datasets



We mainly focus on the dataset constructed by Luvena in her previous

work. It is consist of comments toward Covid-19 topic in both English

and Chinese from YouTube webpage (See Fig. 1-2). The specific

timeline for these comments is early 2020, during the initial outbreak of

the coronavirus. Since both the American people and Chinese people are

in the same situations for this global pandemic, we could make a

comparison between these two affinity groups. In addition, it is a

relatively small corpus since sentences in English and Chinese are less

than 100.

Figure. 1. Examples of English comments in our dataset.

3.2 GloVe for word embeddings

First of all, we would like to try the Global Vectors (GloVe) to obtain the



word embeddings. This model is often used to deal with text similarity

tasks and named entity recognition. And it could produces a vector space

with meaningful geometrical structure. We expected to obtain some

useful representations for semantic classification or regression, then we

could plug them into models like neural networks to perform these tasks.

Figure. 2. Examples of Chinese comments in our dataset.

3.2.1 Compute the co-occurrence matrix

A co-occurrence matrix have specific entities in rows (ER) and columns

(EC). For instance, if we just treat the adjacent words in a sentence as pair

of words that co-occurs, then we could get such matrix shown in Table.1.



The aim of this matrix is to present the time counts each ER appears in

the same context as each EC, as a result, more similar words are more

likely to co-occur. In general, Glove is a co-occurrence based model. It

starts by going through the entire corpus and constructing a co-occurrence

matrix. In our project, if two specific words are no more than five

positions apart, we treat them as a valid count. Before computing this

matrix for our dataset, we need to use NLTK toolkit [11] to perform word

tokenization, stemming and lemmatization for English comments (Fig.

3.). These data pre-processing techniques indeed helps considering our

dataset are not large enough.

Cats are cute Moonlight is beautiful

Cats 1 1 1 0 0 0

are 1 1 1 0 0 0

cute 1 1 1 0 0 0

Moonlight 0 0 0 1 1 1

is 0 0 0 1 1 1

beautiful 0 0 0 1 1 1

Table. 1. Examples of co-occurrence matrix for the following text: “Cats are cute.
Moonlight is beautiful. ”



Fig. 3. Examples of word lemmatization for English corpus. Specifically, the upper

sentences are the original comments in our dataset, and the lower ones are the result

of lemmatization.

3.2.2 Training process

Denote our co-occurrence matrix as X and the vocabulary size of our

dataset as V, then X is a V × V matrix. The primary goal of GloVe

method is to fit a rank-K approximation of X,

where R and are V × K matrix. K is our hyperparameter for feature

dimension, V > K. In this case, each row �� of R is the K-dimensional

representation of a word. And each entry is approximated as

Thus, we can minimize the squared error, it is actually the same as

Principle Component Analysis (PCA).



Finally, the objective function J is defined as follows:

where f is our weighted function. Usually, word counts are a heavy-tailed

distribution, so the most common words will dominate the objective

function, this is the reason why we use the logarithm of x in J.

In particular, we will split the dataset into training, validation and testing

parts, and use the gradient decent methods to minimize the value of

objective function at training process. We will also use validation dataset

to figure out the best settings of hyperparameters.

3.3 Sentiment Analysis on English and Chinese
comments

Next, we explore a simple but powerful rule-based model for sentiment



analysis: VADER. This model is constructed and empirically validated

through a gold-standard list of lexical features, which are attuned to

sentiment in microblog-like contexts, so it is interpretable and very

suitable for the dataset. We apply this model and combined with other

essential toolkits such as Google-trans API, NLTK and jieba packages to

conduct the sentiment analysis task and obtain the sentiment intensity

score (valence-based) for corpus in our dataset.

3.3.1 Lexicons and standard rules

Unlike the traditional machine learning approach, the VADER model

relies on its sentiment lexicon to make the decision. Not only could it

produce the polarity(positive/negative) label for word, sentence or article,

but also score the intensity on a scale from -4 to 4. It mostly inherits the

elements of existing well-established lexicons such as LIWC, GI and

ANEW [12]. Besides, it adds additional lexical features such as

emoticons and acronyms, which are commonly used in social media to

express feelings. Based on the wisdom of the crowd approach, it has

established polarity and intensity scores of sentiment valence for over

9,000 lexical features. These items comprises the VADER sentiment

lexicon. For example, the word “okay” has a positive valence of 0.9,



“good” is 1.9, and “great” is 3.1, whereas “horrible” is –2.5, the frowning

emoticon “:(” is –2.2, and “sucks” and “sux” are both –1.5 [4].

Furthermore, the model add several generalizable heuristics based on

grammatical and syntactical cues to convey changes to sentiment

intensity. For example, using the exclamation point or capitalization

words could increase the absolute score of intensity, without changing the

polarity labels; the contrastive conjunction “but” signals a shift in

sentiment polarity, with the sentiment of the text following the

conjunction being dominant [4]. In short, associated with these heuristics,

VADER goes beyond the typical bag-of-word models.

3.3.2 Natural language processing for Chinese part

In this project, we apply VADER model to get the quantified valence

sentiment results of English comments directly. As for Chinese comments,

since VADER’s lexicon does not contain any Chinese lexical features, we

will adopt Google trans API to convert the Chinese comments into

English at first. However, due to the property of Chinese texts, idioms,

proverbs and even the space character could potentially change the results



of Google trans API completely. In fact, the segmentation task for

Chinese corpus could be very challenging. As a modification, we choose

to use the "Jieba" [5], which is known as one of the best Chinese text

segmentation tools, to split the characters in a more reasonable way. And

then apply Google trans to convert these word segment into English.

Although this could make the translated sentences not so coherent, it

could still retain the contextual and logical relationship somehow. Since

the VADER is sentiment lexicon based model, this modification has no

conflict with our model. Therefore, we expect to obtain a more accurate

sentiment analysis result for Chinese corpus.

4 Results

4.1 GloVe embeddings

In this section, we will show some graphs of learned representations of

GloVe, these are high dimensional vectors, so we choose to apply the

t-Distributed Stochastic Neighbor Embedding (t-SNE) [13] as our data

exploration and visualization method. Figure 4 provides an evidence that

using GloVe could indeed generate some meaningful structures of word



representations where words having the similar semantic meaning or

commonly used together tend to form a cluster.

Fig. 4. Visualization of word representations learned by Glove. Specifically, we use

the toy examples from [14] to train and validate the model, and choose the best

feature dimensions according to the validation loss. In this case, we choose perplexity

= 3, iterations = 1000 and early_exaggeration = 10 for t-SNE parameter settings.



We could also use middle-frequency extraction technique to remove the

less important words form the vocabulary. For example, high-frequency

stop-words and words rarely appears in our corpus. To do this, we need to

obtain the word count plot (Figure 5-6) in advance.

However, such model does not work very well on our interested dataset.

Figure 7 indicates that the middle-frequency words of our corpus about

Covid-19 pandemic [2] do not cluster based on their semantic similarities.

One of the possible reasons would be that this corpus is not large enough

to build a co-occurrence matrix with sufficient information for the task.

We need to collect more documents related with such topic to perform the

GloVe method.

Fig. 5. Plot of the word counts from our dataset [2], the vocabulary size is 385.



Fig. 6. Log-log plot of the word counts, we can use this graph to define the
middle-frequency words for our dataset (the word index ranges from 24 to 80).

Fig. 7. Visualization of word representations learned by Glove using our dataset [2],



filtered by middle-frequency words. We choose perplexity = 3, iterations = 1000 and
early_exaggeration = 10 for t-SNE parameter settings.

4.2 Comparison of VADER sentiment analysis

4.2.1 Result of English and Chinese comments

In this section, we will compare the sentiment analysis results, i.e. the

valence scores of our dataset using VADER. In particular, we normalize

these scores from -1 to +1, where the minus sign means negative attitude,

zero means neutral, and the plus sign means positive attitude. From those

histograms (Figure 8), we can see that the valence of English comments

is like a normal distribution from negative to positive attitudes. Most of

them are neutral, as the strength of emotion increases (i.e. the absolute

value of valence scores), the corresponding density tend to decrease.

Fig. 8. Histograms of valence scores from negative to positive, before using Jieba



toolkit. Mandarin comments stands for comments written in simplified Chinese.

As for Chinese comments, valence scores are tend to be distributed in

areas that represent positive emotions. The density for each intensity is

very close, and it looks like an approximately uniform distribution from

-0.5 to 1.0, which suggests that the Chinese comments of our dataset are

more positive than English comments.

4.2.2 Changes by using Jieba toolkit

When we adopt Jieba toolkit to perform Chinese word segmentation, the

result of Chinese comments becomes slightly different from the previous

one (Figure 9-10), but this does not change the fact that valence scores of

reviews in Chinese tend to be more positive, and our conclusion still

holds. The modified methods generates a histogram which is more

informative to us, since the previous one are close to uniform distribution.

We believe the new sentiment analysis result of Chinese comments are

more accurate mainly because Jieba does a better job than Google trans

API in separating the words, idioms and proverbs from Chinese corpus.

Bad segmentation and several space characters could potentially interfere

with translator to convert Chinese texts into English correctly.



Fig. 9. Histograms of valence scores from negative to positive, the blue one
represents result after using Jieba, and the orange one represent the previous result.

Fig. 10. Histograms of valence scores from negative to positive, the blue one
represents that the distribution after using Jieba has more density in the specific
region, while the orange one represents the previous result has more density. We can



see after using Jieba, there are more neutral scores and more extreme valence scores
than before.

Discussion

In this research project, we adopt Glove embedding methods to learn

word representations at first. As a consequence, the final result on our

corpus [2] does not show a well-established structures compared with toy

examples [14]. The reason might be that our dataset is relatively small, so

it is difficult for the co-occurrence matrix to reflect the real semantic

relationships of word pairs. One possible solution would be collecting

more documents related to the Covid-19 topic, then we can get rich

information to build the co-occurrence matrix. Once we can achieve this,

we could then use the learned word embeddings to perform some

sentiment analysis tasks [1].

We also compare the difference between the valence score of English

comments and Chinese comments by using VADER models. As many

NLP works suggest [6,7,8,9], we could try to extend our current model to

a new one which can produce multi-dimensional scores for emotion given

the comments especially from social medias. These multi-dimensional



metrics could contain valence, arousal and dominance, regardless of

whether these emotional dimensions are dependent or not. One possible

research directions would be using the deep learning techniques. Since

we will collect the large dataset for Covid-19 topic, it is possible to train a

deep learning model with supervised learning. However, this approach is

not very human-interpretable. Another possible research directions for the

future work could be modify and extend the sentiment lexicons, the

lexical features could not only have polarity labels and intensity values in

valence scale, we can use the similar methods like inheriting the elements

of existing well-established lexicons which contains information for

multi-dimensional emotions. Or we could use the wisdom of the crowd

approach to get the reasonable scores and labels by human subjects.
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