Cross Culture Analysis
Andy (sc4426@columbia.edu), Gary (xh2379@columbia.edu)

Introduction

Our main goal is to distinguish cultural differences in video news which focus on
topics between multiple countries, let’s say, China and United States, which have
cultural backgrounds in contrast. The differences include the anchors’ gestures, the
text content of the news, the way they convey a perspective, the perspectives they
have on same incident, etc.

In this project, the topic we mainly focus on is AlphaGo. The reason we think it is
an appropriate topic to research on is because AlphaGo is a topic which people all
around United States and China would show interests on. More specifically,
AlphaGo, which is developed by Google, would definitely attract people’s
attention since the firm (Google) is a long-last red-hot company who possess the
most advanced technologies. While the chess game “Go” is originally from China
and it should be very popular in the place of its origin. To sum up, we think the
epic duel between the Google developed AlphaGo and the genius Chinese player
should attract enough attention for us to study.



Web Scraping
US Videos

We start our work by collecting data with web scraping. We mainly focus on the
videos on Youtube for Alphago-related news from United States, since Youtube is
currenlyt the most popular video platform. Another reason Youtube would be the
best choice is that there exist plenty of APIs and SDKs which allow us to simplify
the scraping works. However, it is another world in China since Youtube is not
popular in the area. Hence, we separate the scraping task in aid of fitting to
different cultural environments.

pytube

The whole scraping task is implemented with Python. We take advantage of the
Python package called pytube to download videos from Youtube. The package
supports not only videos, but extracting audio files and metadata such as
descriptions, title, video length, etc. This package really simply our works since we
do not have to crawl into the html on Youtube by ourselves with this package.
However, Pytube can only be used in one specific video. In other words, we need
to know which video we want to scrape first. To solve this problem, it is necessary
for us to get the video IDs.

Youtube API

The official Youtube API provides services which we can implement to solve the

problem mentioned above. There is a “Search” API which we can use it by sending
requests, which include the query we want to search. In this project, our results are
mainly generated from the query “Alphao News US”, in the way which we can
focus on the video news from media companies from United States. The response
contains list of video objects. The video objects contains ID, thumbnails, metadata,
etc. The order of the list should be the same as we exactly search on Youtube’s
website. In conclusion, the Youtube API also simplify our scraping works by
providing a simple gateway to get the results we need in the search list page on
Youtube (before the video page).


https://python-pytube.readthedocs.io/en/latest/
https://developers.google.com/youtube/v3/docs/search/list

To sum up, we use the techniques mentioned above to do the scraping on Youtube
videos. First, query “Alphago News US” with Youtube API and get the video IDs
in the result. Then put the video IDs into pytube sdk to download the videos and
metadata.

We download 500 videos with titles and queries from Youtube and extract the
features from them. The methodologies of feature extracting will be discussed later
on. We have not met any downloading limitation so far, which might happen in

some cases when we are trying to send large amount of requests to other websites.
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Chinese Videos

For Chinese videos, there is not a single dominating video source such as Youtube.
Therefore, we decide to use several websites as our sources such as Bilibili
(https://www.bilibili.com), Iqiyi (https://www.igiyi.com) and Tencent Videos
(https://v.gg.com). Unlike Youtube, which is very friendly to provide official APIs
for easy downloading, the Chinese video websites mentioned above require more

work to scrape and download. Details are discussed in the following sections.

HTML Parsing — Obtaining URLs

All of the 3 websites mentioned provide a searching entry for users to input
keywords. After making a query with some keywords, the first step for obtaining
Chinese videos from those websites is to parse the HTML files returned by the
sites in order to fetch the URLSs for the videos. Following is a demonstration of
doing so using the browser Safari.


https://www.bilibili.com/
https://www.iqiyi.com/
https://v.qq.com/

Step 1: Make a query for videos.
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Step 2: After seeing the results, open the page source by choosing Develop in the
menu bar followed by clicking Show Page Resources.
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Step 3: Different websites have different ways to store the URL links of the
resulting videos, and in this step we need to inspect how the URLSs can be obtained.
Bilibili uses avid as a unique identifier for its videos and the URL simply consists

of ‘https://www.bilibili.com/video’ plus the avid. We see that each video is
wrapped in a <li class="video matrix"> tag and the avid is in a <span class="type

avid"> tag.
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Tencent has its resulting videos’ information stored in <div class="result item
result item h quickopen" ...> tags and the URL can be found in the <a href=...>

tag inside.
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Iqiy1 stored the information in <li class="list item" ...> tags and the URL is in a
<a ... href:

...> subtag.
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HTML Parsing — Extracting Metadata

After obtaining the URLSs, we are now able to download the video. But before
doing so, we would like to obtain more information about the video such as the
title and description. With these metadata, we can improve queries, make further
analysis and filter videos for downloading, etc. To do so, open the video URL and
then open the page source. Similarly as finding the URLSs in the last section,
inspect the source and find the location of the metadata. We see that Bilibili videos
has their information stored in a <script> tag starting with
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<D i} & www.bilibili.com/video/av14575134 < i
L'\'n\'l'k'\“ T v @E EM OWNSL EE 8B SE  [JTHAP R Q o Bz

BEIR i R
B[E
Az = " i
P E-B
— LR
P Bl 0000/ 7527
1 AE%EE, 56 ZRHNE § A #xER s BBAN> &2 / i
v iy [m] ¢ @ [ 159 @366s 1 @64 A & Q- Search
IE Elements ‘ @ Network | {T} Debugger [ Resources @ Timelines | £ storage [ canvas ‘ Console (@] search ‘ + ‘ﬁ}
Documents 3 [ < > & avas7s13a 0 ® 0
v

©| av14575134 — wwiw.bilibili.com | /script><script>window.  INITIAL_STATE_ ={"aid":"14575134","p":"", "videoData":{"aid":14575134,"videos":3,"tid":39," tname" : "i&i#+ LFFR"," copyr
Beacons :
Fetches

Fonts

>
>

>

»  Images
» | Other
> Scripts
~

Canbata

@ Filter

v



Tencent has the information in several <meta ...> tags.
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Iqiy1 stores the information as json format in somewhere starting with ‘video-info’.

(<[> D www.igiyi.com/w_19ru2uv5 4x.html X m a9

HANAEEZZF: fLE VS AlphaGo 1/ (HID3)
3@ {5—t

_— HE
@ HEE Y RER s
Bli2E: M—HEED 1939 EEMSASE: 855 &TEdIE: 2017-06-10 e
ERAYIA&REF: I35 VS AlphaGo 15 (HHTTER)
N RECABHEBESR
BT e
@z
= = [ & [©] [ 104 23 @3 o Qe
52 Elements @ Network {} Debugger [ Resources @) Timelines £ Sstorage & canvas Console (@] search + 8
Documents & [ < > < wion2uwsachiml 0Ee0n

¥ 5] w19ru2uvBax.html — wuiw.igiyl.com

Fetches
Fonts. 2

i 5"} ivideo—info='{"isLequ":true,"channel": {"ppsUrl":"http://www.pps . tv/sports/","logoTnage" : "http://tpd. sinaing. cn/2746147127/50/5661734602/1'
images

Scripts

vVvVvVYw

Stylesheets
> | Extra Scripts



Of course, this can, and should, be done automatically. After a few manual
inspections and tries Python scripts can be used to do the work efficiently.

Note that the source used for searching and the source to which the video belongs
may not necessarily be the same. For example, making a query in Tencent may
return resulting videos that is provided by Bilibili, Tudou, etc. Therefore, the code
for obtaining URLs and the code for scraping metadata should be written
separately. Also, one might notice that metadata sometimes can also be obtained
from the querying results instead of going into the specific video page. However,
the major downside of doing so is that the descriptions are truncated and replaced
by ‘...", so we eventually decide to extract metadata using the more time
consuming method in order to obtain the complete descriptions and other
information.

Video Downloading — you-get

With no official APIs provided by the video sources, it is not easy to download the
videos manually. Fortunately, there is a handy tool that can do the job, named

you-get (https://github.com/soimort/you-get). This is a powerful tool that can
download videos simply by providing the URL. It is used via the command line.
For example, we can download a video by running

you-get https://www.bilibili.com/video/av14575134

in the command line. Similarly, this can also be done automatically using Python.

Before using you-get, we tried using another tool which is named
youkudownloader (https://pypi.org/project/youkudownloader). However, it seems

that it is outdated. Part of its code no longer works as many websites have changed
the way of storing information.
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https://github.com/soimort/you-get/
https://pypi.org/project/youkudownloader

Generating Queries

So far, we can easily get bunch of videos automatically, with arbitrary queries
defined by us (“AlphaGo News US”, “AlphaGo News”, etc.). However, we found
that the results showed up are not very accurate. In other words, there are some
videos in the result which are not we target for, let say, the replay of the games Ke
Jie and Lee Sedol played against AlphaGo, rather than video news. To fix this, we
limit the length of the video in 5 minutes so that we can filter out the lengthy
videos which are apparently not our targets. We can achieve this task by simply
add an argument in pytube which support filtering on videos.

Although we can limit our videos in the length we want, we still found that the
results are not as related as we expected. We thought the problem was on the
keyword (query). That is to say we should put other queries which might result in
more accurate videos. However, we did our best to come up with “AlphaGo News
US” in human guess, which we think is the most general query to limit the results
in video news which reported about AlphaGo. Hence, we decided to look into the
text to find out what are the popular words which should be candidates for the

query.

NLTK -- Document pre-processing

First, we collect the title and description of videos in the approach discussed above
(Youtube API + pytube). We analyze them separately, while in same approaches.
The main task of analyzing the text is to gather the word counts in each dataset
(title, description). The pre-processing works of analyzing the text include some
Natural Language Processing (NLP) techniques as follows:

1. Tokenization: Given a whole text file, we should chop the whole paragraph,
or sentences to word level. A token is a sequence of characters, which should
be a word in this case. This is a necessary in most cases in NLP since we
usually do the analyzing in word level rather than whole sentences or
characters. The input of tokenization is the title or description of the video,
and the output should be a list of words.

11



2. Part of Speech Tagging: To give each word in the list there part of speech,
for example, assign “V” to “play” in “I like to play baseball”. The reason
why we do this is a preparation for the next step. The input of Part of Speech
Tagging is a list of words, which should become a reasonable sentence if we
join each item with spaces. The output is a list of tuple. Each tuple of the list
should be (<word>, <tag>), for example, (“play”, “V”).

3. Lemmatization: There are many different forms of same words in documents
for grammatical reasons. For example, “play” and “played” should be the
same word in analyzing the sentences “I play baseball” and “I played
baseball”. However, it should be different once the single word possesses
multiple part of speech. Let’s say, “plays” in “I enjoy the perfect plays in the
game”. Hence, it is clear now that the Part of Speech Tagging in previous
step 1s necessary for the pre-processing of the documents. The input of
lemmatization is a list of tuple of word and part of speech tag, and the output
is a list of words since we do not need the tag anymore.

4. Stopwords Removal: A stop word is a commonly used word (such as “the”,

€69 ¢ 29 “i

a”, “an”, “in”). The occurrence of theses common words will affect our
result in analyzing text since these words are usually “not important™ to the
content of a document. The input of stopwords removal is a list of words,

and the output is still a list of words while the stopwords are excluded.

All of the pre-processing steps above is implemented with NLTK (Natural
Language Toolkit), a suite of libraries and programs for symbolic and statistical
natural language processing for English written in the Python programming
language.
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Chinese Word Segmentation

For Chinese results, there is no need to do any lemmatization, since the Chinese
language does not have this type of problem. While English uses spaces as
separators of words, Chinese do so according to the context. Therefore, before we
can do analysis such as word count, we will need the words separated first. A nice
tool for doing so is called jieba (https://github.com/fxsjy/jieba), which works fairly

nice and can correctly split most of the Chinese sentences we have. The tool is
written in Python and can be used via Python.

There is also a Stanford Word Segmenter
(https:/nlp.stanford.edu/software/segmenter.shtml) that can achieve the same

purpose. But after some of our observations, we find that this tool does not perform
as well as jieba. Many words, especially names, cannot be correctly identified by
the Stanford Word Segmenter, and therefore we decide not to use it.

Look into the word counts in documents

We get the processed text after implementing the steps above, then we can further
enter the process of analyzing the word counts in the document. Same as before,
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we count the words of title and description of videos separately. In this section, we
explain the process of counting the words in description of videos.

After iterating through the whole list of words and count the occurences of each of
them, we found that the most popular words do not have reference value. The
words are “Alphago”, “Google”, “Al”, etc., which we have already knew and tried

on the query. The words we interested in is in the medium frequent range, which
can be shown in the following picture.

count
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index

The y-axis in the above picture is the count for each word, and x-axis is the index
of the word in the list, in sorted order rather than the order occur in the document.
We can see that there are few words in the head (with big number of counts),
which are apparently the most popular words in the documents. And there are a
bunch of words in the tail, which are also apparently the words we do not want to
look into since we need the words with certain popularity in the query. Hence, we

would like to extract the words from the medium popular range, which is roughly
boxxed up in the picture above.
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However, the curve is too deep to be readable. To solve this problem, we apply

Log-log Plot to transform the deep curve into a linear line. We change the count in

y-axis to log(count) and the index in x-axis to log(count). We can see the

distribution of the scatters is transformed from deep curve to a linear line in the

following picture.

count

index

And the range of words we want to look into has become more clearer in this way.

The text part in the whole project is not limited to plain text such as titles and

descriptions. However, we found that we can also work on the transcript from the

anchor. Since the content in broadcast news is usually in very formal English, we
can rely on common speech recognition toolkits to get the transcript.
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We collected the videos with previous approach described above (Youtube API +
pytube). To transcribe the text from audio, we need to convert the video file to
audio file first. We use command line toolkit “ffmpeg” to do the converting in our
project. We use Speech-to-Text Client Libraries by Google to transcribe our audios

to text. It is a python library, while we still have to upload the audio files to Google
Cloud Storage. We can then get the URL of the files and put it into the
Speech-to-Text SDK. Finally, we get transcript our transcript through these steps.
To avoid unnecessary cost from Google Cloud Storage, we delete the audio files
right after finishing the transcript.

There is one thing we have to consider before Speech-to-Text Client Libraries by
Google -- the pricing. The pricing table is as follows:

Feature 0-60 minutes Over 60 minutes, up to 1 million minutes
Speech Recognition (all models except video) Free $0.006 USD / 15 seconds*
Wideo Speech Recognition Free $0.012 USD / 15 seconds*

Have a note on these pricing policy could avoid unnecessary cost which might
happen unknowingly.

After we get the transcript from audio files, we stored the transcripts and do the
same analysis as title and descriptions. We found that in the transcript, the words
tend to be more common compare to the ones in titles and descriptions.

The results of the distribution of the text in normal and Log-log Plots are as follow:
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Here is an example of such counts (after applying segmentation).
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Named Entities

To narrow down the range of targets what we are looking for our queries, we
decide to look into named-entities. As described in WIKIPEDIA: a named-entity is
a real-world object, such as persons, locations, organizations, products, etc., that

can be denoted with a proper name. The reason why we think it is important to
dive into is named-entities usually differ more apparently between different
cultures.

We use a python library SpaCy for extracting the named-entities from documents.
It’s is an industrial level Natural Language Processing package for python which is
totally free. We can just input the raw text and then output would be list of entities.

The documents we look into are descriptions. We found that there are many
advertisements in the descriptions which would influence the accuracy such as
“Follow us on Twitter”, “Download on AppStore”, etc. Hence, there are some
irrelevant entities showed up in the results such as “Twitter”, “AppStore”,
“Facebook”, etc. Advertisement removal should be one of the future works which
might improve the performance of our results on generating more appropriate
queries.

Specific News Channels

Despite the problem we met, we still found an interesting word in the result. There
is an entity “CGTN” in the result that looks like a name of the news firm which
might possess many resource of news about AlphaGo. We then found that CGTN
stands for China Global Television Network, which is a Chinese international
English-language news channel that might have videos being our targets. The
reason is that we want to compare the cultural difference between China and the
United States, and the feature that both videos are in English is a great help.

Hence, we turned our targets to Youtube Channels in order to narrow down the
range of the results. That is to say, we queried “AlphaGo News US” in specific
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Youtube Channel (more precisely, news channel) and see if the result would be
more relevant to our target. Youtube API also support to search on specific

Y outube channel, we only have to pass the channel ID as argument. The result
turned out to be more accurate videos showed up in the first view videos.

Comparing Searching Approaches

We decided to compare the difference in results between searching in CGTN (with
channel) and without specific channel. The way we compare between them is to
append each named entity to “AlphaGo”, that is to say, “Alphago <entity>" as the
query and get the number of the results in each way. Then we normalize each data
series so that we can take weight (percentage) rather than actual counts to compare
with each other. We again visualize the comparison so that easily see if something
strange (interesting) happens.

Distribution of results of search with entities in CGTM channel or general search
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Each spot in the picture above represents a word (named entity). The x-axis is the
percentage of the count of the word in results of searching without specific
channel. The y-axis is the percentage of the count of the word in results of
searching with CGTN channel.

The spots distribute in the diagonal line from lower left to upper right are the
“normal cases”. Which means the percentage of the word in both search
approaches are similar in certain threshold range. The case we want to find is that
have dramatic difference of percentage in both search approaches. In other words,
the spots which appear in the upper left or lower right corners.

We can see that there are some extreme cases in the upper left corner. Those are
the advertisements since specific firm might want to advertise their mobile
application on Apple Store, Page on Facebook, etc., which we mentioned before. If
we set both maximum and minimum thresholds of the difference of the percentage,
we can find some words interesting.

The entities such as “Ke Jie” appears in the spots boxxed up above, which make
sense since CGTN is a news channel based in China and Ke Jie is the Chinese Go
player who played against AlphaGo.
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Distribution of results of search with entities in CGTM channel or general search

We should query in more news channel on Youtube such as NBC, ABC, etc., to
see if we can improve the accuracy of searching related news videos in future
works.

There are some problems we found and we have not been able to solve it yet so far
which are related to the degree of relevance.

1. First, we found that there are some videos which include multiple quick
short news. The report of AlphaGo might be a little portion of the video,
while most of the information in the clip is not helping our data analysis.

2. Another problem occurred while we were looking into the search results. We
saw many “Philippines” and “ISIS” in named entities analysis, however, we
are still not able to figure out what happened of here by human guess.

3. Third, the number of the videos we should take as references is hard to
decide. In the previous sections, we mentioned that we download 500 videos
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and metadata and do the analytical works on them. However, we found that
the results become more irrelevant as approaching to the tail.

After all, we think we already have a potential solution of these problems. There
are some clues that we might be able to access the “Relevance” of the results of
searching with Youtube API. We can sorted the results with the order of each
relevance between the video and query, while we still can not access the value
right now. We consider to do it in the future and we think it is a valuable approach
that we can give it a try.
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Results

At this point, we have developed code and gathered tools so that we could
download videos and obtain metadata from an arbitrary query. Currently, we
Downloading from Tencent is rather slow probably due to some internet problems.
Downloading from Iqiyi is sometimes unstable and may occur errors.

Currently, our main focus is to find a way to improve our queries in order to obtain
more relevant videos and discover keywords that seems to be very interesting. For
example, some interesting keywords include ‘Philippines’, ‘Chess’, ‘Starcraft’, etc.
These words do not usually come into mind when we think about AlphaGo.
However, by doing analysis we find that these words might contain more
information than we think.

Besides attempting to improve our queries in a systematic manner, we also inspect
some videos manually, and here are some of the interesting results we find.

In this video from https://www.youtube.com/watch?v=8dMFJpEGNLQ, the tone
towards China is very negative and treats the AlphaGo event of defeating a famous

Chinese player as China’s ‘national crisis’ for Go is a traditional game in China
and has a long history.
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From the screenshot we see that this video states that China blocked the Google
machine because of the game. However, we know that China has blocked many
US sites such as Google, Youtube, Facebook, etc. already for a long time and it has
nothing to do with AlphaGo.

ABC NEWS MAY 24, 2017 (

MAY 24, 2017
CNN MAY 24, 2017

ogle’s
ainst
yer

Google’s man-versus-machine
showdown blocked in China

SHERISSE PHAM & SERENITIE WANG
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From this screenshot we see that the video selects a small portion of the Chinese
player’s words and depict the feeling of depression and suffering a defeat.
Although the words were really said by the player, the complete context has been
removed and here these words seem to show a very different emotion from the
original context.

Google's Al AlphaGo Is Beating Humanity At Its Own Games. (HBO) o .~» 0
(== News  HB®

CDBOOLO GO H BY rov0OOROODOODO®
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v

To me [AlphaGo] is the god of the Go game.

of) 1:48/2:04 Scroll for details

v
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On the other hand, in a video from
https://www.bilibili.com/video/av10820622?from=search&seid=15276494022864
839122, we see exactly the same event, but described in a much more neutral
manner. It holds no attitude about the event. Instead, it simply shows the event and
let people see how the Chinese player feels and what he talks about the game.
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Another video from https://www.igiyi.com/v_19rr7eslyg.html has a very positive

attitude towards the Chinese player and it describes the defeat as ‘pitifully’ in the
title.

fiE R AlphaGo

Google i#FnaGkaR

D Ol o014/ o0t10

Therefore, we see that videos from different cultures may have significantly
different opinions towards the same event, and we hope that we can improve our
methods and find more such examples for further analysis.
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Conclusion

We list the some ideas and future works below, including the potential solutions of
the problems mentioned above:

1. Although Youtube is the most popular and we can even say it is monopoly
in video platforms, we still can try to scrape videos from other sources. One
of the potential benefits is we possibly can focus on news videos if we
directly get the videos from news channel companies websites.

2. Query on news channels on Youtube since we can further narrow down the
range of search results such as the way we query on CGTN mentioned
above.

3. Irrelevant videos may still appear in the search results even if we implement
many approaches in searching, while we can find other approaches to filter
out those videos.

4. Removing advertisements will significantly improve the utilities of the
named entities since they hold significant percentage of the counts in the
documents.

5. Access the relevance score in the search result of Youtube API. This is the
most important and useful way I think we can improve our accuracy on
searching since we can automatically filter out the irrelevant videos with
certain threshold on relevance score.
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