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Single Channel Source Separation
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• Have a monoaural signal composed of multiple sources

• e.g. multiple speakers, speech + music, speech +
background noise

• Want to separate the constituent sources

• For noise robust speech recognition, hearing aids
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What Data Is Reliable?
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Mask − regions where speech energy dominates
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• Only one source is likely to have a significant amount of
energy in any given time/frequency cell

• If we can decide which cells are dominated by the source
of interest (i.e. has local SNR greater than some
threshold), can filter out noise dominated cells
(“refiltering” [5])
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Binary Masks As Classification [6]

• Goal is to classify each spectrogram cell as being reliable
(dominated by speech signal) or not.

• Separate classifier for each frequency band

• Train on speech mixed with a variety of different noise
signals (babble noise, white noise, speech shaped noise,
etc...) at a variety of different levels (-5 to 10 dB SNR)

• Features: raw spectrogram frames
• current frame + previous 5 frames (∼ 40 ms) of

context
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The Relevance Vector Machine [7]

• Bayesian treatment of the SVM

• Huge improvement in sparsity over SVM (∼ 50 rvs vs.
∼ 450 svs per classifier on this task)

• Does more than just discriminate - gives estimate of
posterior probability of class membership

• So masks are no longer strictly binary. Can use RVM to
estimate the probability that each spectrogram cell is
reliable.
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Missing Feature Signal Reconstruction
• What if significant part of the signal is missing?

• Want to fill in the blanks in spectrogram of mixed signal

• Do MMSE reconstruction on missing dimensions:

xm = E[xm|z] =
∑

k

µk,mP (k|z)

• Use signal model of spectrogram frames - GMM with

diagonal covariance

P (k|z) = P (k)P (z|k) = P (k)
∏
d

P (zd|k)

• Just marginalize over missing dimensions to do inference

P (zd|k) = P (rd)N (zd|µk,d, σk,d) + (1 − P (rd))

∫
N (zd|µk,d, σk,d)dzd
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Example

speech + factory2 noise − 0.88695 dB SNR
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Refiltering using RVM mask − 7.7788 dB SNR
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