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Objective
Solve the problem of ranking IDS alerts to focus 
on the most sophisticated and dangerous attacks

Difficult to differentiate legitimate versus truly 
dangerous, illegitimate traffic from just one 
point on a network

The best IDSes do not see slow, stealthy 
activities spread out over time and space

IDS noise makes it difficult to track zero-day 
worm attacks

•

•

•

Motivation
With an increase in both hitlist and zero-day 
worms, need to rapidly identify attacks from a 
variety of globally distributed sources

If a malicious scan attempt is detected by one 
IDS, it can mean anything

If similar malicious scan attempts from the same 
source are detected by IDSes at other sites, we 
have more confidence it’s not just noise or “a 
coincidence”

If a scan attempt is detected at some sites but 
not others, it’s less likely a worm drone and 
instead a targeted scan

•

•

•

Project status

Architecture
IP watchlists: transfer natively, or use a one-
way hash data structure called a Bloom filter to 
encode IPs and ports into a privacy-preserving, 
compact data structure

Signatures: generate using payload anomaly 
detection algorithms; they may be exchanged 
natively, as a Z-string, or in a Bloom filter as well

Distribution: centralized server (e.g., broadcast, 
publish/subscribe), hierarchical, or P2P 
approach.  In the latter case, the problem 
of network scheduling becomes significant 
(e.g., how to distribute the data with as few 
transmissions as possible given a large set of 
nodes)

•

•

•
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Proof-of-concept architecture developed using Java 5; 
web interface uses JSP 2.0/Servlet 2.4 platform

Uses JMS publish/subscribe infrastructure for rapid alert 
exchange (~ 1s latency under normal congestion)

•

•

Works with off-the-shelf Counterstorm AntiWorm-1 
product, based on Columbia IDS technology

Currently deployed in 5 networks; more forthcoming 
shortly

•

•



Columbia University IDS Lab
Prof. Sal Stolfo, PI

Results and Experiences

Biggest challenge is getting organizations to 
participate - not for technical reasons, but rather 
due to organizational, legal, or political issues
Supporting privacy-preserving mechanisms 
makes a big difference, especially when non-
academic sites are involved

•

•
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Screenshots
Main reporting 

screen, 
showing 

participating 
sites 

(anonymized)

Single-site alert 
report

(Contains noise 
as CUCS does 
not have a 
firewall)
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Future work

IDS "Noise" Reduction
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Significant 
reduction in 
the number of 
alerts (orders 
of magnitude), 
enabling more 
aggressive 
response

Scanning behavior 
varies by source; 
some observe 
many sites rapidly; 
others tend to 
spread out their 
activities

Most popular 
ports targeted are 
Windows services 
or backdoors 
installed by others 
(worms, etc.)
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Additional site deployment

Longitudinal study on incoming data

Integrate Whirlpool network scheduling model

•

•

•

Integrate support for PAYL anomaly detector to automate 
content signature and model exchange

Research into using Worminator in more diverse network 
environments, e.g., MANETs

•

•


