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Abstract—The Zeroconf technology, better known as Apple applications is rapidly increasing as well, as evidencethiey
Bonjour, is one of the most prominent solutions for service growing number of Zeroconf service types registered in [6].
discovery in local area networks. Zeroconf uses multicasotattain The multicast-based design of Zeroconf, however, effec-

its goal of eliminating configurations in service discovery The . Lo .
multicast-based design, however, makes it difficult for Zenconf tively limits its usage to the local subnet. This presents no

services to reach beyond the local link. This makes the tecliogy ~ Problem for the discovery scenarios that are primarily moti
unsuitable for certain discovery scenarios which would oterwise vated by hardware devices, such as discovering the priimters
be good candidates. a network. But as the focus of Zeroconf is shifting towards
o o e et v evieaure o coni s oreSoptiscated senices proviled by sotware ks
the simplicity F:)f Zeroconf wit¥1 the scalability of DHT-based the “_m'ted reach of the SErvices oftep makes the technolqu
peer-to-peer networks. Our z2z connects multiple Zeroconf Unsuitable for many discovery scenarios that would othegwi
subnets using OpenDHT. By doing so, it extends the reach of be perfect candidates for Zeroconf. For example, a number
existing Zeroconf-enabled applications beyond the localink. of chat applications (such as Apple’s iChat) use Zeroconf to
Furthermore, it provides a framework on which to build a  giscover other users in the local link and display them irirthe
global service discovery solution based on Zeroconf. ad hocbuddies window. A straightforward extension of this
Index Terms—zZeroconf, service discovery, Bonjour, DHT, mechanism is to discover those people who have convened for
OpenDHT, iTunes, z2z. the same purpose even if their computers are not in the same
local network, such as a group of people attending an academi
conference scattered in a number of adjacent buildings, or
using a mixture of wired and wireless networks which are
Zero Configuration Networking (Zeroconf) [1] solves theaisually separate subnets. As another example, iTunes lets a
following problem: when multiple IP-enabled devices argroup of officemates share their music. It would be nice to
physically connected with one another, one device should ipelude the coworkers working at home or at a remote saellit
able to use the services provided by another without ratgiirilocation.
the user to configure the devices manually. For example, wherin this paper, we present an approach to extend the reach of
a user connects two computers either directly using an EétierZeroconf service discovery, inspired by the recent inriovat
crossover cable or via an Ethernet switch, he should be aligeer-to-peer network research. Structured peer-togmes-
to accomplish his file-transfer task by simply starting up thlay networks based on distributed hash tables (DHT) became
appropriate applications at both ends. The applicationslsh popular as the substrates on which global-scale distiibute
discovereach other without the user telling them where to fingystems are built. A DHT network is characterized by an
them. efficient algorithm to map an arbitrary string to a particula
Today, Zeroconf technology is one of the most widespreade in the network and to produce a routing path of a bounded
solutions for service discovery in local area networks.jBan number of hops from any node to that node. The mapping
is Apple [2]'s Zeroconf implementation, and it is an intelgrais deterministic and results in a uniform distribution (dher
part of Mac OS X operating system. Bonjour is also installedesired distributions for some algorithms) of the stringeag
on a large fraction of the personal computers running Withe participating nodes. This enables efficient implenténria
dows operating system, thanks to the popularity of iTunesef a number of global-scale services such as file sharing
Apple’s music playing application—which installs Bonjoutand overlay multicast. Our approach is to connect multiple
for Windows as part of its installation process. For UNIXZeroconf subnets using a DHT network. We have designed
like platforms, there is a mature open-source implementiatiand implemented the Zeroconf-to-Zeroconf Toolkit (z2z3tth
of Zeroconf called Avahi [3], which comes preinstalled in @onnects Zeroconf subnets using OpenDHT, a publicly acces-
number of major Linux distributions such as Debian [4] ansible DHT service. A z2z process running in a subsgiorts
Ubuntu [5]. On the hardware side, virtually every printeldso locally available Zeroconf services into OpenDHT. Another
today supports Zeroconf. The number of Zeroconf-enable@z process running in a different subnet can then look up
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the services in OpenDHT, antnport them into its own  The second requirement of Zeroconf is satisfied by mDNS.

local network as if they had originated locally. Such impdrt An mDNS daemon is essentially a DNS server. It uses the

services are indistinguishable from the real local sesvice same DNS record types and the same packet layout. In fact,

the eyes of the applications, and thus the imported serviaas application querying for a DNS record would not be able

simply show up along with other locally available services ito tell whether a response came from mDNS or a conventional

the existing, unmodified Zeroconf-enabled applications.  unicast DNS server. There are, however, a few important

Our contributions are twofold. First, we propose a hybridifferences:

architecture that combines the ease of Zeroconf with thes mDNS is run byeveryhost in a local link whereas a

scalability of DHT-based peer-to-peer networks. Secongl, w  conventional DNS system runs on a single server host.

developed a practical tool that can extend the reach of any ex, Queries are sent via multicast to all hosts in the local link

isting Zeroconf-enabled application without modificatidine using UDP port 5353 instead of 53, the conventional port

modular software design also makes it a suitable framework for DNS.

on which to build a global service discovery system based on, All mDNS record names must end in “local”. The

Zeroconf. resolution of such names are routed to mDNS by the

The remainder of the paper is organized as follows. Sec- operating system.

tion Il starts W|th baCkground information on Zeroconf an% mDNS daemon provides |oca| host name resolution using

OpenDHT, and ends with an architecture overview of z2a type records. For example,

Section Ill describes the usage of the z2z command line

executable, provides a message flow based explanation of how ©M8- Computer. focal .~ A 160. 39. 243. 99

it works, and finally delves into the implementation detail. DNS-SD, together with mDNS, satisfies the third require-

Section IV lists related work. Lastly, Section V discusses;ent of Zeroconf. DNS-SD defines the naming conventions

possible future directions of this effort. for PTR, SRV, and TXT records carried by mDNS daemons.

Il. BACKGROUND AND APPROACH PTR rgcords are used to e_numerate the service instances of

A. Zeroconf, mDNS, DNS-SD, and Bonjour ﬁ particular type. The service mstances are mapped to the
] ] ost names and port numbers using SRV records. TXT records

There is some confusion about what exactly the tergrcompany the SRV records in order to provide additional in-

Zeroconf means. The term came from the IETF Zero Configsrmation about the service instances. The following examp
uration Networking Working Group [7], which was charteregjjystrates this concept:

to develop a requirements specification for networking & th

absence of configuration and administration. The working _daap. _tcp. | O_Ca| . PIR
group identified three requirements for zero configuration Tom s Music._daap. _tcp.local.
networks: _daap. tcp.local. PTR

1) IP address assignment without a DHCP server; Joe’s Music._daap._tcp.|ocal.

2) Host name resolution without a DNS server;

3) Local service discovery without any rendezvous server.
For the first requirement, the working group produced the sel
assigned link-local addressing standard (RFC 3927) [8ighvh
is implemented in major operating systems today. The wagrkin
group never reached a consensus regarding the second and
third requirements, and it became inactive without prodgci
any further specification.

Meanwhile, Apple introducedBonjour. Bonjour is the Toms- Computeer. [ ocal. A 160.39.243. 99
implementation of Multicast DNS (mDNS) [9] and DNS-This is a textual representation (edited for clarity) of a fe
based Service Discovery (DNS-SD) [10] protocols, which ai@NS records produced by Apple’s iTunes music player ap-
Apple’s proposals for the second and third requirements plication when its music sharing option is enabled. The PTR
Zeroconf. As Bonjour became widespread, the term Zerocamfcords are used to enumerate the two selviseancegTom'’s
became synonymous with the abstraction that BonjoMusic and Joe’s Music) that are currently available in ttealo
implements, namely the mDNS and DNS-SD protocols. Ouaetwork for the “ daap. tcp” servicetype The host name and
use of the term Zeroconf is in this spirit. port number for a specific service instance (Tom’s Music in

this case) is provided by a SRV record. A TXT record with the

The self-assigned link-local addressing described in RFame name as the SRV record carries additional information
3927 establishes the foundation for Zeroconf by ensuriag trabout the service instance. Finally, an A record maps thal loc
IP networking is functional as long as the link layer is prese host name to an IP address.

This aspect of Zeroconf is not relevant in our discussion of The mDNS daemons running on each host in a local link
z2z, however, since we assume that the subnets are connectdigctively store and manage the PTR, SRV, TXT, and A
to the Internet. records for the services registered in the local subnet. The

Tom s Music._daap. _tcp.local. SRV
0 0 3689 Tons-Conmputer.|local.

Tomis Music. _daap. _tcp.local. TXT
"Ver si on=196613" " Passwor d=f al se"
"Medi a Ki nds Shar ed=3"



gueries and the answers are then exchanged via link-loca
multicast.

B. OpenDHT

OpenDHT is a publicly accessible DHT service [11], [12]. Import/Export
It consists of 200-300 globally distributed hosts runnihg t  Services
Bamboo DHT algorithm [13]. Each host also acts as a client
gateway exposing a simplput and get interface. From a @ @
client application’s point of view, it is simply a remote stge

facility where the client application caput or get key-value O@O O<3%>O
O O

OpenDHT

Import/Export
Services

pair data items.

The put and get operations are performed via XML
RPC [14]. This black-box approach greatly simplifies appli-
cation development because the client applications do not
need to integrate DHT access libraries. (.)n the flip Slde'eSI.n g. 1. Two Zeroconf subnets A and B are exchanging local servicts wi
OpenDHT does not reveal the nodes in the DHT routingch other. Of course, z2z is not limited to only two subrty. number of
path, it is difficult to implement an application that usestsu subnets can export and import services to and from OpenDHHTg u2z.
information, such as an overlay multicast built atop a DHT
substrate [15]. . ) . ,

We chose OpenDHT for the initial implementation of z2zc0mmand line usage to explain the basics. Then it shows
mainly because of its ease of use. OpenDHT is sufficiefPW 22z works under the hood by following the message
for our current use of DHT, which is limited to storing and!oWs when exporting and importing service items. Finally we
retrieving service announcements. Other DHT algorithnts affiSCuss some of the issues we encountered in implementing
implementations can easily be substituted in the futurerwh&2Z:

OpenDHT no longer satisfies our needs. A. Usage Examples

Any OpenDHT node can act as a gateway to which 4227 exports local Zeroconf service announcements to

client application sends a put or get request, but for thé bﬁ enDHT, which then can be imported by other z2z processes
performance, a gateway node should be chosen so that it is . .

. . anywhere in the world. For example:
close to the client host in terms of the network topology.
For locating the nearest gateway, OpenDHT uses an overlayz2z --export:opendht _daap._tcp

anycast_serwce called OASIS_ [16]. Our 227 uses the O'_A‘S\Iiﬁll export the iTunes music shares found in the local nekwor
mechanism by default, but it also lets the user specify

ticular OpenDHT aat di i t8 OpenDHT. When exporting to OpenDHT, z2z always stores
particuiar Dpen gateway as a command fin€ option. o,y service using its service name as the key. For example,
C. Architecture Overview of z2z if one of the music shares exported by the command above is

The basic design of z2z is simple. A z2z process running®€’s Music”, Joe's friend in a different network who wants
in a Zeroconf subnet gathers all the service announceméntélisten to Joe’s music needs to issue the following command
a particular type (specified by the use_r) ae_ncportsthem into z2z --inport:opendht --key "Joe's Misic"
OpenDHT. Another z2z process running in a different subnet o ]
can therimportthose services bgettingthose announcementsindicating that he wants to bring in any service stored under
from OpenDHT and register them in its own subnet as i€ name “Joe’s Music”. (If Joe's music sh?re was passyvord-
they had originated locally. Figure 1 depicts such a scenarProtected, the friend should use as key “Joe’s MUBIY
Multiple z2z processes can be present in a single subnetPg§ause iTunes adds the postfix to the service name of a
well. Section V discusses this case. protected share.) Also, any character that is neither arlett

Since each data item in OpenDHT is a key-value paffor @ digit will not be used in matching the key, and the
72z associates a key with each service item that it expof@Mparison is case-insensitive, so the command above is sam
into OpenDHT. By default, z2z uses the service name as t®e
key. (_afte_r prepending it with “zZz.opend.ht.“ to avoiq name z2z --jnport:opendht --key "joesnusic"
collision in OpenDHT). For example, an iTunes music share ) - )
might be exported by z2z under the key, “zZz.opendht.Torﬂ's'S_5_“50 possible tq tell the expor'Fer to use additionalskigy
Music”, where “Tom’s Music” is the name under which Tom2ddition to the service's own service name:
is sharing his music library in iTunes. Section llI-A explai z2z --export:opendht _daap. tcp

this in more detail. --key "nusic fromoffice network"

Zeroconf subnet A Zeroconf subnet B

lIl. DESIGN AND IMPLEMENTATION will make z2z export the local iTunes shares not only under
The current version of z2z is a command line progratheir own service names but also under the string “music from
written in Java. This section starts with a few examples office network”. This lets an employee working at home issue



OpenDHT OpenDHT

. A1) Key: z2z.opendht.tomsmusic
3) Key: 22z.opendht.tomsmusic Value: Tom's Music,160.39.243.99:3689,
Value: Tom's Music,160.39.243.99:3689, Password=false, ...
Password=false,...
(1) () _daap._tcp.local. PTR ...
/ \\ (2) Tom's Music._daap._tcp.local. SRV ...
Tom's Music._daap._tcp.local Toms-Computer.local. Tom's Music._daap._tep.local. TXT ...
160.39.243.99:3689 _remote-160.39.243.99.local. A ...
Password=false mDNS

Fig. 2. (1) z2z discovers a service instance of the tygaap. tcp by issuing Fig. 3. (1) z2z retrieves a service item from OpenDHT by sending a get
a PTR query; (2) The service instance is further resolvedhtiaio the host message for the key “tomsmusic”. (2) The service item isstegid as if
name, IP address, and other additional information, usifVSA, and TXT it had originated locally. This is done by inserting PTR, SRXT, and A
queries; (3) z2z constructs a key-value pair from the infiiiom and sends records into the local MDNS daemon.

a put message to OpenDHT.

) o ) . Section 1ll-A). Each data item in OpenDHT has a Time-To-
the following command to bring irll music shares of his | e (TTL) value associated with it. A record is expired in

office network. OpenDHT unless it is refreshed with its TTL. Sending u
22z --inport: opendht message again refreshes the record. Thus, z2z keeps sending
--key "music fromoffice network" the put request to OpenDHT as long as the service instance

is present in the local network. The TTL of the service item
Multiple keys are also allowed in the command line, in whic@nd the interval by which z2z resends the put request are by
case z2z will store multiple records in OpenDHT for the samgfault 5 minutes and 60 seconds, respectively, and they can
service, one for each specified key. be changed using the command line parameters.

2) Importing: Figure 3 shows another z2z process in an-
other network importing Tom’s music share that had been
1) Exporting: Figure 2 shows how z2z exports a servic@reviously exported. First, z2z makegat call to OpenDHT
announcement to OpenDHT. First, z2z sends out a PT®retrieve the records stored under the key, “tomsmuskZ. z
query via multicast to discover service instances of the typhenregistersthe retrieved service into its local network. All
_daap.tcp. In Bonjour parlance, this is callddowsing and it the hosts in the network (including the same host on which
is performed by calling a Bonjour API function. Tom’s iTuneghe z2z process is running) will see the service as if it had
music share is shown here as the example service instaptiginated from the local network, i.e., the iTunes appimas
discovered. running on this network will show “Tom’s Music” as one of
The discovered instance is thessolvedin order to obtain the shared music libraries in the network. This is accorhplils
the details of the service. This is also done by calling Ry the Bonjour API functions that inject PTR, SRV, TXT, and
Bonjour API function, which makes SRV and TXT querieé\ records into the local mDNS daemon.
to obtain the local host name, port number, and any otherNote that an A type record for dake host name
additional information about the service stored in the TX® added to mDNS. (We use names such aserhote-
record. (Figure 2 has the Password attribute as an examp®®.39.243.99.local.”, but any name can be used as long as
of what is stored in the TXT records.) In a normal Zerocorif ends with “.local.” and does not conflict with other host
service discovery situation, the IP address is not needme sinames in the local network.) This record points to the remote
the local host name can identify the host in the local networl® address of the machine that is actually providing theiserv
However, since the service information that z2z exports #dhis trick of registering a remote service masquerading as a
OpenDHT can be used from anywhere on the Internet, thaeal one is callegproxy registeringin Bonjour terminology.
local host name is not sufficient to locate the host. For thislt is tricky to manage the lifetime of an imported service
reason, z2z resolves the local host name to its IP addrésgause the only way to learn that the service has been dxpire
and includes it in the service information that it publisties from OpenDHT is to try togetit. The approach taken by z2z
OpenDHT. Currently z2z does not export the service if the B as follows. z2z keeps makirget calls cycling through the
address is in the private address space [17]. A future versieys specified by the user. There can be multiple keys and
will address this issue (Section V). for each key there can be multiple service items. For each
Once z2z obtains all the relevant information about a serviservice item retrieved, it imports it if it is a new servicé. |
instance, it makes put call into OpenDHT in order to store an already imported service is retrieved again, it upddtes i
the service item under the specified keys (as explained refresh time-stamp. There is a thread that collects staléces

B. Message Flow



(those that have not been refreshed for a while) and removkem. For example, two private address networks might be

them from the network. The interval betweget calls and connected through a router.

the stale threshold are by default 10 seconds and 5 minutesA better workaround might be to use the fake .local host

respectively, and they can be changed using the command lirsgnes, but instead of injecting a type A record into mDNS,

parameters. z2z can listen for multicast and answer the A query itself. We
If there is another z2z process in the local subnet andwill consider implementing this solution in a future vensii

is exporting, the imported services will be discovered kgt ththe proxy registering APl continues to be unavailable in the

z2z exporter. We need a mechanism to prevent the expordava Bonjour client library.

from exporting the imported service again. A short sigratur

is added as a TXT attribute so that the exporter can distéfigui The Bonjour API function for registering a service takes as

the imported services from the native local services. a parameter the network interface index for which the servic
is registered. Usually it is set to a special value indicatfi
C. Implementation available interfaces. An interesting value one can pase her

is one that indicates that the service should be registered f

1)tcij+4'- Pcr:(ltgtypg: Thtﬁ f|r(s:t protptypefotthZE was 'mpll_e'the local machine only. This option is supposed to register a
21Fe)|n ?N md | us(ljng det tv;r_sthn i/l eosor;gofl_Jr tC Ienéjervice in such a way that it is only visible on the machine

- e developed and tested 1t in Mac St ang at registered the service, not any other host in the same

subsequently ported it to Windows. For OpenDHT access, ye

d th ib 181, Using Cvawi tal network. This is useful in z2z because it is sometimes
used the open-sour rpc-c library [ J. Using YOWIN  hdesirable to pollute the network with the imported sersic
environment [19], we were able to build and use the libra

i Wind I Mat are intended only for a single user. It is an issue eafhgci
N Windows as well. in a large bridged wireless network where mDNS traffic

) This.approach was problem.atic be(_:ause the.Bor_wjo.ur C"ed}xtn have a significant impact on the network performance.
library in Windows uses the Winsock library, which is |ncom(See [23] for an example of such networks.)

gaubk_e ,W'th legtvvmsf soctlfet-rfel_?tedhfunct|c|>|nsd. ln.tﬁ anim:rl; ¢ Unfortunately, we were not able to incorporate this feature
dygw_lntsse ec (J buntzloré ans Wlin ca((a) Wi ioc enisaeto z2z successfully. Under certain conditions, register
escriptors opened by the Bonjour fibrary. LUr Workaroung, ;-5 for local machine only caused internal errors @en th

m"?‘sdto bu”d. two se{{pall\;lgte e);?(il;tablleg+2ne un_(iler nat 'DNS daemon in Mac OS X. Another problem with this
iNdows environmen ( crosott visua compl er) an ption is that certain applications (iTunes being one ofrthe
another under Cygwin environment (gcc compiler). The t

W . . . L.
executables communicated through a_ socket co_nneption. %gol:ietfhu?nsc‘aiglgl? fh;eg)lsttgﬁ din such a way, severelyiiignt

2) Open-source Java Implementatiohe porting issues
of the C++ prototype led us to rewrite z2z from scratch in
Java. We used the Java version of the Bonjour client API,
and for OpenDHT access, we used Apache XML-RPC [20]. Apple’s solution for Zeroconf beyond local link is Wide-
The Zeroconf-to-Zeroconf Toolkit, version 1.0, was retghs area Bonjour [24]. Wide-area Bonjour replaces the Multicas
under BSD license and is now available for download froddNS in Bonjour with the conventional unicast DNS, thereby
SourceForge.net [21]. removing the link-local confinement of Bonjour services.

It is developed and tested under Mac OS X and Windowshis comes at a cost of setting up and maintaining a real
In Windows, it requires Bonjour for Windows available fromDNS server, which makes Wide-area Bonjour unsuitable for a
Apple [22]. (Bonjour for Windows is also automatically in-discovery solution for transient or ad hoc services. Moegpv
stalled when iTunes is installed.) The support for Linux dhe client hosts need to know the DNS servers to which they
other POSIX-compliant platforms providing Zeroconf thgbu can send queries and publish services. In short, Wide-area
Avahi is planned for a future version. Bonjour requiresonfiguration

3) Implementation IssuesThe proxy registering mecha- We believe that z2z is the first attempt at interconnecting
nism described in Section 111-B2 is unfortunately not ashle Zeroconf subnets using a DHT-based peer-to-peer network.
in the current Java Bonjour client API. The problem is thddut there have been a number of attempts at making Zeroconf
the current version of Java Bonjour APl does not provide services available beyond the local subnet.
way to inject a type A record into the local mMDNS daemon. Rendezvous Proxy [25] offers a simple GUI interface for
(The C API does provide this functionality.) As a workarounda user to enter the information about a remote Zeroconf
z2z currently does a reverse lookup on the IP address awmvice, such as the IP address and port number where the
puts in the real, global host name as the value of the SR¥érvice can be found. It makes the service available locally
record representing the service instance (as opposedfakihe by performing the proxy registration, the same technique
Jocal name used when proxy registering is available). Thitescribed in Section IlI-B2. It is intended as a way to essabl
eliminates the need of adding a type A record, but it makassimple point-to-point connection when the user knows the
it impossible to import services from those IP addresses thexact nature and location of the service that he wishes taybri
are reachable, but do not have global names associated witlo his local network.

IV. RELATED WORK



LogMeln Hamachi [26] is a peer-to-peer virtual private netacilitates the invasion of privacy. One can easily browsd a
work (VPN) solution that provides a virtual LAN connectivit resolve the local services using many other readily aviglab
over the Internet. Service discovery is not the main focus tdols, and then post the information on a web page, for
this solution, but Zeroconf is claimed to work in the virtuakxample.

LAN environment. The fact that it operates on top of a virtual
LAN imposes a practical limit on the number of networks it Currently z2z does not work in a network behind a Network
can connect. Address Translation (NAT) gateway. We plan to implement the

Simplify Media [27] applies the idea of social network taNAT traversal techniques [29], [30] in z2z in order to make it
iTunes music sharing. Instead of the open peer-to-peermmnktwuseful in the network settings that employ NAT, such as most
used by z2z, it uses a private social network to enable iTurtesme networks.
music sharing among friends. Currently Simplify Media is an Another area of improvement is searching for services.
iTunes-only solution, whereas z2z is a generic solutiorafbr Currently in order to import a service from OpenDHT, the
Zeroconf services. key under which the service was exported must be given
exactly. Various extensions are possible. A hierarchicdéx
can be built and stored in OpenDHT from a list of keywords—

The current implementation of z2z allows multiple z2possibly extracted automatically from the service name and
processes running in a network to export or import the sam& TXT record—in a manner similar to [31]. We can also
set of services. Normally this is not a problem. When a servigeplace OpenDHT with other DHT systems that support more

V. DIscussION ANDFUTURE WORK

is exported to OpenDHT by multiple z2z processes, the effegimplex queries.

is simply that the service gets refreshed more frequenthefV

a service is imported into a network by multiple z2z procssse
Bonjour recognizes that the DNS resource records bein
registered are identical, and it treats them as the redmnda@]
announcements for a single service. In fact, Apple suggestg
this as a possible fault-tolerance mechanism [28]. (3]

The effect of such redundant registrations on a large loc ]
area network, however, needs to be investigated. The rasitic [g]
traffic from mMDNS can have a significant impact on the
performance of a large network. This has led some network
operators to employ filtering of MDNS traffic [23]. We plan to
investigate if, and to what extent, the presence of z2z gsEe [8]
exacerbate the problem. If the redundant registratiorstout
to be a significant factor, it is straightforward to ensuratth g
only one z2z process is responsible for importing a given
remote service.

On the export side, we can eliminate the redundaHP]
OpenDHT refreshes by ensuring that only one z2z procdss|
is exporting a service type under a given key. This can be
implemented using Bonjour. A z2z process can advertise[lg]
name constructed from the service type and the key thafii)
intends to export, and then use Bonjour’s built-in name écinfl
resolution mechanism to see if another z2z process is glre
exporting the type under the same key. It is unclear, however
that the reduction of OpenDHT calls outweighs the additiona
multicast traffic.

Privacy is another important consideration when z2z g
used in a large network, especially when there are a large
number of users, such as in a University campus netwo[lf7
When a user publishes a service using a Bonjour-enab ed
application (when a user shares his music library in iTunes
for example), he expects his service to be available in the!
local network, but he may not be aware that the service cgpg
be carried outside the local network by z2z. Therefore wen)
emphasize that z2z should be used in a way that respects(the
privacy of the users in the local network. It should be noteszz]
however, that z2z does not introduce any new technology that

1 Zero
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