Chapter 3

Generic Conference Control Protocol (GCCP)

This chapter describes GCCP (Generic Conference Control Protocol) intended to provide the basis for group communication in multimedia conferencing systems. Conference control, an integral part of conferencing includes two types of services: user visible services, and internal management services like providing interoperability between two or more different architectures. The purpose of GCCP is to simplify the design and interaction of different conferencing systems and allow them to be integrated into one complete architecture.  The two major standardized architecture for conferencing, ITU-T and IETF provided input to the GCCP.

4.1 The GCCP Architecture

GCCP is a framework of a single interconnection architecture which allows conferencing functions to be interconnected. 

4.1.1 Design Pattern

GCCP follows a layered architectural pattern which is suitable for designing a system whose dominant charecteristics is a mix if low and high level issues.  In this pattern high level operations rely on the lower level ones.  The GCCP architectural pattern can be divided into three main sublayers. See figure 4.1 for a brief representation of this architecture.   GCCP layer can be described by the following:

It comprises three main layers.  The services of top layer like conferencing applications and conference management require services from the session and resource management.   The resource management allow guarantee of available bandwidth for example of a network that will allow smooth delivery of data for a conferencing.  Examining individual layers in more detail reveal they are complex entities consisting of different components. Components in each layer need to interact with each other. So for example, the applications need to cooperate the conference control tasks.

This design pattern follows the rules which specify to locate more services in higher layers than in layer layers.  This is because developers do not have to learn a large set of slightly different primitives – which may change during concurrent developments[ref book].  Therefore, the higher layers can expand to cover a broader spectrum of applicability.  

Error handling can be rather expensive for layered architecture with respect to processing time and notably programming effort.  An error can either be handled in the layer where it occured or be passed to the next higher layer. In the latter case, the lower layer must transform the error into an error description meaningful to the higher layers.  In the case GCCP, the error handling has been based around the first principle.      

4.1.2  Components of the architecture

Ott et al [Ott97]  presented  a Multipoint Communication Layer (MCL) which is a communication platform that aims at supporting GroupWare applications and integrate them into a desktop multimedia system.  MCL’s design architecture has heavily influenced the design architecture GCCP follows. The authors created a platform that represents all the necessary functions required in a conference. 
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Figure 4.1  The multipoint communication architecture

a) Conference Management:  The conference management deals with all functions related to coordination and management of a conference.  These functions could be visible or invisible to users.  These are a set of functions that facilitate the user’s requirements (see section 1.3 for a list of conference control functions).  

b) Groupware application:  these could be a set of separate application that can be used to convey audio, video like vic, rat,vat etc to a complete conferencing application like CUSeeMe.

c) Session and resource management: The session and resource management can cover generic transport and synchronization mechanisms.  It could be a set of protocols that can guarantee the QoS by reserving resources like RSVP[ref] for the Internet or STII for ATM.  This layer can also be used to conceal most network specifics from the transport service user for a given transport connection.  For example, error control can be adjusted, flow control added etc. so that a high quality level can be demanded at the transport service interface.  The synchronization functionality of this layer can be used to synchronize different servers that are managing different conference control services at different locations.  

d) Network layer:  The underlying network could be ISDN, PSTN or the Internet.

The following section concentrates on the conference management part of the architecture for conferencing systems.  As previously mentioned the conference management can provide a set of services.  The following sections deal with the analysis, design, requirements and implementation issues of this layer.

4.1.3  Conference administration services

The system model for conference control has two different types of interactions. 

· Inter-system commination occurs between peer entities running on different systems:  the conference management entities communicate with one another using a conference management protocol over the network.  The set of application entities exchange information within application sessions.  These application sessions are isolated from one another and they may or may not be controlled by the conference management entity.  The peer applications may need to be have compatible attributes, for example, they will need the same codecs.

· Intra-system communication is used to coordinate the otherwise unrelated local groupware applications on each teleconferencing systems and integrate them with the conference management entity as well as to provide access to the conference control services.  Examples of intra system communication system includes systems like  mbus[ref] or LBL’s message bus.
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Figure 2.0 protocols for conference management services

Figure 4.2 is an example of a system model that shows the interactions between two teleconferencing systems in a point-to-point conference and the various protocols in use.  GCCP uses this model to provide inter-system communications.  

Users access different types of visible services like inviting another user, joining a conference (discussed in section 4.2) via a user interface.  If one user is inviting another user who happens to be in a different conference, the internal management functions of GCCP  perform the interoperation.  Also GCCP (the conference management entity in the diagram) supplies connection management in the form of session establishment, maintenance and disconnection; it performs these tasks remotely with peer connection management entities in remote units using a connection control protocol (TCP or UDP over IP as underlying transport protocol).

4.2 GCCP’s user visible services

The user visible services of a conference control service are divided into different functional groups.  These are: conference configuration, participation management, floor control and security[Ott97].

· Conference configuration:  Conference Configuration essentially refers to defining a conference profile.  Means for specifying and enforcing conference policies are also provided[1].  Charging and billing to join a conference may also be a part of  this service.  A conference profile can also define permissible participants, available roles (e.g. chair, speaker) and associated permissions.  The role assignment follows: a) assign role initially or b) request role and then grant/deny/share role.

· Participation management:  Participation management comprises services for setting up conferences, point-to-point calls, group or individual invitation, and termination.

Furthermore, functions for charging the membership of a conference are included.  Participants may join or leave a conference on their own, or they may be invited or excluded from a conference.  Changing from one conference to another is included in this function as well.    

· Floor control: Floor control (in CSCW) is a metaphor for "assigning the floor to a speaker", which is not only applicable to voice channels, but more generally to any kind of sharable resource within conferencing and collaboration environments[Dommel95].  A floor is an individual temporary access or manipulation permission for a specific shared resource, e.g., a telepointer or voice-channel, allowing for concurrent and conflict-free resource access by several conferees. 

· Security functions:  Security functions are value added options for conference control and are a part of participation management as well as conference configuration.  Authentication is performed when a participant enters the conference and may be repeated arbitrarily during the conference course.

Functional group
Conference control services semantics

Conference configuration

Participation management

Floor control

Security
Profile definition
-Define permissible participants

-Billing/charging reqs

-Available roles and associated permission


Role assignment
-Assign role initially

-request role

-deny/grant/share role


Join
Join a conference


Leave
Leave a conference


Invite
-Invite a participant

-invite a group


Exclude
-Exclude participants as part of conf termination


Floor assignment
-Assign floor initially

-request floor

-grant/deny floor

-give up floor


Authentication
-check password upon joining

-distribution of session key

Table 4.1:  summary of user-visible services of a conference control

GCCP acts as a broker (the design pattern is described in section 4.3.3), it does not have a user interface associated with it.  The assumption is that the GCCP reside on machines scattered throughout the network.  Among the user visible functions mentioned above, GCCP performs the most essential roles that are common in any conferencing systems.  These functions are:  Join, Invite, leave, floor control and basic error controls.  The reason for choosing these functions is because in a lifecycle of  a conference these functions are essential.  The  lifecycle of a session is shown in Figure 3.0.

When a conference is created, the first user/initiator either invites a participant or the session could be advertised.  GCCP does not perform the advertising itself because different conferencing applications have their own way of advertising conferences like SDR[ref].  The job of GCCP starts when the participants are trying to invite another participant.  If the invitee is already logged on, an invitation message appears on their screen.  Otherwise, GCCP returns a message indicating they are not contactable.

Conference creation (assignment of a conference ID)

Advertise the conference 


invite participant


Participant is chooses to enter conference      Invitee is notified









Reject invitation

Join conference   (if password is needed, provide it)


Media flow (if different media then media gateway is used)


Floor control (send media if the current participant is the floor holder)


End of a conference

       

                           Leave                      Figure:3.0   Life cycle of a typical conference

If the participants have a conferencing application loaded on their machine (which could be H323 compliant or Mbone[Mbone] based application) the invitation message or the equivalent of telephone “ring”  appears on their machine in the format that is specified within that particular architecture.  If the initiator/inviter is using an architecture that is different to invitee’s, the GCCP helps to translate that  call control functions (see section 4.3 for GCCP’s gateway functionalities).

4.2.1 GCCP message format

GCCP is a text based protocol.  Any request or response sent to the GCCP server or received from the server must contain certain fields in the following format in the following order: 

  Identifier                       Value

   “ID”: ConfID – this is the conference ID of a particular conference, 6 bytes long

   “DestAddr”: Destination Address- the IP address of where the messages should be    delivered to in ascii text format

   “SrcAddr”: Source Address - the IP address of where the message came from in ascii text format

  ”ConfType”: ConferenceType – the type of conference stack (e.g H.323, Mbone etc.)     

  ”M”: Message - It consists one of the following control messages:

GCCP_JOIN  

GCCP_LEAVE  

GCCP_INVITE  

GCCP_LIST  -request to see the participants in a conference  GCCP_FLOOR_REQ/ GCCP_FLOOR_ACC/GCCP_FLOOR_REJ

  ”R”: Reserved – Left blank at the moment (for future purposes)

  ”V”: Version – the version of GCCP server running

All the above fields are separated by reserved delimiters.

Token objects by convention have upper case names, e.g., “FLOOR”.  Token can have zero or more holders(members). GCCP is responsible for maintaining (to a certain degree) a consistent list of all current participants and the applications that are in use.  

The actual sequence of GCCP’s operation to provide user visible services as well as internal management services are discussed in section 4.4.

4.3  Internal management

The user-visible conference management services described in the previous section provide functionalities to control the source of a teleconference and reflect the participants’ behaviour.  Normally users carry out these functions using a conferencing /groupware application.  These groupware applications are considered independent entities rather than merged with a conference control tool.  Currently most of the Mbone based conferencing applications – audio, video communication tools as well as signalling can operate stand-alone, i.e. without a conference management entity.

It is the task of the internal management services of conference control to integrate the different types of conference management entities in order to make them appear as coherent teleconferencing system[schooler91] .  As discussed in 4.2.1, Intersystem communication and Intra system communication are two ways to solve the synchronisation and integration aspects of conferencing.  In order for the Intersystem communication to accomplish the integration and provide a richer set of services, it must perform a)  interoperability b) consistency.

Interoperability means that users from two or more different application systems can collaborate.  Regardless of the supplier of the application, if there a number of tools and media available to the users they should be able to exchange information.  The level of interoperability can vary.  For example, user A from system 1 can only receive and send audio, whereas user B from system 2 can receive audio and video.  So there must be a capability exchange mechanism to find out if they can be interpreted such that both users can at least send and receive audio.  Therefore, it can be said that there are mainly two types of gateway involved in this situation :  a)  call control or signaling gateway b) media gateway.  The signaling gateway maps the signaling functions from one client to the other whereas a media gateway performs different types of codec conversion for different media.

Consistency provides a way to report a list of different types of application, participants and their status.  A conference could be in paused (i.e. people are on break), closed or at the beginning stage.  As the number of participants scale to thousands over the Internet, it becomes very difficult to get an exact list of all the participants and their status.  Therefore, it may be possible to get the status of a number of participants at one time from one link which may not be consistent with the number appearing to another link at the same time.  There are ways to address the problem[schulzrinne98]. 

4.3.1 GCCP’s interoperability services

Out of the two features of internal management mentioned above, GCCP mainly provides interoperability. The job of providing the list of participants and their network information consistently is left upto RTCP upto a certain extent.  However, if GCCP receives a GCCP_LIST request then it sends out a list of participants that joined a conference via GCCP.   As an example of interoperability, the following section focuses mainly  on the interoperability of IETF’s SIP and ITU’s H.323.  As mentioned in chapter two, IETF and ITU’s viewpoint on conferencing is almost opposite.  Therefore, when designing a gateway that translates different functions between two completely different architectures, there are certain considerations have to be taken into account.  The following sections look at these aspects of a conference control gateway.

4.3.2 Main conference control contrast between H.323 and SIP

To provide interoperability in conference control level between H.323 and SIP 

following issues were most difficult to resolve.

· Modularity - The conferencing applications based on H323 provide a complete package in one module. In other words, a H323 based conferencing like Intel’s Proshare will deliver audio, video and signaling facilities as one compact package.  

Whereas as mentioned in section 2.3 Mbone based audio and video communication tools as well as a signaling protocols are independent applications.  They can operate as standalone packages. SIP is an application layer  (signaling) protocol for creating, modifying and terminating sessions with one or more participants. It is used to invite users and invitations used to create sessions carry session descriptions which allow participants to agree on a set of compatible media types.  These similar function are also provided in H323, but it cannot be separated as a different module.

· Supporting protocols  - In H323 based systems support for voice is mandatory, while data and video are optional, but if supported, the ability to use a specified common mode of operation is required, so that all terminals supporting that media type can interwork. These modes of operation described in the ITU specifications are not necessarily provided in the Mbone based conferencing specifications. Recommendations in the H.323 series include H.225.0[H.225] packet and synchronization, H.245[H.245] control, H.261 and H.263 video codecs, G.711, G.722, G.728, G.729, and G.723 audio codecs, and the T.120[T.120] series of multimedia communications.  SIP mainly matches some of the functionalities provided by H.225 and H.245 but also performs some other call control functions that are not supported in H.323.

· Advertising  – H.323 does not use a standardized protocol to advertise its sessions whereas Mbone based conferencing uses SAP (Session directory Announcement Protocol)[SAP] to advertise the sessions using IP multicast.  NetMeeting uses LDAP to list the participants and their availability.  Therefore, a publicly available seminar can be advertised over the Mbone will not be visible by a H323 based application. 

· Messaging – H.323 uses a binary representation for its messages, based on ASN.1 and the packet encoding rules (PER). ASN.1 generally requires special code-generators to parse.  This makes it harder to debug the messages generated by H.323.  SIP encodes its messages as text.[schulzinneNOSS98]

· Multicasting- H.323 supports UDP or multicast for user location, it does not currently provide for group invites.  Therefore, although an IP multicast may be running as a transport protocol, H323 cannot take the advantage from the network layer.  SIP requests can be sent via multicast.

In conclusion, the main difficulties to design a gateway like GCCP are as follows:  a) first of all, identify the functions that are incorporated in H323 which are similar to SIP’s main three requests (INVITE, ACK and BYE) .  This will allow SIP users to at least join a common session. b) After that, follow the modes of operations that are described in the respective specifications. c) Identify if the user can use multicast capabilities.  d) Finally, discard invalid messages and appropriate error messages should be sent different entities involved.

4.3.3  Design pattern of GCCP’s Interoperability functions

The design pattern of GCCP’s main inetrnal management function, interoperability is based around BROKER ( also referred as DISPATCHER) architectural pattern.  The broker architectural pattern can be used to structure distributed software systems with decoupled components that interact by remote service invocations [ref book].  A broker component is responsible for coordinating communication, such as forwarding requests, as well as for transmitting results and exceptions.  This type of architectural pattern is especially suitable where the environment is a distributed and possibly heterogeneous system with independent cooperating cmponents. 

A broker component introduces better decoupling of clients and and servers.  Servers or clients  register themselves with the broker, and make their services available to clients through method interfaces.  Clients access the functionality of servers or other clients by sending requests via the broker.  For example, a H.323 client can access the services a SIP proxy server provides via GCCP.  So if a H.323 client wants to contact a client who has a setup where the calls are redirected to his/her home PC, H.323 client’s request is processed by SIP redirect server.  However, the H.323 client contacted the SIP redirect server via GCCP without knowing the details of the redirect server’s operations.  Therefore, in this case GCCP is the BROKER or the DISPATCHER. 

By using the Broker pattern, an application can access distributed services simply by sending messgae calls to the appropriate object, instead of focusing on low-level interprocess communication.  In addition, the broker architecture is flexible, in that allows dynamic change, addition, deletion, and relocation of objects.

The Broker systems offer a path to the integration of two core technologies: distribution and object technology.  They also extend object models from single applications to distributed applications consisting of decoupled components that run on heterogeneous machines and that can be written in different programming languages.

Structure:  the Broker architectural pattern comprises six types of participating components:  clients, servers, brokers, bridges, client-side proxies and server-side proxies.  Among these this system implemented mainly three types: clients, servers and brokers.In the context of the Broker pattern, the clients are the available Conferencing Applications (independant of their underlying architectural stack).  They can be scattered on different types of networks and they can be connected to the Intenet either using a gateway or rely on Internet providers to offer connectivity.  When they need to connect to each other they do so using GCCP’s call control and signalling functionalities.  If  a network comprises of lot of different clients and servers, either one of the client or the server may connect to GCCP.  Depending on the requirements of the whole system, additional services – such as naming services* can be integrated into the broker.
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the following diagram shows the objects involved in a Broker system:
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Dynamics:  this section focuses on the most relevant acenario in the operation of GCCP as a broker system.  This illustrates the behaviour when a SIP or H.323 server registers itself with the local broker component:

· the broker (in this case the GCCP) is started in the initialisation phase of the system.  The broker enters its event loop and waits for incoming messages.

· The user, or some other entity, starts a server application.  First, the server executes its initialisation code.  After initialisation is complete, the server registers itself with the broker.

· The broker receives the incoming registration request from the server.  It extracts all necessary information (see section 4.4 for a list of information required for this type of operation) and stores it into one or more repositories.  These repositories are used to locate and activate servers.  An acknowledgment is sent back.

· After receiving the acknowledgement from the broker, the server enters its main loop waiting for incoming client requests.

4.3.4 Basic Call set-up between H.323 and SIP

The following example  shows interactions that takes place when a H.323 client invites a SIP client using GCCP.

Call signaling messages in H.323 may be passed in two ways.  The first method is Gatekeeper routed Call signaling (GRC).  In this method, call signaling messages are routed through the gatekeeper between the endpoints.  The second method is DiRect Call Signalling (DRC).  In this method the call Signalling messages are passed directly

Terminal  (Bell)                                 Gateway                        SIP (Watson)

             H.225 TCP SYN 


                                                X1                                            X1:  gccp gateway/server opens  

         TCP SYN ACK                                                                                   port 1720 and receives msg

                ACK

               H225 SETUP


                                       

                                                                    Invite watson@x.com








  X2







*180 ringing
           X2:  gccp delivers Invite message 


Alerting






  To SIP’s port no 5060




           Connect    200 OK

             H.225 Connect






ack

                   H245 SYN




                 : dynamic port


    H245 SYN ACK


   ACK


 Capabilities/Master Slave

Msg only generated by GCCP




Connect








                           H.245 messages

H.225 call setup messages using Q931 

Figure 4.1:  Messages exchanged between H.323 and SIP for “Invite”


* For two-party Internet phone calls, In the example above, Bell calls Watson which is 

being translated by GCCP.  A sample response to the invitation below, the 1st line is the status of client.

The Via headers are replaced as the req moves hop by hop towards invitee. Call-ID is unique in this invite.

SIP/2.0 180 Ringing

Via: SIP/2.0/UDP csvax.cs.caltech.edu;branch=837 ;uaddr=128.16.16.16;ttl=16

From: Bell <sip:Bell@cs.ucl.ac.uk>

To: Watson <sip:Watson@x.com> ;tag=9883472 Call-ID: 296331305 Case: 1 INVITE

between the endpoints and this is the method we used in this  experiment. Both methods use the same kind of connections for the same purposes, and the same messages. 


The response from GCCP gateway to the caller is as follows:

SIP/2.0 200 OK

         Via: SIP/2.0/UDP csvax.cs.caltech.edu;branch=837 ;uaddr=128.16.16.16;ttl=16

         From:Bell <sip:Bell@cs.ucl.ac.uk>

         To: Watson<sip:watson@x.com> ;tag=37462311 Call-ID: 9883472   

         CSeq: 1 INVITE

In the figure 4.4, the calling endpoint Bell sends a set-up message to the well known port of callee (in this case, the GCCP gateway on behalf of watson is receiving the calls to start with).  The gateway then informs the caller that the call is being processed followed by the capabilities of the receiving terminal. It is not necessary that a terminal understands or stores all incoming capabilities; those that are not

understood, or can not be used shall be ignored[H245]. Once the reliable H.245 control channel  has been established,GCCP places the invite message in SIP format to the callee (watson)  who is able to process SIP messages.  Once the callee answers the call and  both parties are prepared to interact, additional channels for audio, video, and data are established on the caller’s side (based on the outcome of the capability exchange).  
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Figure 4.2:  messages exchanged between SIP and H.323 

Figure 4.3 shows an example of the topology where at least three different types of architectures can interconnect using GCCP.  GCCP client is an example of a conferencing architecture which can send basic GCCP compliant meesages and is capable of understanding GCCP conference control messages.  This example illustrates the number of steps involved when the  client sends a GCCP_INVITE message to invite a SIP client.  The number of steps involved are as below:

· GCCP client sends a GCCP_INVITE message via  GCCP server to invite a client (bell@x.com) who is logeed on the machine which has an IP address 128.16.8.88

· The server looks up its register to find that bell@x.com is  a SIP compliant host

· GCCP server sends an Invite message to the SIP client.  The format of this Invite messsage will be as described in SIP specification.

· Once the SIP client receives the Invite, it sends either a REJECT or an ACCEPT.  If the GCCP client receives an ACCEPT, these two hosts are in a conference.

· Let us assume, that this conference is publicly advertised, therefore another client wants to join this conference.  This client happens to be H.323 compilant

· When the H.323 client sends a H.225 message, GCCP receives that message in port 1720 and maps appropriate functions so that, H.323 client knows that the message is being processed.
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Figure 4.3:  A typical scenario of interoperation between a SIP client, a H.323 and GCCP client

· H.323 join request is mapped to GCCP client as GCCP_JOIN_REQ.  If the client accepts, a GCCP_JOIN message is generated and three different architectures are in a common conference.
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Figure 4.4:  Topology of three different types architectures interoperating using  GCCP 

4.4 Main operations of GCCP

GCCP follows a number of steps to accomplish its function as gateway and a conference control provider.  It initialises with a number of ports that are waiting to process messages.  When a client processes a CONNECT[steven], (the socket system call to establish a connection with the server), GCCP updates its registry. The registry must keep a track of the following:

GCCP:

Features of conference control:

· Uservisible function

· Interoperation as a
broker
Figure 5:  GCCP provides interoperability between different architectures and  a set of user visible functions 

· Protocol type - the protocol types of conferences (e.g H.323, Mermaid or SIP)

· Number of  participants – the number of participants for which GCCP maintains some information and can forward packets

· Participants’ IP addresses – the address where the data can be forwarded to

· Participants’  port number - GCCP associates different types of applications with different well-known ports.  For example, the H323 stack uses port number 1720 where as a SIP initiator will use port no 5060 for delivering control messages like  invite a participant, request floor, leave etc. 

· Current status (e.g. floor holder) – if a participant/port is sending data/audio that is not current floor holder dot forward the packets to anybody else

· Link status (e.g. broken link, slow link if possible etc.) – if a “Keep Alive” message didn’t appear then delete the link

If a “CONNECT” call came from port no 1720 for example, GCCP knows it will be a H.323 based conferee. GCCP updates the registry with the port number of the conferee, the type (in this case H.323), the IP address, floor holder status (could be 0 or 1) and the link status (which is 1 if the link is alive).

GCCP continues to perform the operations of updating and adding the registry as participants come and go.  When the conference actually starts, GCCP checks the floor holder status.  If one of the ports is sending data that is not the current floor holder, GCCP does not forward the packets to all the other participants.  In the following section, the transport mechanisms and the difference between different messages are discussed.

4.5 performance measures

Figure 6 shows average number of messages transferred between two compliant architectures like SIP and H.323.  Table 5 shows the number of messages that are transferred between these terminals on different type of connections like over a LAN, a Dialup connection and waveLan.

The average setup time between a SIP capable client and a netmeeting client took on average 5 seconds using GCCP.  Table 2 shows some measurement results that were taken between  H323 capable terminals and a SIP terminal using GCCP.  In this scenario the SIP client was based in USA and the netmeeting i.e. H.323 client and the GCCP server were on the same LAN in UCL, London.    
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Table 1:  Number of messages transferred and time taken between two H.323 terminal and two SIP terminals without a gateway

GCCP

Time


No.of messages to setup connection

type of connection

3


     50




  LAN

7


     55




  WAN

table 2:  time taken and number of messages transferred  interconnecting SIP and H.323 with GCCP

Figure 6:  avaerage messages passed between H.323 and SIP terminals

The tables show the number of messages that are to be expected.  H.323 has a higher number of messages because  SIP and H.323 are actually performing almost completely separate tasks.  H.323 has a sophisticated capability  exchange mechanism by which the parties involved in the call can  negotiating information like codec, speed and user information. Also, H323 based applications are actually used to transfer audio, whereas SIP is used as a signalling protocol.  However, we were interested in the actual number of messages that are exchanged between the caller and the callee.  It is observed that, in average SIP has at least half the number of messages that are needed to be exachanged to set up the call.  both SIP  and H.323 use TCP as the underlying transport protocol here.   If we counted all the messages sent by H.323 after the setup has finished it is observed that on average in 8secs 85 UDP messages are sent (this is because the application is sending the silence packets).

The setup time between a H.323 terminal and SIP terminal which is running is USA using GCCP is surprisingly low.  The measurements were taken in the mornings in UK time when USA’s network is less congested.  However, the number of messages exchanged in order to perform the translation between two different architecture is quite high.  That is because GCCP is translating simple JOIN, INVITE etc. messages in three different semantics.  It is translating for GCCP complaint client as shown in figure 4.3 and  for SIP and H.323 client.  

4.6   Error control

GCCP checks for system call failures and errors in user input.  Fatal errors include failures in creating the socket systems calls on which to listen for TCP connection requests and failures to listen to multiple sockets due to blocking calls.  If these occur, a message is written to standard error and the program exists.  Nonfatal errors include errors in creating sockets for sending requests and reading or writing sockets.  If a nonfatal error occurs, GCCP writes a message to standard error, sends an error code in its reply, or displays a message on the screen (depending on the error).  For example, TCP socket read errors include reading a request that is unrecognized or formatted such that it does not tally with the formats shown in 4.1.x.  If the socket is open, an error message is generated to the transmitter and the socket is closed.

Different conferencing stacks have different ways to handle failures.  For example, normally, in H.323 the underlying reliable protocol of the H.245 Control Channel uses appropriate effort to deliver or receive data on the channel before reporting a protocol failure. Therefore, if a protocol failure is reported on the channel, the H.245 Control Channel, and all associated logical channels shall be closed. This will be done as if the endpoint had issued the H.245 endSessionCommand.  With SIP there are mainly two places where error can be generated; either the server or the client. When a client generates a Status code 400 , it means the request contains bad syntax or cannot be fulfilled at this server. 

If GCCP receives any of the above error codes or messages it maps appropriate error messages to underlying protocol (e.g., it can send a 500 status code to SIP or send endSessionCommand for H.323).

4.7 Transport services

In a group communication scenario, any number of senders may be distributing information to the group or to a subset of the group.  Each piece of information may be destined for any number of recipients.  These messages can be either control messages or data.  GCCP needs a way to distinguish the control messages from media data.

Any control messages (for example, GCCP_JOIN, INVITE , BYE etc. ) will be sent to the GCCP server on the Unicast channel.  For example, when H323 is sending one of its control messages it uses the logical channel (see Figure 6).  If control messages arrive on a multicast port, GCCP ignores those messages.  However, if data arrives in multicast channel then GCCP forwards those packets to all the possible recipients.  If the clients are capable of receiving multicast messages, GCCP multicasts it to them otherwise it uses the Unicast channel to forward data. This process allows the clients to be consistent, otherwise, all the control messages like GCCP_FLOOR_REQ messages will be multicast/broadcast to everyone, causing confusion.

   


Figure 6:  Methods of forwarding and receiving packets in GCCP

The simple diagram shown above does not scale to hundreded of clients particularly, however, it is an example give a concept of Unicast channels used for control messages and multicast channels are used for  media data.  In order for it to scale, several distributed GCCP servers are required.

The next section compares and contrasts the Intelligent Network (IN) features of H.323 and SIP.

4.8  IN operations

This section is discussed as an extension of section 4.3.2. The future of GCCP entails in integrating some of the Intelligent Network (IN) features in it.  Therefore, it is useful to review the features that are already available in H.323 and SIP and then highlight the features that may be required to introduce in either in one of the architectures or in GCCP in future.

IN is a type of architecture that provides services to enhance the basic call on a telephone network.  ITU study group 11 published its accumulated descriptions of services and service features in annex B of ITU Q.1211: In troduction to Intelligent Network capability set[ref]. Q.1211 divides the services it describes into two broad categories: “services”, which are what an Intelligent Network vendor would actually wish to provide to customers; and “service features”, which are lower-level building blocks used to construct the services.  In section 4.7.1 the service features specified under CS-1 which are mainly appropriate for conferencing are listed.  This sections also provide a comparison list of whether SIP or H.323 are capable of providing these services and if it is already performing these tasks.

4.8.1 service features

Abbreviated calling ABD 

Abbreviated dialing allows the definition of short (e.g. two digit) digit sequences to represent the actual dialing sequence for a public or private numbering schemes.

This translation could be performed by having end systems configured to consult a local database server (running e.g. LDAP) for address-translation queries.

This translation could also be performed by a local proxy or redirection server which the end system always sends it outgoing call requests.  This facility can be used by both H.323 and SIP.

Authentication (AUTC)

This allows verification that a user is allowed to access certain option in the telephone network.  For Internet, and for conferencing this is essential and both H.323 and SIP provide this feature.

 Automatic call back (ACB)

This feature allows the called party to automatically call back the calling party of the last call directed to the called party.  At the moment neither SIP or H.323 provides this, however an email can be sent to the called party if they are not logged on and it is upto called party to call back.

Call distribution (CD)

This service feature allows the served user to specify the percentage of calls to be distributed among two or more destinations.  The proxy server of SIP or gatekeeper for H.323 can make these decision , however none of these two protocols currently provide this functionality.

Call forwarding (CF)

This service feature allows the user to have his incoming calls addressed to another number, no matter what the called party status may be.

This is very easily provided in SIP using proxy server, in H.323 this also can be provided using H.450(3).

Call forwarding on busy/don’t answer (CFC)

This service feature allows the called user to forward particular calls if the called user is busy or does not answer within a specified number of rings.  This is not provided in H.323 or SIP at the moment.

Call gapping (GAP)

This feature allows the service provider o restrict the number of calls to a served user to prevent congestion of the network.  This feature is not provided in H.323. SIP with a policy server may handle this scenario.  However, because of the nature of the Internet, it is not very clear how SIP will be restricting calls.  It also shows that SIP policy server requires advanced security features to stop users bypassing the server.

Call hold with announcement (CHA)

The call hold with announcement service feature allows a subscriber to place a call on hold with options to play music or customized announcements to the held party. H.323 is in the process of standardizing H.450 (4) this feature.  This standard is contributed from ITU sg-16.  SIP does not provide this feature, however RTSP is capable of providing this feature.

Call logging (LOG)

This service feature allows for a record to be prepared each time that a call is received to a specified telephone number.  H.323 Gatekeeper provides this feature , but SIP does not at the moment.

Call queuing (QUE)

This service feature allows calls which would otherwise be declared busy to be placed in a queue and connected as soon as the free condition is detected.  Neither H.323 or SIP provides this feature at the moment.

Call transfer (TRA)

The call transfer service allows a subscriber to place a call on hold and transfer the call to another location.

ITU sg16 has standardised the call transfer supplementary services for H.323 H.450(2).  The SIP call control draft is also considering these decentralized call transfer services.

Call waiting (CW)

This service feature allows a subscriber to receive a notification that another party is trying to reach his number while he is busy speaking to another person.  H.323 has standard H.450(6) to handle this feature while SIP does not provide this feature yet.

Consultation calling (COC)

The consultation calling service feature allows a subscriber to place a call on hold, in order to initiate a new call for consultation.  H.323 has H.450(8) for this feature, while SIP does not provide this feature.

Customer profile management (CPM)

This service feature allows the subscriber to real-time manage his service profile, i.e. terminating destinations, announcement to be played etc.  This feature can be implemented in any end system, and it is also known as call management which can be provided in SIP  H.323v2.

Customer recorded announcement (CRA)

This service allows a call to be completed to a (customized) terminating announcement instead of a subscriber line.  The served user may define different announcements for unsuccessful call completions due to different reasons.  Although RTSP provides this feature, neither SIP or H.323 provides this.

Customized ringing (CRG)

This feature allows the subscriber to allocate a distinctive ringing to a list of calling parties.  ITU is in the process of standardising this feature while SIP draft claims that this feature can be provided in end-system without giving further details on it.

Follow-me diversion (FMD)

With this service feature, a user may register for incoming calls to any terminal access.  H.323 Gatekeeper and SIP REGISTER message provide this feature very easily.

Meet-me conference (MMC)

This service feature allows the user to reserve a conference resource for making  a multi-party call.  The nature of H.323 calls allows this feature to be easily implemented by gatekeeper, while in SIP this requires further investigation.

Multi-way calling (MWC)

This feature allows the user to establish multiple, simultaneous telephone calls with other parties.  With SIP this has been the building block from the beginning, therefore with the use of multicast this is easily scalable.  Whereas, H.323 uses MCU to provide multi-way calls .

One number (ONE)

This allows for example, businesses to advertise just one telephone number throughput their market area.  SDR provides this feature easily and H.323 v3 can provide this feature using LDAP.

Originating call screening (OCS)

This service feature allows the caller to bar calls from certain areas based on the district code of the area from which the call is originated.  Since the nature of Internet does not really depend on distance or district code this feature is not really applicable for SIP or H.323.  However, similar feature can be implemented in SIP or H.323 using the IP addresses instead of  district codes of the area.  

Premium charging (PRMC)

This service feature allows for the pay back of part of the cost of a call to the called party. In an Internet environment this service could either be negotiated directly between the two parties, or some external settlement authority trusted by both parties could be used.

Private numbering plan (PNP)

This service feature allows the subscriber to maintain a numbering plan within his private network, which is separate from the public numbering plan.  Since in the Internet environment, addressing is always controlled by independently administered systems, this largely becomes trivial.  If a numbering plan should be hidden or partially hidden from the public, a proxy can pretend to know nothing about the private addresses when they come from outside.

Time dependant routing (TDR)

This services feature allows the served user to apply different call treatments based on the time of day, day of week, holiday etc.  this can be easily provided by SIP and H.323

The services listed in Q.1211 which are not mentioned above include different billing options like credit card calling (CCC), freephone (FPH), premium rate (PRM) etc.  however these billing options are not really applicable for conferencing over the Internet.  It is upto end systems and users to negotiate payment methods and implement it accordingly.

There are some other new services that are introduced to latest draft of Q.1211.  call pick-up and message waiting are among those services that are provided by H.450(5) and H.450(7) respectively.  

Other services not in IN:  SIP  supports a number of features not supported in traditional IN networks.  Among those is “OPTIONS” request that allows one end system to query another about what format it supports.  Thus it provides capability negotiation. H.323  performs this function which is specified in ITU’s H.245 recommendations.

SIP invitation requests have a number of optional parameters which traditional telephone networks lack, generally inspired by email.  Addresses can have display name like From: x@hotmail.com.  messages can have Subject fields specified, giving a textual intended subject for a call.  Users can have Organization fields, similarly giving the organization to which they belong.

4.9 Conclusion

In this chapter, a carefully analysed architecture for conference control has been presented called GCCP (Generic Conference Control Protocol).  It provides a set of user visible services and interoperates different types of architectures as a part of internal management features of a conference control.  Although currently there is significant effort is being put into defining how the existing telephone network services will interwork with the Internet, the main objectives of these proposals/projects are to define how voice-based services will work between these two networks.  In this research, GCCP is providing a set of services that are not just based around voice-based services but have the capability to provide control functions and the flexibility which is not present in one architecture on its own.  Some of the major advantages include: a) if H.323 based system wants to do group invites it can do using GCCP’s capability to do Multicast invites b) people on the Internet can conference with an H.320 system running on the ISDN, therefore getting the network independence.

In this paper, the IN services like call transfer, call on hold, answering services etc. are briefly compared and discussed.  In future, these services will need to be interworked.  The future work will include experiments on distributing GCCP server across the Internet and getting performance measurements on how many conferees can interact with each other and how they can maintain consistency.
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* name services provide association between names and objects.  To resolve a name, a name service determines which server is associated witha given name.  
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