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�Abstract

This paper considers the problems of Internet congestion and delays from an economic viewpoint, and proposes a solution that properly aligns the economic incentives for both users and providers.   As currently structured, economic incentives do not promote efficient usage.   Furthermore, current structure does not provide incentive for service providers to increase capacity, and does not allow them to provide the better quality service that many users would be willing to pay for.   We develop a properly incentivized economic scheme and an implementation strategy, taking into account the operational details of the medium and the realities of the market.   The performance of the proposed plan is analyzed according to queuing theory, producing promising results.





1.  Introduction; The Problem

The greatly increased usage of the Internet and the resultant performance degradation have focused attention on the inefficiencies of the traditional pricing structure.   This traditional pricing was either free (government subsidized) or flat-rate for unlimited usage.   Some variations have been pricing by bandwidth of the connection, or by flat-rate up to a certain number of hours and per hour charges thereafter.   None of these schemes effectively distinguishes between, say occasional brief text messages, and bandwidth-intensive streaming video.   But the impact on other users can be clearly distinguished.   Although bandwidth has increased dramatically, traffic demand has more than kept pace.   The occasional outages and routine delays are the price of growing popularity combined with inefficient incentives.   There is no deterrent to a user casually downloading many megabytes in which he has only limited interest.   Whereas the user who is performing time-critical communications is placed in the same queues as the casual user.   Clearly the latter’s preferences are not being served.   Nor is the interest of the service provider since the time-critical user would likely be willing to pay for improved performance.

	An economically efficient pricing scheme should provide incentives to users to use only the bandwidth that they really want (i.e. are willing to pay for) as well as providing means for insuring improved performance when required.   The scheme should also provide incentives to service providers to increase bandwidth to improve performance capabilities.




2.  Proposed Solutions



The IETF, is currently working on a number of proposals that deal with the issue of congestion.   One of the protocols that is being developed with congestion in mind, is Resource Reservation Protocol (RSVP)[�].   This protocol describes interactions between network gateways that would grant reserved resources, and hence a guaranteed quality of service, based on availability and/or policy.   Late last year, one of the large NSPs, BBN Planet, announced plans for a trial introduction of RSVP protocol to allow prioritized bandwidth on demand[�] [�].   The fact that RSVP reserves a certain amount of bandwidth makes it well-suited to relatively consistent data flows such as real-time audio or video.   It does not solve the problem of minimizing delay for time-critical customers with bursty traffic, who are willing to pay for the reduction in delay.   And most current internet users do have bursty traffic as they search for data, download the occasional file, and communicate with others. 

	Bohn, Braun, Claffy, and Wolff addressed the delay problem  differently in a 1994 paper[�].   They suggest that the existing IP header priority field could again be used to depart from the single FIFO queue model used by routers today.   They note that relatively new on-line applications, many non-TCP, have the potential to swamp the existing infrastructure.   And as was the case in the late 1980s when traffic increases overtook bandwidth, the IP priority field could be used to mitigate the situation.   They suggest a form of soft quotas and voluntary prioritizing for the allocation of priority usage.   The proposed solution meshes closely with the proposed IPv6 standard which suggests categorizing and prioritizing traffic by application type.

	In a 1995 paper, Edell, McKeown and Varaiya[�] propose pricing and billing at the TCP level.   This paper also reports the results of an actual experimental implementation of the scheme at UC Berkeley.   The scheme addresses the issue of willingness and ability to pay.   Although the message passing overhead proved to be acceptable within the Berkeley test in an intranet environment, it is questionable whether it could scale to the Internet.   Also, billing at the TCP level would miss the potentially considerable amount of non-TCP traffic.   This is especially important considering resource intensive real-time applications may not use TCP.

A group at  the University of Texas, including economist Dale Stahl, has looked at network computing with priority classes and separately taken the Internet as a special case[�].   The idea in the generalized network computing model is that there are a number of computers which can provide networked users with their desired results.   In their proposal, the prices charged for services vary dynamically through an auction-like process.   Welfare is shown to increase in an example of single priority charges (essentially usage charges) versus no usage charges.   The welfare difference between the case with usage charges and the case without them is shown to increase as traffic increases.

	Hal Varian and Jeffrey Mackie-Mason are among the few leading economists noticeable in proposing detailed responses to the usage pricing issue[�] [�] [�] [�] [�].   The underlying economic theory that they cite basically states that given a congested resource, the price one pays to send a message (one’s utility) should reflect the loss of utility inflicted on other users whose messages are waiting.   They show that in the competitive case, producer optimization results in social welfare optimization.   Their model contains two price elements: connection charges and usage charges.   They also describe a “smart market” solution to message pricing.   In this scheme, users bid the maximum price they are willing to pay to send their message.   The highest bid messages are sent first.   In any given time interval, the lowest bid message that gets sent sets the price for all messages sent.   This is an economically reasonable scheme, but the overhead in bidding each individual message/packet price could be considerable, and the dynamic price aspect may not be well received by consumers.   More critically, the proposal implicitly assumes the Internet to be a monolithic entity, which it’s not.   When a user bids a price for a message, how is that apportioned across the multiple networks that forward the message?   Even in a single owner network, the packets traverse many nodes and it’s not clear what should happen when a packet’s bid price enables it to be forwarded from one or more nodes, but then cause it to be delayed indefinitely in a “higher-priced” node.




3.  Economic Incentives; Consolidation or Source Demand Routing



We can obtain some insightful implications when combining the Mackie-Mason and Varian (MMV) economic model with queuing theory and a more realistic (contra)utility function.   It can be shown that the economic incentives are such that in an anonymously cooperative inter-network, a service provider will vary his capital outlay in inverse proportion to exogenous network delay. 

First, we will assume that the probability distribution function of inter-message arrival times is exponential (e.g. a chi-squared distribution) and independent (“memoryless”).   For a large user base this is a reasonable assumption.   Even if we allow for the possibility of discouraged users by say decreasing the rate of arrivals based on queue size, we can still derive a Poisson distribution [�].   In any case, we can reasonably assume a Markov process where the probability of advancing to the next state (one more or less packet in the queue) is either independent of the current state (Poisson) or a function of only the current state (and not of the history) and is exponential.   Furthermore, we can even assume this function on an internal leg of a route since the arrival rate is based on message size.

We will also assume that the message size is exponentially distributed, again possibly chi-squared.   Since packet size is bounded and large messages are disassembled into packets, packet size is also exponentially distributed� (with a beta distribution).   Service time is directly related to the packet size, thus the service time is Markov process and is exponentially distributed.   

So we can use the simple M/M/1 formula (Markov process for arrivals, Markov process for service times, and 1 server) to determine average delay.   This is one of the models that has been used for telephone systems since early in the century [�].  

The average waiting time for an incoming packet is � EMBED Equation.2  ���  

Where m  is the mean service time and l is the mean arrival rate.





In our case; capacity is K, average packet size is � EMBED Equation.2  ��� with a Markov distribution, and the arrival rate is X.   Note that the arrival rate X should be in similar units as the capacity, say bits per second, so to get the average packets per second we divide by the average packet size.  



The local delay function is then

 � EMBED Equation.2  ���

			

This delay is additive at each node (router and respondent).   We will denote network delay exogenous to the local provider as DN.   So the total delay for a packet is then  

DT = DL + DN.



We will use this delay function in the user’s utility function, which is obviously diminished by delay.   The MMV assumption is that the loss of utility is additive and unrelated to the original utility.   We will introduce a utility function in which the loss of utility due to delay is multiplicative and related to the original utility.   We would like our utility function, with respect to delay, to be both decreasing and convex.   The convexity is because the loss of utility in, say, the first minute of waiting is greater that the loss in say the 20th minute of waiting.   The utility function that we will use is



� EMBED Equation.2  ���

where v(x) is the utility of sending or receiving x bits of data with no delay.   We divide directly by the total delay without any additional variable or exogenous parameters, as these can be thought of as implicit in the utility function v(x).



To see the implications we want to solve the user’s and the supplier’s maximization problems.   We continue with the MMV framework in which there are assumed to be many providers of various quality.   The quality in this case is embodied by the delay time, and the prices that the providers can charge are functions of the delay time.   The firms are price takers in this perfectly competitive model.   It should be noted that it doesn’t matter whether there is usage pricing or not.   We will consider the more general case in which there is usage pricing, and we will see all the price factors drop out.



The user’s maximization problem can be reduced to� 

� EMBED Equation.2  ���



Where q(DT) represents the connection charges and p(DT) represents the usage charges.   Note that both charges are based on the quality of service as embodied in the total delay, and that usage charges are per unit (bit), so are multiplied by the message quantity.



The result of user maximization with respect to DT is



� EMBED Equation.2  ���







The supplier’s maximization problem is



� EMBED Equation.2  ���



Where n represents the number of users, X represents the quantity of messages sent by all users (X=nx), and c(K) represents the cost of K capital (capacity).













The result (first order condition) of supplier maximization with respect to K is



� EMBED Equation.2  ���



or



� EMBED Equation.2  ���



Here we substitute the results (first order maximization conditions) of the user’s maximization problem, and we see that the price terms drop out, regardless of whether there is usage pricing or not.



� EMBED Equation.2  ���



And we are left with



� EMBED Equation.2  ���





Now we will substitute in our specific utility function above, and we will assume that the supplier’s cost function is linear.   This is a valid assumption in some cases, such as in the short run, at the high-end of technology, and whenever capacity is added incrementally�. 



So we have

� EMBED Equation.2  ���



or



� EMBED Equation.2  ���











so



� EMBED Equation.2  ���



then



� EMBED Equation.2  ���



finally



� EMBED Equation.2  ���







Which gives us the reasonable results of



� EMBED Equation.2  ���



Meaning that as the usage increases, or the utility of the usage increases, the supplier would add capacity.   (He would do this of course because he could charge more.)



We also see that

� EMBED Equation.2  ���

Meaning that if capacity is more expensive, we add less of it (or if it’s cheaper, we add more of it).







Most importantly for our analysis, though, we see



� EMBED Equation.2  ���



This means that as the network delay increases, the service provider will have no incentive to increase his capacity and in fact will have an incentive to decrease it, cet. par.   



We can also consider the case where the cost of capacity is not linear but rather exhibits economies of scale, for example an ISP going from multiple T1s to a T3 connection.   We will use c=ln(K) as a representative cost-of-capacity function with a positive first derivative and a negative second derivative.   We then have, from above;

� EMBED Equation.2  ���



from which we can follow the same analysis to



� EMBED Equation.2  ���  

at which point it is apparent that solving for K in order to gain insight on the sign of dK/dDN  will not give us clear results.   But by solving for DN and checking the sign of dDN/dK we can obtain our desired insight.

We have

� EMBED Equation.2  ���



so the derivative with respect to K is

� EMBED Equation.2  ���



then substituting � EMBED Equation.2  ��� into the first numerator term, and (K-X)DN from above for the remainder of the numerator, we obtain



� EMBED Equation.2  ���









Then using our logarithmic cost function of � EMBED Equation.2  ���, we have

� EMBED Equation.2  ���

and if network delay is greater than the local delay, then � EMBED Equation.2  ��� and � EMBED Equation.2  ��� so � EMBED Equation.2  ��� and we still infer that � EMBED Equation.2  ��� (cet. par., over our area of consideration) even with economies of scale in our cost function.





This doesn’t bode well for the medium as currently structured.   Connectivity and usage are most definitely increasing, as is delay.	To investigate how this market might be structured to give the proper incentives, we examined the case where network delay is not exogenous.   An example might be a private network or a single-owner network of networks.   Another example in which network delay is not entirely exogenous would be if the backbone carriers and other forwarding networks were not anonymous.   In any case, defining a detailed network delay function for a representative message is potentially problematic.   We can consider the internet to be either a dense graph, in which case the capacity and usage along a given path is a function of the square root of total internetwork capacity and usage, or a sparse graph, in which case the capacity and usage along a given path is a logarithmic function of total network capacity and usage.   We can use either model and obtain similar results; the capacity will be increased as the usage increases or the utility of the usage increases or the number of users increases.   There is no exogenous delay contributing disincentives to capacity expansion

But we have the question of implementation in the multiple owner Internet.   As noted above, one of the solutions may be that intermediate networks no longer be anonymous.   In fact there have been a number of IETF RFCs regarding IP within IP[�] [�] and source demand routing[�].   These would facilitate routing by choice of networks.   This choice of backbone networks would present an additional and/or alternative way to provide incentives to ISPs and NSPs to upgrade their capacities.   With a known network backbone provider, similar to a long-distance provider for telephone service, network delay is not entirely exogenous.   Local providers have a choice of backbones that they can advertise to their customers.   These backbones, no longer anonymous, now have a further incentive to decrease their average delay times.  

	Another analogy is code-sharing in the airline industry.   A domestic airline may sell a customer a ticket for international travel, but one of the legs may actually be on a different international carrier.   However the first airline retains responsibility.



4.  Comparisons with Telecommunications and Utility Pricing Schemes



By categorizing the dynamic load into periods of different demand, we obtain the peak-load pricing problem that has been discussed for some time in the utility pricing literature[�] [�] [�].   There have been two basic welfare maximizing pricing models proposed in this literature:   One is the two-part tariff model which uses the fixed access cost to cover the fixed capacity costs, while the usage charges cover the operating costs[�].   The second type is the peak-load pricing model, which has usage pricing only, but prices the off-peak period to cover operating costs only, while peak period charges include fixed capacity costs as well as operating costs[�].

As mentioned previously, the newness of internet technology presents additional pricing considerations.   High access charges would likely deter some potential new users, slowing revenue growth.   At the same time, rapidly expanding usage means that capacity expansion costs clearly dominate the costs of operations.   So while having fixed charges cover capacity expansion costs may be a suitable pricing plan for mature industries such as electric power, it is not presently suitable for the internet.   Our proposal is similar to the usage-pricing-only model, with both peak period and priority charges covering capacity expansion costs.

A number of peak-load pricing variants have appeared in the literature and in practice.   One scheme, proposed by Panzar and Sibley in 1978, allows customer selection of individual time-invariant capacity[�].   Prioritization based on a similar capacity selection was described by Spulber in 1992[�] [�].   The real-time dynamic pricing approach was put forth by Vickrey in 1971[�].   Although not adopted by telecommunications firms, a modified version of real-time pricing, with one-day forward price announcements, was adopted by some utilities[�].   Our proposal contains some similarities to this approach.











5.  A Pricing Proposal; Priority Queues



	The price of sending a message should reflect the loss of utility inflicted on those users whose messages are waiting.   We propose a model in which there are multiple strictly increasing priority queues.   IP implementations would have to be modified to  handle multiple queues, rather than a single queue.   This would not be difficult as many implementations of IP already keep messages as a sorted queue, and in fact already have the option to use the IP priority field.

The highest non-empty priority queue is transmitted first.   The charges should reflect the amount and priorities of waiting messages.   So in peak periods the price may be high, whereas in off-peak periods even high priority messages may be inexpensive.   The (averaged) queue size of each queue up to and including the priority of the message being sent is used to infer the wait times imposed and to calculate the charges.   Making higher priority messages wait is more expensive and is captured by a  priority differentiation factor.   This could be any number, for example 2 would make each priority level twice as costly (to make it wait) as the next lower level.   The price of sending a message is mathematically defined as follows:



� EMBED Equation.2  ���

where:

p = price

b = the number of bits or bytes of the given packet

a = a cost factor (specific to the provider)

k = the priority of the packet

b = the priority differentiation factor

sq= the average size of (waiting packets in) priority queue q during the period



	The usage pricing efficiently allocates the resource.   It also price-discriminates thereby allowing the provider to maximize revenue.   A two-part tariff that included a monthly access charge could still be used.   However, the notion that the access part of the charge should be used for capacity expansion (as cited above in the peak-load pricing literature) would not be ideal here, due to the newness and growth potential of the medium.   A better strategy to increase the number of users would be a nominal access fee.

The question of the number of priorities offered will be a marketing issue, rather than a technical issue.   In any case, it’s likely that only a small number of different priorities would be needed, and so only a few bits of data, so there are no additional technical details that need to be addressed.   However the marketing issue would most definitely need to be addressed.   For example, premium service could be bundled with access to proprietary content and possibly other services.   Providers may want to offer just a few well defined, brand-named priority plans to create brand awareness.   So while more priorities may be technically available, only a few may actually be offered.



5.1.  Charging Sender or Recipient



One of the issues that could be problematic with prioritized usage charges is the issue of who pays, sender or receiver (or both).   There are a couple of ways to address this question.   One is the definition of a bit in the IP header as a “collect” bit.   But a considerable support structure would be needed in the higher level protocols to properly set and monitor this bit.   A message could authorize a response of a certain maximum size, and these limits could again be settable as preference parameters.   But dispute resolution procedures could also prove costly and problematic.

An alternative would be to use the port number.   Global services such as HTTP and FTP have predefined low port numbers.   In our scheme, when a reserved port number appears as either source or destination, the other port is the one that would be charged.   This would handle the cases where users download files from web pages.   By requesting the transfer, the user obligates himself to pay for it.   This is certainly desirable since charging the owner of the web page would inhibit the amount of information that was made available.   In the case when both source and destination port numbers are predefined low port numbers (such as mail) or both are ad hoc high port numbers, sender would pay.   This is also the desired scenario for email and other symmetric processes.



5.2.  Metering and Billing



Another potentially problematic issue is metering.   What is needed is a cost-effective means to log traffic by endpoint by priority.   PCs that log and accumulate data by IP headers, sent over replicated data lines, could perform this function.   There would be no additional overhead to the network, only additional dummy nodes that receive duplicates of all messages at meter points and discard the messages after logging the header information.   And these logs could also be used to calculate average queue sizes and average delays for future pricing, as well as current period billing information.

Notable work on metering has been done by Nevil Brownlee of New Zealand[�] [�].   His package is called NeTraMet.   He has modified a freeware version of IP for DOS PCs to log data flows.   He has a meter reading package as well.   His implementation puts meters at any desired points in the network, and uses the IP headers to measure the cumulative flows between pairs of endpoints. 

In telecommunications, bill processing is a significant cost factor.   Processing bills on-line could greatly reduce the cost - and we know that all customers are on-line.   Not only could summary bills be sent electronically, but the payments could be processed similarly.   And the detail of the usage can remain at the log points unless an audit is requested.



6.  Performance



For prioritized queuing to work, the performance of all classes has to be acceptable.   So we’ll compare multiple priority queue performance with that of the current single FIFO queue system.   For our comparison, we want to be independent of physical speeds, so we will use message units, M, to measure delay.   M is the time it would take to transmit an average message when that message is the only message in the system.   So, using � EMBED Equation.2  ��� as the average message size (in say bytes per message) and K is the capacity (in say bytes per time unit) we have the time per message M as

� EMBED Equation.2  ���					

We want to express delay in these message units, so we have the following;

� EMBED Equation.2  ���			

where r is the load factor.  We will use this formula below in our comparison.



Before we do the comparison, we have to derive the delay formula for the prioritized queues.   We have two components of delay.   The first is the time waiting in the queue and the second it the actual service (transmission) time.    Queue delay can be summarized by the following equation [�]



� EMBED Equation.2  ���

where W0 is the mean residual service time of a message in-process at any given point in time, y is the priority class whose delay we are determining, and ri is the load factor for priority class i, where h is the highest priority.



If we assume an exponential distribution of service times, we can use� EMBED Equation.2  ���[�], which results in a total prioritized queue delay funcion, in message units, of; 

� EMBED Equation.2  ���				





Now we can compare the priority queue performance to the single queue FIFO system, expressing both in message units M.   We will compare a 4-priority system with equal load distribution among the priority classes�, to a single queue system with the same load.   We use a total load factor of 80%, which is in the realistic peak range[�].   So



� EMBED Equation.2  ���



Substituting in, we see that in the single queue system each message waits an average of

� EMBED Equation.2  ���



In the multiple priority class system, we have the following average delay times

� EMBED Equation.2  ���



Notice that the total waiting time for four messages, one from each priority class, would be 20M.  This is, of course, the same total waiting time that four messages in the single queue system would have, with 5M each.   This has to be true since the overall arrival rate and transmission speed are the same.

Also note that these comparisons are valid over a multiple node network as the delays are additive, so the factors remain the same.  (The only difference would be that in an N node network, M would be replaced by NM.)

Examples such as this demonstrate the very attractive nature of the priority queue system.   In our example, only messages in the lowest priority class experience increased delays over the single queue system.   All other classes see improvements, most of them substantial.   Even the performance degradation in the lowest priority class is not particularly onerous, averaging just over double the unprioritized delay over the two examples.   And many applications, such as email, are not particularly sensitive to this level of delay.   And of course, pricing could be adjusted to shift demand for the various priorities so that delay was tailored to desired characteristics.

So we see a tremendous opportunity with prioritized queuing.   We can have greatly increased performance for applications that need it and users that are willing to pay for it, without imposing too much of a burden on less time-sensitive applications or users.







7.  Conclusions



	Current Internet pricing schemes are not efficient and do not offer the proper incentives to either users or providers.   Most economic schemes that have been proposed to date do not take into account the technical details of internet communications, while most technical schemes are not economically based.   Prioritized service based on usage charges would provide the proper incentives, and performance analysis proves it to be extremely promising.   In fact a number of recent product announcements indicate that prioritized service is likely a coming phenomenon in the market.   Cascade Communications Corp. introduced a product called “Priority Frame” that will let carriers offer four levels of prioritization and quality of service over frame relay switches[�].   In addition, MCI and Cisco Systems announced a software-based technology that will enable customers to receive a premium grade of Internet service[�].





	We suggest that prioritized usage pricing will be the basis of successful future internet products, and will benefit the user community as well as the service providers (and of course the product vendors).   For example, products and services in areas such as real-time audio
 and video would be well suited
*.






*Palm Computers offers internet telephony products and services.
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� It should be noted, however, that one could argue for an unspecified General function of service times, rather than an exponential distribution.   This would call for a M/G/1 model.   The average wait time for this model is � EMBED Equation.2  ���, incorporating the variance.   The analysis would be more complex with this model, but given the common denominator term, the results would be similar.



� This format stems from the Lagrange-Multiplier method of constrained maximization: the full format is � EMBED Equation.2  ���.  The budget constraint B drops out upon differentiation with respect to delay, and the multiplier ( becomes a constant which can be incorporated into the utility function.

� If costs are non-linear, for example going from multiple T1s to a T3, then a representative cost function might be logarithmic.   We consider this case below.

� If the demand function for prioritization is linear, then equal distribution among the priority classes would maximize revenue for the service providers.
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