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Welcome tolPtel2001, the second international workshop on Internet Telephony. The workshop follows
the successful first workshop held April 12 and 13, 2000 in Berlin, Germany. We received 41 papers, of
which we accepted 22. One of the accepted papers was withdrawn by the authors. In keeping with the
first workshop, this workshop is drawing a very international group of attendees, with close to half the
participants from Europe and Asia. About a third of the attendees are from academic institutions, with the
remainder split evenly between research labs and other corporate R&D.

In its commercial incarnation, Internet telephony is now about five years old, although initial practical
attempts date back to the early days of the Internet, with experimental work starting around 1974. However,
the displacement of the legacy circuit-switched telephone network is taking significantly longer than many
people had predicted. With hindsight, this is not surprising, given that Internet telephony is not a single
application or protocol, but rather an “eco system” with dozens of protocols and strong legal and regulatory
entanglements. The web started out as a self-contained system and then later acquired gateways into existing
data applications; Internet telephony has to immediately connect to about a billion telephone terminals.
Initially and currently, the main driver for Internet telephony is regulatory arbitrage, bypassing local access
charges or inflated international tariffs. Again, Internet telephony differs in this aspect from earlier tech-
nologies such as email, the web, text chat and peer-to-peer file sharing, which added fundamentally new
capabilities, in return for which users were willing to put up with unreliable and cumbersome service. We
are only slowly moving beyond replicating the existing telephone features and habits, realizing that Inter-
net telephony will succeed not by virtue of a small set of “killer application”, but rather by the ability to
quickly add thousands of small, but locally valuable, applications and its ability to be integrated seamlessly
with other Internet-based means of communications. These applications include instant messaging, event
notification and back-end services.

The workshop presents a snapshot of some of the technical problems that still need to be addressed in a
convincing way. As usual in this field, quality of service contributes the largest set of papers, with the addi-
tional requirement of measuring speech quality objectively. Interconnection to other systems, principally to
landline and mobile services, as well as between signaling systems, requires thought on how to isolate and
abstract the behavior across system boundaries.

As Internet telephony moves from research into deployment, operational issues need to be addressed,
exposing the limits of the existing set of Internet services and an Internet architecture evolved towards
supporting TCP-based client-server applications.

Initial efforts in service creation for IP telephony focused on APIs and then languages. Now, there is
strong interest in allowing features to be deployed across distributed systems.
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Abstract—This paper presents an efficiency study of voice over
Integrated Services (IntServ). In particular, the Guaranteed
Service class is considered. This service class provides a
deterministic upper bound on the end-to-end queuing delay. A
method to calculate the optimal packetization delay, and hence,
the optimal packet size, is presented. Choosing this packet size
involves a trade-off between bandwidth efficiency and delay. Two
scenarios are considered in this paper: an IP-phone-to-IP-phone
and a gateway-to-gateway scenario. For the latter scenario two
multiplexing approaches are evaluated and it is shown that they
achieve approximately equal bandwidth efficiency. In addition
our results demonstrate that with aggregated voice flows on one
reserved bit pipe (gateway-to-gateway scenario) high bandwidth
efficiency can be achieved.

Index terms-- IntServ, Voice over 1P, efficiency
A INTRODUCTION
Ist. Background

Introducing telephony services on IP networks brings its
own challenges with respect to voice quality, call set-up time
and reliability. The performance of a VoIP network should be
comparable to the current PSTN. Especially, the voice quality
is of great concern. It depends on many parameters: on the
application layer the type of codec, packetization and
dejittering delay and on the transport layer the one-way delay,
jitter and packet loss. The Quality of Service (QoS) of packet
switched networks (e.g. IntServ) controls the transport
parameters. The requirements for these parameters are
requested by the voice application such that together with the
application parameters a certain desired speech quality is
obtained. By offering different classes of speech quality, an
operator is able to offer telephony services at different prices,
targeting different market segments.

2nd. Overview of previous work

Telephony has very stringent delay requirements. When
perfect echo control is applied, the mouth-to-ear delay should
not exceed 150 ms in order to obtain traditional PSTN quality
[10]. Obtaining a small delay comes often at the expense of the
bandwidth efficiency (i.e. ratio between the codec rate and the
bit rate that has to be reserved). The size of the header of an IP

packet is relatively large, often resulting in poor efficiency.
The overhead of an IP packet consists of an IP/UDP/RTP
header with a total size of 40 bytes. ITeader compression is not
considered since it may only be used at a certain link on the
path and not end-to-end. In [1], [2] the efficiency of telephony
over packet networks with deterministic queuing delay
guarantees was studied for the IP-phone-to-IP-phone scenario.
It was shown that the bandwidth efficiency was quite poor.
Therefore, it was suggested to make an overreservation to
decrease the maximum queuing delay, thus allowing for an
increase in packetization delay, and hence, resulting in
relatively less header overhead. The excess of the reserved
bandwidth can be consumed by best-effort traffic.

This paper extends these results with several contributions.
First, for the calculations of the optimal packetization delay
the (static) dejittering delay is also taken into account. Second,
the bandwidth efficiency is studied for different types of
codecs and third, the gateway-to-gateway scenario is
considered. In other words, the scenario where a single
reservation is made for an aggregate of voice flows.

In this paper we first consider the IP-phone-to-IP-phone
scenario with regard to the optimal packet size when a static
dejittering delay is used and the bandwidth efficiency when
using different types of codecs. Then, we present a study of the
gateway-to-gateway scenario. In this case one bit pipe is
reserved between two gateways to transport multiple calls.
Two methods are considered to multiplex voice flows into a
bit pipe. One method is to multiplex IP packets from different
flows and the second one is to multiplex voice frames from
different voice flows into a single IP packet.

3rd. Contents

In Section B the different components of the mouth-to-ear
delay are listed. How to specify the traffic parameters that
describe a voice flow is shown in Section C. The IntServ
architecture is discussed in Section D. The calculation of the
optimal packetization delay for an IntServ network with
Weighted Fair Queuing (WFQ) schedulers is described in
Section E. The efficiency corresponding to this optimal
packetization delay is evaluated in Section F. The paper
concludes with Section G.
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B. MOUTH-TO-EAR DELAY

An  important parameter for interactive  voice
communications is the mouth-to-ear (M2E) delay. This is the
time between the moment the sending party has spoken a word
and the moment it is heard at the receiving party., The M2E
delay consists of a deterministic and a stochastic part. The
deterministic part consists of packetization (7,,.), serialization
(Ter), propagation (T, dejittering (Tujirr) and other
(encoding, decoding etc.) delay (7,4). The stochastic part
consists of the queuing delay in each node. Although the
queuing delay is a stochastic quantity, we are only interested in
the maximum queuing delay, i.e. the delay of the slowest
possible packet, because if this one arrives in time for play-
out, all others do too. For this maximum queuing delay the
absolute maximum or a reasonable quantile (for instance the
99% quantile) can be chosen. Taking all this into account, the
mouth-to-ear delay can be written as

m2e
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The Guaranteed Service [12] controls the maximum queuing
delay and provides a deterministic upper bound for the traffic
that fits within the traffic envelop that is specified in the traffic
contract. Hence, the other delay components are not under the
control of Guaranteed Service. The bound is worst-case, and
therefore, not tight. The actual queuing delay observed in the
network will usually be (much) smaller. An example of the
delay distribution is shown in Figure 1. The tail of the delay is

caused by the stochastic queuing delay.
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Figure 1: Example of delay distribution

Here the dejittering delay is chosen equal to the maximum
queuing delay in order to prevent packets arriving too late for
play-out. This is the delay denoted by the arrow with caption
‘Dejittering delay (no loss)’. Since the receiver knows this
value it is easy to set the dejittering delay. When a certain
packet loss is allowed the dejittering delay can be chosen
smaller, for instance equal to the delay denoted by the arrow
‘Dejittering delay (loss)’. Tn this case, the packets with a delay
within the gray colored area may be lost (depending on the
queuing delay of the first packet) because they arrived too late
for play-out. However, to estimate the resulting packet loss
one has to know different quantiles of the queuing delay, i.e.

the shape of the delay distribution. This information is not
available in IntServ networks.

The analysis presented in this paper is worst case, i.e. the
dejittering delay is chosen equal to the maximum queuing
delay. Adaptive dejittering algorithms (see e.g. [11]) also exist,
they estimate the queuing delay of the first packet. When
perfect dejittering is used the queuing and dejittering delay of
each packet is equal to the maximum queuing delay. However,
it is questionable whether adaptive dejittering algorithms can
converge fast enough during the typical length of a phone call.

C. TRAFFIC SPECIFICATION

In IntServ networks reservations can be made with the
signaling protocol RSVP [5]. Such reservations are soft state,
i.e. they have to be updated regularly otherwise the reservation
expires. Other methods to establish reservations are also
possible, for instance by SNMP [12]. When SNMP is used the
reservation is static, it will only be torn down when it is
explicitly instructed to do so.

‘When RSVP is used the sender sends a PATIT message that
includes (amongst others) a traffic specification, which
consists of five parameters: peak rate (p), token rate (#), bucket
depth (b), maximum packet size (M) and the minimum policed
unit (7). For voice flows these parameters can be calculated as
a function of the bit rate of the codec (R.,,), the packetization
delay in seconds (7),,) and the header size of a packet in bytes
(Som)- Tt is assumed that the voice source does not use voice
activity detection (VAD), and hence, r=p, and that the voice
source has a fixed bit rate codec and a fixed packetization
delay.

In that case, the peak rate (and token rate) can be calculated
as follows,

R, S
=cod | _Of [byte/s] o))
8 Tpm'k
The maximum packet size M is calculated as
T . R,
M= "“("8 < +S,, [byte] Q)

Because the voice source sends packets of a fixed size with
fixed inter-packet times (i.e. it is a non-bursty source), the
maximum burst size is equal to the maximum packet size M,
hence b=M. The minimum policed unit m can be chosen
arbitrary as long as m < M. The header size Sp;; (IP/UDP/RTP)
is 40 Dbytes. The codec bit rates R., together with the
granularity are shown in Table 1 for different types of codecs.
The codee granularity is the minimum time between two
consceutive voice frames at the output of the coder. The
packetization delay must always be a multiple of this.
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CODEC Bitrate Granularity
[kb/s] [ms]
G.711 64 0.125
G.726 16/24/32/40 0.125
G.728 12.8/16 0.625
G.729 6.4/8/11.8 10
G.723.1 53/6.3 30
GSM-FR 13 20

Table 1: Bit rate and granularity for different codecs

D. INTEGRATED SERVICES

The Internet Engineering Task Force (IETF) has proposed
two architectures to provide QoS for IP networks: Integrated
Services (IntServ) and Differentiated Service (DiffServ). In the
DiffServ architecture, Per Hop Behaviors (PHB) are defined
[8], [9]. Such a PHB defines the treatment to an aggregate of
traffic. The Integrated Services [4] architecture is a per flow
model. Three service classes exist in IntServ: Guaranteed
Service [12], Controlled Load [15] and Best-Effort. In this
paper we only consider the Guaranteed Service since it
provides quantitative guarantees with respect to maximum
queuing delay and bandwidth. We do not consider DiffServ.

The bandwidth R that has to be reserved and the maximum

queuing delay f are related as follows for a certain traffic

quetie

specification (p, r, b, M, m) [12],

G-M)y(p-R) M C,
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In the formula above, the C,,, and D,,, are referred to as the
rate-dependent and rate-independent error-terms. They capture
the difference of a real packet-based scheduler from the ideal
(fluid flow) General Processor Sharing (GPS) scheduler [7].
Each IntServ node on the path that supports Guaranteed
Service must update the C,,, and D,,, terms.

Rate-based schedulers, as e.g. WFQ, guarantee a certain
bandwidth to a flow. In this case, delay and bandwidth are
coupled. The virtual serialization effect is captured by the term
C,. and it is increased with M at each node. The fact that the
scheduler is non-preemptive is captured by the term D,,. At
nodes that use WFQ it is increased with MTU / Cy,,, where
Cp is the capacity of the link at that node and MTU the
maximum transmission unit. For other rate-based schedulers
the term D,,, can be different. In this paper we assume that
WFQ scheduling is used at cach node.

Schedulers, as for cxample Earlicst Deadline First (EDF)
[6], are delay-based schedulers. They have the property that
bandwidth and delay is uncoupled. Therefore, the term C,, is
not increased in this case. However, the term D, is increased
with the maximum queuing delay (i.e. the deadline) and the
maximum service time of another packet.

E. OPTIMAL PACKETIZATION DELAY

In this section it is shown how to calculate the optimal
packetization delay, and hence, the optimal packet size. In [1]
it was already shown how to calculate this optimum. However,
the dejittering delay was not taken into account. Therefore, the
results are only valid when a perfect adaptive dejittering
mechanism is used. In this paper we assume that static
dejittering is used, i.e. the dejittering delay is assumed to be
equal to the maximum queuing delay such that no packets
arrive too late for play-out.

We divide the mouth-to-ear delay budget T, into two

m2e
parts. The first part consists of the packetization, maximum
queuing and dejittering delay. All these terms depend on the
packet size M. The queuing delay through eq. (4) and the
dejittering delay because it is chosen equal to the maximum
queuing delay. The packetization delay depends on M through
eq. (3). The second part, which we denote as T, includes the
serialization, propagation and all other fixed delays. When
calculating the optimal packet size only the first part is

—T7 . ). This is done,

min
because the delay components in the first part are related to
each other when Guaranteed Service is used.

There exists an optimal packet size when Guaranteed
Service i3 used duc to a trade-off between bandwidth
cfficiency and delay. When high cfficiency is desired, the
packetization dclay should be chosen large. However, from
cq. (4) it turns out that thc maximum qucuing dclay will
increase with the packet size because Cp=Ngue'M (Nygq is
number of hops) in case of WFQ. On the other hand when a
small delay is desired, a small packetization delay has to be
chosen. This results in small packets with relative large
headers (hence low efficiency) but also in a small maximum
queuing delay.

considered (which is equal to T

m2e

To visualize this trade-off and to show the existence of an
optimal packetization delay the bit rate R that has to be
reserved is shown in Figure 2. As an example, this figure was
made for a scenario with 10 hops, a codec of 32 kb/s and a

fuZ(' -7

) min Of 100ms. The curve ‘codec+header’ shows the
bandwidth of the voice flow including the header overhead as
a function of the packetization delay (see eq. (2)). The curve
denoted as Ry, is the minimum amount of bandwidth that has
to be reserved to obtain a maximum queuing delay regardless

of the peak rate of the flow (see eq. 4) such that
T .+T +T =T, —T,

pac quee dajitter min . The curve ‘R’ shows
the reservation that has to be made in order to reserve enough
capacity while adhering to the delay constraint. The point in
the figure where the bandwidth that has to be reserved in the
network is minimal is the point of the optimal packetization
delay. This optimum can be calculated with eq. (5) when WFQ
schedulers are used in each node on the path. The optimal
packet size can then be calculated with eq. (3). In this optimum
the reserved bandwidth R is equal to the peak rate p. Note that



IPTel, Columbia University, April 2001 9
400000
350000 —
300000 \\
@ 250000
3 —4—Codec+header
& 200000 Y —&—Rmin
[
“ R
& 150000
m N "
\ —
100000 /Pk*_‘
50000
0 . . . . .
0 2 4 6 8 10 12
Tpack [ms]
Figure 2: Different bit rates as a function of the packetization delay
the peak rate depends on the packetization delay due to the F. EFFICIENCY OF GUARANTEED SERVICE

header overhead.

The optimal packetization delay is given by [2]

N Newe MTU!

]7!121' - Tmin - 2 C,-
T = =l ik )

pack
l + ZN.Y/Hg

with:
Nuae  Number of hops
MTU'  Maximum packet size at node i
Clink Link capacity at node /
T,  Mouth-to-ear delay budget
Tyin Serialization, propagation and other delays

To be able to determine this optimal packetization delay the
sender should know the values of MTU', Nyg Tpyiy and Cy.
IntServ capable routers support a set of general control and
characterization parameters [13]. These parameters can be
obtained by using for instance RSVP. In Table 2 the relevant
parameters are listed and explained. These parameters can be
used to calculate the optimal packetization delay with eq. (5).

Paramcter name Symbol
NUMBER_OF_IS_HOPS Nstag
MINIMUM_PATH_LATENCY Tmin

PATH_MTU
AVAILABLE_PATH_BANDWIDTH

min. MTU on the path
min. Clink on the path

Table 2: General parameters supported by IntServ

In this section we define the efficiency as the ratio between
the codec bit rate R., and the bit rate R reserved in the
network. The efficiency of the guaranteed service is studied for
two scenarios. The first scenario is the IP-phone-to-IP-phone
scenario, which is depicted in Figure 3. Such a scenario can
occur for instance in a corporate network.

IP-phone

Reserved bitpipe
(guaranteed service)

Figure 3: IP-phone-to-IP-phone scenario

Another scenario is an IntServ network where a telecom
operator has deployed a number of VoIP gateways. Between
all gateways a bit pipe is reserved and all the calls from one
gateway to another are aggregated. When the bit pipe is in
danger of getting saturated it is possible to either block new
calls or to increase the capacity of the bit pipes at the next
RSVP reservation update. This scenario is shown in Figure 4.
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VolP gateway B

VolIP gateway A
VolP gateway C

Aggregate of voice calls from A to C

Figure 4: Gateway-to-gateway scenario

Ist. 1IP-phone-to-1P-phone

With eq. (5) the optimal packetization delay can be
calculated. In Figure 5 the optimal packetization delay is
shown as a function of the number of traversed hops for
several delay budgets. The delay budget (shown in the legend)

is equal to 7,,,, — 7 .. Hence, to calculate the mouth-to-ear

delay the propagation delay, serialization and other delays (i.e.
encoding, etc.) should be added.
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Figure 5: Optimal packetization delays

Figure 5 is only valid for codecs with infinitesimal small
granularity. As explained before the packetization delay can
only be a multiple of the codec granularity. This phenomenon
becomes particularly important when the codec granularity is
larger than the optimal packetization delay. In this case, the
latter should be chosen equal to the codec granularity. This
will result in an overreservation because the packetization
delay cannot be chosen optimally. From Figure 5 it can be
concluded that the optimal packetization delay is often smaller
than the codec granularity (see Table 1). When the optimal
packetization is in between two multiples of the codec
granularity, the packetization delay should be chosen equal to
the closest multiple of the codec granularity.

The peak rate of the voice flow can be calculated from the
optimal packetization delay with eq. (2). Because the

10

packetization delay is optimally chosen, the peak rate is equal
to the bandwidth that has to be reserved. The efficiency as a
function of the number of hops is shown in Figure 6 for a delay
budget (7,,,, —T,.,) of 100 ms. The bit rates shown in the
legend are the codec bit rates R, (i.e. without IP/UDP/RTP
overhead).

—4— B4 kbis
—=—32kb/s
—A— 16 kb/s
—X—8kb/s

Efficiency [%]
[4)]
3
=)

Number of hops

Figure 6: Efficiency for a delay budget of 100 ms

From Figure 6 several remarks can be made. First, a large
number of hops on the path results in lower efficiency. This is
because the maximum queuing delay accumulates at each hop.
Second, the larger the bit rate of the codec, the better the
efficiency (but the amount of bandwidth that has to be reserved
increases with the bit rate of the codec of course). In other
words, the smaller the bit rate of the codec the more dominant
the header overhead becomes. Another observation can be
made when the efficiency figures are made for different delay
budgets (not shown in this paper). The tighter the delay budget
the worse the efficiency is. This is because tighter delay
budgets result in smaller packetization delays, and hence,
smaller packets. Relative small packets result in more
overhead due to header bytes.

The efficiency in the case above is quite low. This can be
improved by allowing an overreservation in order to reduce
the maximum queuing delay. In this case an assumption has to
be made about the percentage of voice traffic on the network.

We denote the target efficiency as & (in eq. (5) £=1 was
used). Eq. (5) now becomes [1]

N, i
~ stag MTU
Ywmlt' - Tmm - ZZ C,' e
T = ©
1+2N siag€

The target efficiency ¢ has to be chosen equal to the target
percentage of voice traffic on the network. The reserved
bandwidth that is not used can be consumed by best-effort
traffic. In Figure 7 the optimal packetization delays are shown
when the voice traffic is targeted at 10% of the network
capacity, hence R=10-p. From this figurc it can be concluded




IPTel, Columbia University, April 2001

that by allowing an overreservation the efficiency will
improve. This is due to the fact that the queuing delay is
decreased by making an overreservation, leaving more delay
budget for packetization. Larger packetization delays result in
packets with relatively less overhead.

180
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In this case it should be taken care of that the multiplexer
does not introduce (too much) packet loss and delay. Packet
loss and delay due to multiplexing can be avoided completely
when the packetizers are clocked in such a way that the
packets are produced one after the other. This way no queuing
is needed in the multiplexer and no packet loss occurs. This
timing is illustrated in Figure 9 when all voice sources use the
same type of codec and packetization delay.

Packet transmission
activity at output link

Packetizer 1

Optimal packetisation delay [ms]

/
//

T .
0
0 5 10 15 20
Number of hops

Figure 7: Optimal packetization delay in case of 10%
voice load on the network

2nd. Gateway-to-gateway

This section discusses the gateway-to-gateway scenario. In
this case several voice flows are aggregated into a single bit
pipe. This pipe can be considered as a virtual leased line that is
provided by the guaranteed service. When the number of calls
is increasing, the gateway can either block new calls or
increase the reservation at the next reservation update.

Due to aggregation the processing required for the set-up of
reservations at each router will decrease since only one (large)
reservation is made instead of a reservation for each individual
flow. Also the amount of state information will reduce. Two
methods for multiplexing voice flows on one bit pipe are
discussed. Tirst, the multiplexing of packets from different
flows is discussed, and second, the multiplexing of voice
frames into a single packet. Finally, both methods are
compared.

1) Multiplexing IP packets
The first approach to multiplex multiple voice calls over one

reserved bit pipe is to multiplex the packet flows of the
different voice sources. This is shown in Figure 8.

44 CODEC 1 H Packetizer Multiplexer

——»[ copec2 || Packeizer

IntServ pipe

——>{ coprc3 | Packetizer
[]

yooads pazibig

NI

——>{ copEcN_ | Packetizer o podets

Voice frames

Figure 8: Multiplexing of different packet flows into one
bit pipe

Qutput link

112 (3|4

Packetizer 3
Packetizer 4

Packetization delay

Figure 9: Timing of packetizers

To determine the optimal packetization delay (and hence,
the packet size) for an aggregate of identical packet flows eq.
(5) has to be modified slightly. Denote N as the maximum
number of multiplexed voice flows. Note that taking N as the
current number of flows would be more efficient. Notice that
this will result in changing the packetization delay of each flow
at the set up or release of a flow. Now, the optimal
packetization delay is given by

7 r r Nuase MTU
o m2e min MUx P C,’;-nk
k. = @
! 1+(2N_ e/ N)

stag

‘When the packets are generated as shown in Figure 9, the
Ty (multiplexing delay) term will be zero.

With this multiplexing approach each call uses a different
destination port number. Hence, the port number at the
receiver is used to associate the packet flow with a certain
voice call.
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2) Multiplexing voice frames

Another multiplexing method is to multiplex voice frames
from different sources into a single IP packet. This is shown in
Tigure 10.

CODEC 1

Multiplexer

o}

& —»| copec2

4 —»| CODEC3 IntServ pie
8

5

[]
——»| CODECN Voice frames

Figure 10: Multiplexing of voice frames into a single
packet

For this approach eq. (5) can still be used. The different
codecs are modeled as a single source with a rate of N-R,,,.
The packet bit rate is equal to the codec bit rate plus
multiplexing overhead times the number of flows plus the
IP/UDP header.

This multiplexing approach needs some additional
overhead. This is because the receiving gateway must know
which voice frames belong to a certain voice flow/call. Scveral
multiplexing schemes [3], [14] have been proposcd. For most
schemes an additional overhead of 3 or 4 bytes is introduced
per multiplexed flow. However, no standardized solution
exists to multiplex RTP flows into one IP/UDP packet yet.

3) Comparison

In this section the efficiency is investigated for the two
multiplexing approaches described in the previous two
sections. For purposes of comparison it is assumed that ten
homogeneous voice flows are multiplexed into one bit pipe.
These results are compared with the efficiency of ten separate
per-flow reservations.

As an example, we consider the case where no
overreservation is allowed, i.e. € = 1 in eq. (6). The delay
budget for packetization, queuing and dejittering is 100 ms.
Each voice flow is assumed to use a 32 kb/s codec. Hence, the
aggregate flow without overhead has a rate of 320 kb/s. In case
of the voice frame multiplexing approach it is assumed that
each packet has an IP/UDP header (28 bytes) and 4 bytes of
multiplexing overhead per flow. In Figure 11 the efficiency is
shown for the two multiplexing approaches and the per flow
reservation approach.
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Figure 11: Efficiency for both scenarios

From the results of Figure 11 it is clear that the per-flow
reservation is the least efficient and requires the largest
bandwidth reservation per voice flow. This is because the
maximum queuing delay depends on the packet size and the
amount of reserved bandwidth. The bandwidth of a single
voice flow is small, and hence, the packet size has to he
chosen small in order to meet the maximum queuing delay
requirements. When the payload of an IP packet is small, the
header overhead is relatively large.

From Figure 11 it turns out that both multiplexing
approaches are close with respect to efficiency (and hence,
bandwidth reservations). The first approach has IP/UDP/RTP
header overhead for each flow. Due to the aggregate
reservation the maximum queuing delay of the bit pipe is
relatively small such that more delay budget is left for
packetization. This results in larger packets, and hence,
relatively less overhead. In the second approach all flows are
aggregated into a single IP packet. Due to multiplexing
schemes some extra per-flow overhead is introduced in each
packet for timing and sequencing. However, due to the high
aggregate bit rate the packet size becomes large enough to
achieve a high efficiency.

In case of approach 1 no multiplexing schemes are needed.
The receiver only needs to use the port number to associate the
different flows to a voice call. The multiplexing schemes for
the second approach are not standardized yet and introduce
more complexity.

The optimal packetization delays for the three different
approaches are shown in Table 3. Due to the aggregate
reservation the maximum queuing delay is small such that a
large part of the delay budget is left for packetization in case
of approach 1. Because of this large packetization delay the
packet size does not become too small (the packet is only
filled by a single source). In casc of approach 2 the
packetization dclay is very small but the packet is filled with
the aggregate of voice flows.
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Optimal packetization delay [ms]
Number of hops| Per-flow approach | Approach 1
Approach 2

1 33 83
3 14 63
6 8 45
9 5 36
12 4 29
15 3 25
18 3 22
20 2 20

Table 3: Optimal packetization delay

Summarizing, it can be concluded that the per-flow
reservations are the least efficient. Therefore, all flows going
from one gateway to the other should be aggregated. The
efficiency of both multiplexing approaches is close to each
other. However, approach 1 has the advantage that individual
flows can easily be distinguished by the destination port
number as opposed to approach 2 where a multiplexing
scheme is needed.

G. CONCLUSIONS

In this paper the Guaranteed Service of IntServ has been
studied for two VoIP scenarios: an IP-phone-to-IP-phone and
a gateway-to-gateway scenario.

When per-flow reservations are used, the efficiency of
small-bandwidth voice flows with stringent delay requirements
is low. This results in a network transporting voice traffic that
consists for a large percentage of header overhead.

It was also observed that the smaller the bit rate of the codec
the more dominant the header overhead becomes. The
efficiency can be improved by making an overreservation to
achieve a small maximum queuing delay such that the
packetization delay can be increased. A larger packetization
delay results in larger packets, and hence, relatively less
overhead. The overreservation will result in reserved but
unused bandwidth. However, this excess bandwidth can be
used by best-effort traffic.

Another method to improve the efficiency is to reserve high
bit rate IntServ pipes. This is only possible in the gateway-to-
gateway scenario. Because of the high bandwidth the
maximum queuing delay in the WFQ nodes on the path is
small. Therefore, more delay budget is left for packetization.
Such a large IntServ pipe can be used to multiplex multiple
voice flows. Two multiplexing approaches were evaluated.
One approach is to multiplex packets from different voice
sources and the second approach is to multiplex voice frames
from different sources on a bit pipe. Both multiplexing
methods achieve approximately the same efficiency. However,
when the first approach is used the voice flows can easily be
distinguished using the destination port number. For the
second approach a multiplexing scheme is needed. Such a
scheme is not yet standardized and it introduces additional
complexity. Therefore, multiplexing of packets (approach 1) is
preferred.
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In our future work we will include DiffServ networks into
the calculation. From the viewpoint of an end-to-end IntServ
connection a DiffServ cloud is considered as a single IntServ
hop that also has to update the C, and D, terms
appropriately. Ilence eq. (5) can he modified to take DiffServ
networks into account, if the updating mechanism for C,,, and
D,,, is known.
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Abstract—

Packet loss is an important parameter for dimensioning network links or
traffic classes carrying IP telephony traffic. We present a model based on
the Markov modulated Poisson process (MMPP) which calculates packet
loss probabilities for a set of superpositioned voice input sources and the
specified link properties. We do not introduce another new model to the
community, rather try and verify one of the existing models via extensive
simulation and a real world implementation. A plethora of excellent re-
search on queuing theory is s7i// in the domain of ATM researchers and we
attempt to highlight it’s validity to the IP Telephony community.

Packet level simulations show very good correspondence with the predic-
tions of the model. Our main contribution is the verification of the MMPP
model with measurements in a laboratory environment. The loss rates pre-
dicted by the model are in general close to the measured loss rates and
the loss rates obtained with simulation. The general conclusion is that the
MMPP-based model is a tool well suited for dimensioning links carrying
packetized voice in a system with limited buffer space.

Kevwords— Link Dimensioning, Markov Process, IP Telephony,

MMPP/D/I/K

I. INTRODUCTION

Voice applications, such as telephony, have been used on the
best effort service provided by the Internet for quite some time.
Currently many telephone operators have advanced plans to use
IP technology as a bearer also for the regular telephone service.
This, however, requires that the IP network can provide service
guarantees.

Quality of Service (QoS) issues are being addressed by many
forums, committees and researchers. Research on IP QoS has
concenlrated on the issues of classifying, scheduling and admis-
sion of packets into a network. Less has been done on how to
dimension an IP network carrying real time traffic.

This paper focuses on dimensioning IP network links in-
tended to carry packetized telephony or voice calls. It is feasible
that existing carriers would like to allocate a portion of their
bandwidth for this service and through mechanisms like differ-
entiated services [12] provide superior service for this kind of
data and subsequently levy higher charges.

The objective of this work is 2 fold, firstly to add to the
differentiated services model parts which are not addressed in
the specifications of the service. The diff-serv model explicitly
states well dimensioned links are assumed but it is not addressed
in the framework of the group. Therefore it is a work item which
needs to investigated. Secondly, we wanted to produce a tool
which helps operators dimension links for IP telephony. Tele-
com operators understand very well how to dimension networks
for voice but not over IP networks. Our goal is to assist them,
s0 a typical scenario would be given a set of parameters, how
many users should they admit to their new IP telephony service
and still deliver them the quality they promised.

a0
Voice \
Sources (60-80)

al ———

/

Fig. 1. Problem: dimensioning a link for voice sources over IP.

Node 0 Node 1

1.536Mbits/sec

Buller
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Our approach is to look at work done in both the ATM and
traditional telephony communities as well as to use tools and
simulators from the IP community to verify these ideas in an
environment relevant for the Internet today. We have seen very
little work which has taken this approach. The research com-
munity is divided into one of the two camps (but is changing
as ATM and telephony people are more engaged in Internet re-
search now).

Our assumption in this work is that IP telephony traffic is not
mixed with TCP data into the same buffers. This would break
the queueing theory irreparably and in a real network, add un-
manageable delays and possibly losses to the time sensitive au-
dio data. This is the situation we have today.

Simple mechanisms exist to classify data flows, for example
using the source and destination addresses in the IP header and
the source and destination ports in the UDP header. This identi-
fies a unique application on 2 hosts in the Internet. Mechanisms
also cxist to scparate data flows into scparate queucs in a router.
A simple scheme is to place a “higher priority” data, such as
audio, into a separate buffers and serve this queue before other
data. This would be a priority queueing scheme but many others
exist to isolate and protect time, or even loss, sensitive data.

Figure 1 illustrates the problem scenario we are addressing.
A number of packet voice sources are multiplexed onto a link.
Thelink has a limited amount of buffering which sometimes will
result in the loss of packets with the obvious consequences on
sound quality. With a link of a given bandwidth and a number
of voice sources, what kind of quality could be expected if we
ran 60 sources? What if we increased the number to 80 - can we
still expect adequate quality? How will we affect the system by
changing the amount of buffering in the router?

‘We present a mathematical model based on a Markov modu-
lated Poisson process (MMPP) which can predict the packet loss
probability. We first verify the model using the NS packet level
simulator. The main contribution of this paper is the verification
of the MMPP model with measurements in a lab network. These
experiments show a very good correspondence between the loss
rate predicted by the model and the loss rate measured in the lab.

The rest of the paper is organized as follows. After summa-
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rizing relevant related work in the next section, we present the
MMPP-based mathematical model and the reasoning leading to
this model in Section III. Section IV describes the parameters
we used in the experiments. Sections V and VI describe the NS
simulations and the laboratory experiments, respectively. The
experimental results are presented and discussed in Section VII
and the paper is concluded with Section VIIL.

II. RELATED WORK

Link dimensioning for voice has been a research topic for
several decades in both academia and the telecommunications
industry. Starting a little more than ten years back, the research
focus has been on link dimensioning for ATM networks. Most
of the results in the domain of ATM networks are also applica-
ble in the domain of IP networks, since both are packet switch-
ing systems. The majority of the results from previous research
is theoretical or results from simulations. Our research also has
results from measurements of a real system.

Several approaches have been suggested in the literature to
solve the problem of dimensioning links in packet switched net-
works. Anick, Mitra and Sondhi [2] study a multiplexer with
infinite buffer with a stochastic fluid flow model but it is shown
by Zheng [16] that this model only works for a multiplexer under
heavy load. Tucker [17] studies a multiplexer with finite buffer
using the fluid flow model, but it does not fit the model well for
small buffers. ITeffes and Lucantoni [7] uses a two-state Markoy
modulated Poisson process (MMPP) quite successfully to esti-
mate the delay in a multiplexer with infinite buffer size. They
suggest that the same approach for calculating the parameters of
the MMPP can be used for a multiplexer with finite buffer size,
but Nagarajan, Kurose and Towsley [11] show that this does not
work in the case of finite buffer size. Instead, they develop a dif-
ferent method for finding the parameters of the MMPP. Baioc-
chi et al. [4] approximate the arrival process with a two-state
MMPP and suggest a method called asymptotic matching for
the calculation of the parameters of the MMPP. This approach
is used by Andersson [1] together with a procedure to calcu-
late the loss probabilities developed by Baiocchi, Melazzi and
Roveri [3] to study a multiplexer loaded with a superposition of
voice sources.

III. MATHEMATICAL PREPARATIONS AND MODEL

In this section we develop a mathematical model for dimen-
sioning a link carrying voice traffic. We begin with some ba-
sic material on Poisson and Markov processes so the interested
reader can follow the reasoning up to the model we present. In
the case of the model itself we start with the arrival process of
a single IP telephony source and proceed with the superposition
of independent identically distributed sources. The sources are
then multiplexed on a bottleneck link through a queue of limited
size. A more detailed description of this model can be found in
previous work by one of the authors [1]. The model is based on
a model developed by Baiocchi, Melazzi and Roveri [3].

A. Markov and Poisson processes

The interested reader should check the references for further
details and proofs of the theorems. Resnick’s ”Adventures in
Stochastic Processes™ [13] contains a thorough presentation of
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Markov processes and Allan Gut’s “An Intermediate Course in
Probability” [6] gives a detailed presentation of Poisson pro-
cesses.

100 4

© 10 20 EJ 40 50 60 70 80 90 100

Fig. 2. Five sample paths of a stochastic process

B. Markov Processes

An important class of stochastic processes are Markov pro-
cesses. This class of processes have some special properties that
make them manageable to treat mathematically. A Markov pro-
cess is governed by the Markov property which states that the
future behaviour of the process given its path only depends on
its present state. Before we proceed into what a Markov process
is we need to introduce the concept of intensity.

B.1 The Intensity concept

The concept of intensity comes from the question “If we know
that an event at time 7" has not yet occurred, what is the proba-
bility that it does in just a moment?”. It is possible to summarize
this in one formula:

(H

where At is small. By using the definition of conditional prob-
ability we obtain:

P(T<t+At|T>t)

P(T <t+At,T>1)
P(T >t)
Pt<T <t+ At
P(T >t)
Ft+At)—F(@)
1—F(t) ’

P(T<t+At|T>t) =

where Fis T’s distribution function. Assuming that F' is differ-
entiable, i.e T has density function f, we have

F(t + At) — F(t) = f(t)At + o(At).

Hence the probability in equation 1 is essentially equal to A(t) -
At, where the function

A = FO/{1- F®} @
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is called the /ntensity function for T. Intuitively, if T does not
occeur at £, is the probability that it is going to occur in the inter-
val (t,t 4+ At] for small At approximately proportional to At,
and the proportionality constant is the intensity A(t).

B.2 The Markov property

Let {X(t),t > 0} be a time continuous stochastic process
which assumes non-negative integer values. The process is
called a discrete Markov process if for every n > 0, time points
0<to <ty < <ty < tpg and states g, i1, ..., iy it
holds that:
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such an form.

Let ¢;; = pgj, for i # j we call g;; the transition intensity
from state ¢ to state j. Let X (¢),¢ > 0 be a discrete Markov
process. Assume (hat g;; = p;;(0) > Ofori # jand gy <0
such that

P(X(t+h)=j|X(#) =1) =qjh+o(h)
and
PX(t+h)#i| X)) =1) = —gquh + olh) = g:h + o(h),

where g; = —¢q;;, and

P(X(tn+1) = intt | X{tn) = in, X(tn-1) = in—1, -, X (to) = o)

= P(X(tnt1) = int1 | X(En = in)).

The definition states that only the present state gives any in-
formation of the future behaviour of the process. Knowledge of
the history of the process does not add any new information.

In this thesis we only concern ourselves with processes who
have time-homogeneous properties. In other words the intensity
of leaving a state is constant in time. So it is natural to make the
following definition which states that the transition probabilities
only depends on which state the process is in and not on the
time.

Let {X(t),t > 0} be a discrete Markov process. If the
conditional probabilities P(X(s +t) = j | X(s) = 1), for
s,t > 0, do not depend on s, the process is said to be time ho-
mogeneous. Then we define the transition probability functions
pij{t) = P(X() = j | X(0) = ¢) and the transition ma-
trix P(t), whose element with index (i, 7) is p;;(t). Note that
pii(0) = 1 and p;;(0) = Ofor i # j, so that P(0) = I. In many
cases it is necessary to study the time between occurrences and
therefore we can make the following definition. Let X (¢),t > 0
be a Markov process. We call thetimes 0 < Ty < Th < T3 < ...
such that at 7; the process makes a transition from one state to
another the occurrence times. We also introduce the duration
Y, =T, — T—1. where Ty = 0. Figure 3 illustrates the
durations of a stochastic process. At times 7,75, ... are there
state transitions and the durations Y7, Y5, ... are the time spent
in a particular state before the next state transition.

X

Fig. 3. The duration time

B.3 The Intensity matrix

It is desirable to characterise the behaviour of a Markov pro-
cess in one matrix. It turns out that the derivative of P(t) yields

qi = Zlh‘j.

Fiad

The indices ¢ and j shall run through the whole state space of the
process. We will name ¢;;,¢ # j, the transition intensity from
state ¢ to state j. And we define the intensity matrix Q), whose
elements with index (4, j) are ¢;;. Every Markov process in this
thesis will meet the assumption made in the definition above.
Another name for the intensity matrix is the generator matrix.
The summation condition ¢; = 3, Qi is quite natural since
q;; is the transition intensity from state ¢ to state j, and if these
intensities are summed over { # j we should receive the total
intensity out of state 4, which is given by ¢;. This also means
that the rows of Q@ sum up to zero.

B.4 Birth-Death processes

A useful class of Markov processes when analysing queueing
systems are birth-death processes. The only possible state tran-
sitions in this kind of processes are from ¢ to ¢ — 1 or from ¢ to
i + 1. The transition intensity from state ¢ to 7 + 1 is designated
A; > 0fori > 0 and the transition intensity from state 4 to state
i — lis designated p; > O for¢ > 1.

Ao A A As
By Ty i, i,

Fig. 4. Model graph for a Birth-death process

The state space of the birth-death process is {0,1,2,3,....}.
The intensity matrix will be of tri-diagonal type since there are
only two ways of leaving a state. Hence, we have the intensity
matrix

—Xo Ao 0 0 0
w =ML+ 1) A1 00
—()\2 + [Lz) A O

Q = 0 H2

As mentioned earlier, certain types of queueing systems are suit-
ably modelled by birth-death processes. The numbers {A;} and
{1:} are interpreted as the arrival rate of the queue and service
rate of the server, respectively.
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C. The Poisson process

This section gives a short introduction to Poisson processes.
A more complete description of this type of processes can be
found in [6]. Poisson processes are one of the most important
classes of stochastic processes, and find applications in diverse
areas of science such as physics, teletraffic modelling and biol-
ogy. We introduce a counter which count the number of occur-
rences from a starting point, and set

X (t) = number of occurrences in the interval (0,1]

Thus X (¢) will increase by one for every occurrence. These
increases of one will be called increments in the sequel. In
many applications is it realistic to assume that occurrences in
disjunct intervals are independent of each other, i.e the process
X(t),t € T is said to have independent increments. If the dis-
tribution of the increments does not change in time, the process
X(t) is said to have stationary increments. If the number of
occurrences after time ¢ follows the probability function

Y (ae)®
=M

where ) is the intensity of the occurrences, we say that X (¢) is
a Poisson process. Let us now summarise these requirements
in a definition. A Poisson process with intensity A > 0 is a
stochastic process X (¢),¢ > 0 such that

(1) X (t) is integervalued, increasing and X(0) =0,
(t4) X (t) has independent and stationary increments,
(iid) X (t) € Po(Xt).

This is one of many possible definitions of the Poisson pro-
cess. In [6] there are three different definitions given, all of
them equivalent, however proofs of some properties may be con-
siderably simplified with the right choice of definition. In the
next section are some important properties of Poisson processes
stated.

C.1 Properties
Since X (t) € Po(At) we know that

EX(®)] = Mand Var[X(t)] = Mt

It can casily be shown that if X (¢) is Poisson distributed then
the increments from s to a later point s + ¢ is also Poisson dis-
tributed. We conclude this in a theorem.

Theorem 1: Let X (t) be a Poisson process and s,¢ > 0, then
the following is true

X(s+1t) — X(#) € Po(\t) 3)
The theorem states that if you move the starting time to s and
observe what occurs after s you simply get a new Poisson pro-
cess. It can be shown that the Poisson process can only increase
one unit at a time. The next theorem states the distribution of
the duration Y,, defined as in definition III-B.2.
Theorem 2: Let X (t),t > 0 be a Poisson process with inten-
sity Aand let Y, Y3, Y3, ... be the durations. Then ¥;, € Ezp(})
forn=1,2,3,.....
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Fig. 5. Characteristics of a single source.

It can also be shown that the Y,:s are independent of each other.
Another important property of Poisson processes is the so called
lack of memory property.

Theorem 3: If T € Exp(%) then we have

PT>t+s|T>8)=e=P(T>t) )
The theorem states that if at time s, we know that there has been
no ocecurrence, then the residual waiting time until an occur-
rence is Exp(i)—distributed, i.c . the residual time has the same
distribution and expectation value as T itself. This is the rea-
son why it is sometimes said that the exponential distribution is
memoryless, the lack of memory property.

D. Single source properties

Most standard voice encodings have a fixed hit rate and a fixed
packetisation delay. They are thus producing a stream of fixed
size packets. This packet stream is however only produced dur-
ing talk-spurts—the voice coder sends no packets during silence
periods.

The behaviour of a single source is easily modelled by a sim-
ple on-off model (Figure 5). During talk-spurts (ON-periods),
the model produces a stream of fixed size packets with fixed
inter-arrival times 7. Note that the first packet is produced one
packet time after the start of an on-period. This is the result of
the packetisation—the voice coder has to collect voice samples
before it can produce the first packet.

The number of packets in a talk-spurt, denoted with the
stochastic variable Np, is assumed (o be geometrically dis-
tributed on the positive integers with mean n. This means that
we can never have zero packets in a talk-spurt. This variant of
the geometric distribution is sometimes called first success dis-
tribution (see for instance Gut [6, page 258]), and has the prob-
ability function:

PNy =k)y=qp* " k=123, 5

where g represents the probability that a packet is the last one
in a talk-spurt. This means that p = "T’l This fact implies that
the ON-periods have a expected value of o« = nT’, where n is
the expected value of the number of packets in a talk-spurt.

‘We assume that the OFF-periods are exponentially distributed
with mean 3, which is well documented and discussed by Sriram
and Whitt [15]. A voice source may be viewed as a two state
birth-death process with birth rate 8 and death rate «x. The OFF
state represents the idle periods and the ON state represents the
talk-spurts. While in a talk-spurt, packets are generated with a
rate of % packets per second.
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Fig. 6. Single source approximated with exponentially distributed inter-arrivals.

E. Approximating the single source

‘We have chosen to approximate the above model using expo-
nentially distributed inter-arrival times with mean 7" instead of
fixed inter-arrival times. The purpose of the approximation is to
simplify the modelling of many sources.

We let 7 € Ezp(%) denote the stochastic variable which de-
scribes the inter-arrivals during talk-spurts, and Ny be the ge-
ometrically distributed stochastic variable with the probability
function stated in Equation 5 with mean n describing the num-
ber of packets in a talk-spurt. Moreover 7 and Nj, are assumed
to be independent. It can be easily seen that the ON-periods (de-
noted U) are exponentially distributed and that the mean length
of a talk-spurt is the same as in the deterministic inter-arrival
case (nT). Figure 6

illustrates the behaviour of a single source with exponentially
distributed inter-arrivals.

As in the previous section the OFF-periods are assumed to
be exponentially distributed with mean /3. Because of the expo-
nentially distributed inter-arrival times during a talk-spurt, the
emission of packets during an ON-period can be regarded as
a Poisson process with intensity 7. We can use the (wo stale
birth-death process to describe the packet generation with one
state representing the idle periods and the other state represent-
ing the talk-spurts where packets are generated as a Poisson pro-
cess with intensity 7.

E. The superposition of independent voice sources

The superposition of voice sources can be viewed as a birth-
death process where the states represent the number of sources
that are currently in the ON-state. Here state i represents that
¢ sources are active in a talk-spurt. We refer to the birth-death
process as the phase process J(t). The birth rate is given by
the mean of the exponentially distributed idle periods, and we
denote the mean as % The death rate is determined by the mean

of duration of the talk-spurts and is denoted la The probability
Pon, that a source is on is given by:

[e3

Pon = m-

G. Markov modulated Poisson process

The Markov modulated Poisson process (MMPP) is a widely
used tool for analysis of tele-traffic models (see, e.g., Heffes
and Lucantoni [7]). It describes the superposition of sources of
the type described in Section ITI-E. When the phase process is
in state 4, ¢ sources are on. The model graph of the MMPP is
shown in Figure 7.

18
NB (N-DHB 2B
o 20 (N-1) Na

Poisson rates —» T NT

N-DT

Fig. 7. Superposition of N voice sources with exponentially distributed inter-
arrivals,

The superposition of Poisson processes is also a Poisson pro-
cess. We can therefore simply add the intensities of the sources
that are currently in a talk-spurt and receive a new Poisson pro-
cess for the superposition.

To validate the accuracy of approximating with a MMPP pro-
cess, we calculated the index of dispersion of intervals (IDI) us-
ing a formula from Sriram and Whitt [15]. The IDI, also called
the squared coefficient of variation, gives us some measure of
how similar the traffic is in terms of burstiness. A value of |
shows the traffic is as bursty as Poisson traffic, whereas a value
as 18 is the burstiness of a single voice source. The high value
accounts for the fact that the source is indeed bursty. The time
period under which one observes this behaviour is very impor-
tant.

Figure 8 shows cﬁ - the IDI, versus & for k between | and
10000 and the number of sources, N, equal to 1, 10, 60 and
130. As a reference we have added the value of ¢}  for a Pois-
son process. Data was obtained from simulations using a Matlab
program. The solid line shows the ¢} for sources with deter-
ministic inter-arrival times between packets during a talk-spurt,
and the dashed lines show the ¢2 for sources with exponen-
tially distributed inter-arrival times, i.e., the MMPP approxima-
tion.

Index of Dispe-sion for Intervals {IDI)

1 10 10
# consecutive intervals (k) in log 10

Fig. 8. k-interval squared coefficient of variation curves for superposition of N
voice sources.
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Fig. 9. Loss probabilities computed with the MMPT model.

We see in the figure that the two descriptions of a single
source behave in a similar way when they are superpositioned.
The figure also shows that the superpositioned arrival process
behaves as a Poisson process if we look at it for a short instant
of time but it is much burstier if we study it over a longer period
of time.

H. The multiplexer: MMPP/D/1/K queue

The arrival process described by the MMPP model is fed into
a simple D/I/K queue. It is deterministic, has a single FIFO
server and a buffer size (waiting room) which we vary. This kind
of model is described in detail by Baiocchi et al. [3], [4]. We use
their method and formulas for calculating the loss probability.

IV. PARAMETER VALUES

‘We used the following parameters to run the MMPP model,
simulations and lab experiments:

« 32kb/s ADPCM voice encoding with 16ms packet inter-
arrival time, which results in 64 bytes of voice payload per
packet

« A protocol header overhead consisting of 12 bytes for RTP, 8
bytes UDP and 20 bytes IP. We do not include any link layer
headers. The resulting total packet size is 104 bytes, and the
resulting bit rate is 52 kb/s.

« The number of successive packets in one talk-spurt is gcomet-
rically distributed on the positive integers with a mean of 22,
which results in a mean talk-spurt length of 352ms. The idle
time between two successive bursts is exponentially distributed
with a mean of 650ms. The resulting average fraction of time a
source is in a talk-spurt is 0.351.

o The bottleneck is a T1 link with a bandwidth of 1.536 Mb/s.
These values coincide with Sriram and Whitt [15] as well as
previous work done by Zheng [16] whilst at SICS and Ander-
sson [1], except that we in this paper include protocol header
averhead for the RTP/UDP/IP protocol stack.

Figure 9 shows loss curves computed with the MMPP model
for a sample set of buffer sizes. The next steps are to compare
these loss probabilities from the model with results from NS
simulations and measurements from a lab network.
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‘ Sources (N) ‘ Load (\) ‘

29 345%
60 71.4%
80 95.3%
84 98 %
TABLEI

NETWORK LOAD FOR A NUMBER OF SOURCES.

set cbz($i) [new Agent/CBR/UDP]

set exp($i) [new Trallic/Expoo]
Sexp($1) set packet-size 104
Sexp($i) set burst-time 0.352s
$exp($51) set idle—time 0.65s
Sexp($i) set rate 52K

Scb=(§1) attach traffic $exp($1)

Fig. 10. Tcl code fragment defining a source NS-2.

A. Load

‘We use between 60 and 80 sources to load the link. To define
a load that is independent of the link bandwidth the load factor,
or A, is used in the literature:

N x Py, X Ratepeax
C

where N is number of sources, C'is the link capacity, Py, is the
probability that the source is on and Ratepeai speaks for itself.
Table I shows loads for different numbers of sources.

‘We decided to run between 60 and 80 sources as 84 sources
is where the mean bandwidth of the sources equals to the band-
width of the link. The peak allocation is as low as 29 sources
(100 % utilisation when P,, = 1) so taking advantage of the
probability that a source is off yields much higher link utilisa-
tion.

Load (\) =

B. Buffer size

‘We have chosen to simulate a multiplexer with an output link
capacity of 1.536 Mb/s and buffer sizes ranging from 2 to 100
packets. With this choice of parameters we introduce a maxi-
mum queueing delay of 54 ms in the buffer. According to ITU
recommendation G.114 [8] a delay of 0-150 ms acceptable for
telephony, between 150 and 400 ms can also be acceptable, but
over 400 ms is not. The total acceptable delay must be divided
into a delay budget for each node in the path between the sender
and receiver. If the path has 15 hops, and half of the delay bud-
get can be allocated to queueing delay, then we get 13.3ms per
hop. This translates to approximately 24 buffers per hop. For
higher bandwidth links, the queueing delay per buffered packet
decreases inversely proportional to the bandwidth.

V. NS SIMULATION

‘We used ns-2 [5], a packet level simulator to verify the MMPP
model. Figure 1 shows the topology used in the simulations and
Figure 10 the Tecl code that is used to start “agents”. They are
constant rate sources, denoted by “CBR/UDP”. Traffic/Expoo
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(I'raffic generator Router

100Mbits/s

Fig. 1. Topology for Laboratory. The outgoing interface of the router is also
comnected to the sink.

generates traffic based on an exponential on/off distribution with
the parameters specified in the next four lines. Each CBR source
$1$ uses a different random number seed, hence the sources
will start independently of each other.

The simulation should run long enough for the system to
reach steady state, ideally the system should be run for an infi-
nite amount of time, however this is not practical due to time and
resource constraints. A reasonable tradeoff is to use a simulated
time of 1000 seconds in both the simulation and the lab experi-
ments. 1000 seconds with an interval of 16 ms generates 22000
packets per source and 1.32 million packets for 60 sources or
1.76 million for 80 sources.

VI. LAB NETWORK MEASUREMENTS
A. Topology

Figure 11 shows the experimental setup. A single machine
acts as a traffic generator and emulates several IP Telephony
*calls’ multiplexed together. The traffic is then sent on a shared
100 Mb/s Ethernet and received by two hosts: (1) a machine
configured as a router; (2) a sink machine for measurement pur-
poses. An outgoing link of the router is connected to the sink. In
this configuration the traffic is emitted by the generator, passes
through the router and is received by the sink. Since the sink
can observe the packets before it enters the router, it can di-
rectly compare latency and loss of each individual packet. The
outgoing link of the router is constrained to 1.536 Mb/s using
Dummynet [14] which is explained in the next section. All the
machines in the experiment were running FreeBSD 3.4.

B. Dummynet

Dummynet is a link emulator which allows arbitrary band-
widths and latencies to be specified. It is often used for emulat-
ing a slower link than what is physically available. Buffer sizes
can be set for a given link and loss rates set to emulate the effect
of lossy links. It is possible to create the illusion for TCP/UDP
and IP that the link is like a WAN rather than a LAN. We are pri-
marily interested in the lower bandwidth and configurable quene
sizes. We modified the output functionality slightly to enable
simpler calculation of the total number of packets received as
well as the drop rate. Recording the total number of packets re-
ceived gives us an additional check if the traffic generator or any
system component lost/dropped packets during the experiment.

The total number of sent packets remained the same for a
given source count and can be checked with the output of the
traffic generator. It is trivial with a script to divide the loss by
the total number of packets to obtain the loss rate.
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#define INVERSE_M ((double)
tle numbez */

4.6566128200e-10) /* lit-

int calc_length{double burstlen) {
double rand, logvalue;

rand = INVERSE_M * random();
logvalne = buzstlen * —log(zand);

zetnzn ({int) (logvalne + 0.5));

Fig. 12. C code to “randomize” a burst length

C. Packet capture

To verify the loss rate we gathered the packets on the sink
machine via a program that we developed' using the Berkeley
Packet Filter [10] . Figure 11 shows that the output of the gen-
erator is attached directly to the sink machine as well as the
outgoing link of the router. This enables us to capture all the
packets and the ones not dropped by the router. A simple dif-
ference between the two should verify the loss rate reported by
Dummynet. Our bpf program captures packets with a specific
destination and port, and prints the time of arrival, RTP src
and seq fields.

D. Traffic generator

The idea of the traffic generator is to create a sequence of
packets that resemble many individual IP telephony calls mul-
tiplexed together. Furthermore, it should perform this job as
accurately as possible with each packet emerging with a given
deadline.

D.1 Trace file generation and playback

In order to be able to repeat experiments, we first pre-
calculate the sending times of the packets and generate trace
files. These files are then fed into the traffic generator which
sends packets according to the trace. The trace files also allow
us to test our setup to see if packets were being generated at the
right times (such as inter-arrival times and sequence). The files
are generated on a per source basis. The average length of a
burst is calculated as shown in Equation 6.

burst length = rand (i) )

interval

The C-code for the rand function is shown in Figure 12.

Using the logarithm of the random variable generates burst
lengths which are exponentially distributed.

The same calculation is applied for the idle (with Pug) period.
The result is (reading vertically for each source) an exponen-
tially distributed series of ON and OFF sequences with a mean
ON of 0.351 seconds, OFF of 0.65 seconds which results in a
burst length of 22 packets. An example of a trace file? with ten
sources is shown in Figure 13.

The file shows for each time step (in this case 16 ms) which
of the 10 sources are on or off. In the example, sources 1, 3,
5, 7 and 9 sends packets in the first time step. The (races of

1Not tepdump. We wrote out our own kernel filter to extract the packets we
wanted as well as a user space program to output headers from 2 interfaces

simultaneously.
2 Actually it is converted into a binary format for more compact representation
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Fig. 13. Traffic generator trace file.
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Fig. 14. Traffic generator sending times

one source can be followed by reading a column downwards.
Source 2, for example, sends no packet in the first timestep, but
then sends a packet in each of the succeeding steps.

If there are n sources, each timestep is further subdivided into
n sub steps. Each sub step defines the sending interval for each
source. For example, with ten sources and a time step of 16
ms starting at ¢, source 0 sends its packet within [¢, ¢ + 1.6];
source 1 sends within [t + 1.6, ¢ + 3.2], etc. If a source does not
send its packets within its interval, it is said to miss its deadline.
Packets that miss their deadline are recorded by the generator
and printed when the run has completed as well as the largest
value by which a packet was delayed.

So for the trace file above, the first steps of a packet sequence
is shown in Figure 14. The sending of each packet is depicted as
a horizontal interval, corresponding to the entering and leaving
of the send system call, respectively. In the picture, the packets
of source 5 and 7 missed their deadlines. The actual sending
time on the link can be measured by an external mechanism,
such as the packet capture program described previously.

D.2 Traffic generator verification

As a simple test for a trace file of 220000 packets we obtained
values 36.9 % for the on time, 63.1 % for the off time by simply
counting the ones and zeros in one column of the file. The mean
number of packets in a burst equalled 22.5. Using the trace files
turned out to be more useful than we first expected, despite the
performance gains of replaying pre-calculated files they also al-
lowed us to test the performance of our traffic generator (setting
all the sources on), cross check parameters as just stated as well
as generating special sequences for analysing queue behaviour.

D.3 Traffic generator verification

We calculated the index of dispersion of intervals, or IDI (see
Section III-G), also for the lab traffic generator. In Figure 15
we can see that the simulation and lab traffic generator produce
similar types of traffic. The larger the observation time the more
skewed the traffic is. One voice source is equal to about 18.1
also a value is given for a Poisson sources. The graphs show the
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Fig. 16. 65 sources for model, NS and lab (log scale)

result of a trace which was 10000 simulated seconds, resulting
in 17.3 million packets for the lab and 16.3 for the simulation.

The traffic generator was also tested to ensure it (and the ma-
chine on which we run on) was capable of outputting packets as
close to their deadlines as possible

VII. RESULTS

In this section we present and discuss the results from the
MMPP model, the NS simulations and the measurement in the
lab network. Recall from Section IV that in all three cases we
used the 32kb/s ADPCM voice encoding with 16 ms packetiza-
tion. This results in 64 bytes of voice payload in each packet
and a total packet size of 104 bytes including the RTP, UDP and
IP protocol headers.

Figures 16 and 17 show the packet loss probability as a func-
tion of the number of buffers on (y) log scales. We can see in
these graphs that both the MMPP model results and the NS sim-
ulations in general compare well with the measurements in the
lab. The exeeption is for very small buffer sizes and when the
loss rate is small.

The MMPP model is most of the time closer to the lab mea-
surements than the NS simulations are, which is an interesting
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Fig. 18. Loss probability Vs bufters (3)

result. The ns simulations consistently show the lowest loss
rates for more than 7-8 buffers. We analysed the output from
the traffic generatorsin NS and in the lab to try to come up with
an explanation. We found that there is a small difference in mean
total rate between the two that can explain the difference in loss
rate.

The second set of graphs presented in Figures 18 to 21 plots
the packet loss probability as a function of the number of voice
sources for four different buffer lengths measured in packets.
These buffer lengths correspond to a maximum queueing delay
of 1.6, 2.7, 5.4 and 21.7 ms, respectively. We immediately see
that the relationship between the number of sources and loss
rate is close to linear for few buffers, but far from linear for
many bhuffers. Visual observation suggests an exponential rela-
tionship. In the region above 10 buffers, the lab measurements
often has the highest loss rate. Below about 10 buffers, the lab
measurements have the lowest loss rate.

One interesting detail is that for very small buffers, the loss
curve obtained in the NS simulation is shifted one buffer to the

Loss probability

Loss probability

Loss probabilizy
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right in the plots. Even though we have gone to great lengths
in ensuring that the three environments have identical proper-
ties, there are nevertheless subtle differences that can explain
discrepancies like this.

One obvious difference in the models we used is that the
bandwidth offered by Dummynet is not exactly the same as in
ns. Using netperf we found there to be about a 3% difference be-
tween what netperf and dummynet report as their measured and
configured bandwidths respectively. Perhaps more subtle and
not so obvious is the amount of buffering in the system, in NS
we simply state the buffer size in packets (between 2 and 100).
In a real system this is much harder to calculate as buffers exist
in many places in the system, for example in the queue between
the Ethernet driver and 1p_input () routine on the input side.
Fthernet cards can also buffer packets on the output side. This is
the default configuration as most Ethernet cards are used on host
systems where this is not an issue. Nevertheless, the buffering in
a real system is probably larger than the simulation and maybe
account for differences in the systems under comparison.

VIII. CONCLUSIONS AND FUTURE WORK

‘We have studied the packet loss behaviour when a number of
homogeneous voice sources are mulliplexed onto a bottleneck
link. The goal is to find an accurate mathematical model which
can be used to dimension the link.

We have implemented a mathematical model based on a
Markov modulated Poisson process (MMPP) in Matlab. The
maodel was compared with both simulations using NS and mea-
surements in a lab environment. The comparison shows that the
model in general predicts the loss rate well. The exceptions are
for small loss rates in some cases. An interesting result is that
most of the time the model predicts the loss rate better than the
simulations in ns.

This result once more proves that the only way to reliably
verify a model is to make measurements of a real system. We
found that the relationship between the load and loss rate is close
to linear for few buffers (around three), but looks exponential for
many (10 and above) buffers.

The general conclusion is that the MMPP-based model is
well suited for predicting loss rates for superpositioned voice
sources in a system with limited buffer space. The mathemat-
ical model is an important tool for conveniently dimensioning
network links. The lab environment is constrained to physical
limits as well as finite resources where the model is clearly not.
Running a lab experiment consumes resources and time a lab ex-
periment takes on average 12 hours to complete. For each num-
ber of sources and each buffer size the experiment is re-started
which is one reason why we use Dummynet, we can change the
buffer sizes without re-booting the router. The simulation typi-
cally takes 2 hours whereas the model consumes only about 10
minutes as well as considerably less physical resources®.

The results we have obtained can be applied in several differ-
ent ways. One scenario could be as stated in the introduction
an operator has reserved 1Mbit/sec and would like to promise
users a quality no worse than GSM, for example. The operator
allows users to download an audio tool with GSM encoding and

3These values were derived from an Athlon 600 Mhz PC with FreeBSD, a Fast
SCSI-3 disk and 128 MB of RAM.
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decides to fix the loss rate of an ingress router at 5%. Figure 17
shows loss probability on the Y axis and buffer size (in packets)
on the X axis. From a graph like this we could tell the operator
they should have a queue length in the ingress router of at least 6
packets from reading off the graph. In our experiments we used
a link of 1.536Mbits/sec and PCM coding but the principle is
the same.

Another scenario could be the same conditions but the opera-
tor does not know how many customers they should let use the
system and still keep under the target of 5% loss and they start
complaining!. Figure 18 shows a plot how we could determine
this value, which has the number of sources on the X-axis. For
5% loss our simulation gives us 60 sources or users, the mathe-
matical model 64 and laboratory measurements 67 users. Since
we have used 3 different techniques and arrived at similar re-
sults we could tell the operator they should not allow more than
70 users at this ingress router. In this kind of scenario our work
could be used as the input to an admission control algorithm,

It soon becomes clear one could use the results in quite a few
different manners. Should a system administrator not know how
large to make a high priority queue in a router he or she could
consult figures or graphs calculated for the particular network
situation they are facing.

There are a number of further work items that we are cur-
rently addressing. The maximum delay is bounded by the buffer
length in the system studied in this paper, but what is the re-
sulting mean delay? We are also experimenting with higher
bandwidth links. One challenge is to accurately generate enough
sources. The next step is to measure a system which has multiple
traffic classes in the style of diffserv [12]. How does different
queue scheduling algorithms affect the dimensioning of traffic
classes? Can the MMPP model presented in this paper be used
to describe the loss and delay propertics of a traffic class?

The ongoing work can be found at a web page® which has
information about current experiments as well as data which was
not directly relevant for this paper.
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Abstract—Convergence of data and telephony networks is one of the cur-
rent trends in tel ications. It is supposed that all teleph traffic
might be carried over a common data network infrastructure in the future.

In accordance with this development, wide area IP telephony network
has been deployed in the TEN-155 CZ network (located in Czech Republic),
connected to the European network for research and education TEN-155.

Tn this article we describe our practical experience with deployment of
IP telephony services over a wide area network. We particularly pay at-

tention to the description of TPTA, the TP telepk ing lication,
w]”uch has been developed as part of our [)I‘OJQCL IPTA differs from other IP
)i by its modular structure, ability of using

multlple acocounting schemes in paralel and certain other features which we
describe in this article.

Kevwords—IP Telephony Accounting, RADIUS, Voice Gateway.

I. INTRODUCTION

IP telephony has been adopted as a way to carry telephone
traffic over a common data network infrastructure. However, in
order to replace classical telephony network with IP telephony,
we also need means for call accounting. In this article we de-
scribe our experience with the deployment of TP telephony ser-
vices over a wide area network and with the development of IP
telephony accounting application.

II. IP TELEPHONY IN TEN-155 CZ

TEN-155 CZ is a national network for research and education
in Czech Republic. It is connected to TEN-155, the European
network for research and education. In mid-1999 we established
an IP telephony group working in the TEN-155 CZ network.
The aim of the group has been set to perform testing, measure-
ment, development and practical deployment of technology for
the transmission of voice over a data network. The group is fi-
nancially and organizationally supported by CESNET, a not-for-
profit organization which operates the TEN-155 CZ network.

The goal of the first phase of our project was to interconnect
telephone exchanges of several universities across the country
using IP telephony and to connect this IP telephony network to
the public telephone network. We also wanted to acquire ex-
perience with the deployment of TP telephony over a wide area
network and to investigate possibilities of integration of IP tele-
phony with other services in the next phase.

III. SELECTING TECHNOLOGY

One of the requirements was to incorporate existing hardware
- telephone exchanges in universities and routers in the TEN-
155 CZ network. The telephone exchanges (PBXs) are of dif-
ferent brands and types: Ericsson MD110, Siemens Hicom 300,
Alcatel and Matra, and they are equipped with different data in-
terfaces. The network is based mainly on Cisco routers, running

ATM and providing both ATM and IP services. We performed a
series of experiments with various telephony equipment, par-
ticularly testing available PBX interfaces for their suitability
for the connection to a data network. Upon completing these
tests, we decided to use the VoIP (voice over IP) technology (as
oposed to voice over ATM) and digital ISDN PRI/BRI and ana-
log E&M and FXS interfaces.

Next, the choice of signalling had to be made. There are cur-
rently two major protocols used for connection management in
IP telephony: H.323 [1] and SIP (Session Initiation Protocol) [2]
together with SDP (Session Description Protocol) [3]. 1323
is currently prevailing in production implementations of VoIP
services. A major advantage of SIP over H.323 is that it is sim-
pler, messages are textual, rather than binary, similar in nature to
HTTP. This makes implementation of VoIP software easier and
the open architecture of SIP allows for easier integration with
other services.

‘We performed a series of experiments with both H.323 and
SIP on Cisco routers, using Microsoft Netmeeting and Cisco
IP Phone 30 as H.323 clients and Columbia University sipc
and Cisco IP Phone 7960 as SIP clients. We also used sipd
(STP proxy, redirect and registrar server) and STP/H.323 gate-
way developed in Columbia University. While all software from
Columbia University was working without problems, we ran
into difficulties with Cisco IP Phone 7960 (with SIP firmware,
release 1.0) and with configuration of SIP on Cisco routers. Us-
ing packet analyzer and protocol monitor in sipc we found that
Cisco IP Phone 7960 was sending incorrect From and To head-
ersin INVITE and REGISTER SIP messages. The problem was
reported by Cisco as a known bug. Therefore, we decided to use
H.323 initially, with hardware architecture allowing to switch
to SIP later (mainly choosing routers reported to support both
H.323 and SIP).

IV. PILOT PROJECT

At the end of the year 1999 the local telephone exchanges
of CVUT in Prague and VSB-TU in Ostrava (two universities
approximately 400 kilometers appart) were connected by the
VoIP technology in a pilot project [4]. We connected univer-
sities in two other cities later. For compatibility with exist-
ing hardware deployed in our network, we inititally used Cisco
AS5300 routers with the E1 ISDN/PRI interfaces to implement
VoIP gateways. The configuration is shown in Fig. 1.

‘We did not have routers to be used as voice gateways in the
other two other universitites (connected later, shown below in
Fig. 1). Therefore, we took advantage of ATM connectivity
between all connected universities. We configured voice gate-
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Fig. 1. Configuration of the pilot project

ways at the first two universities as having the PBXs in the latter
two universities connected directly to their local ports, tunnel-
ing connections from these ports to remote PBXs through ATM
PVCs. There is El connection between the voice gateway and
ATM switch on one side and between the ATM switch and PBX
on the other side.

To call from one university to another, users dial a specified
prefix to escape into the IP telephony network, followed by the
called number in E.164 format. We plan to enable transparent
routing of calls through the IP telephony network using LCR
(least cost routing) service, implemented in some PBXs. When
calling from an extension in one PBX to an extension in another
PBX, there is no telephone fee paid by either the caller or callee.
As a part of the pilot project, an experimantal VoIP connection
to CERN, Switzerland was also implemented and is currently
used in both directions.

V. CURRENT INFRASTRUCTURE

‘We are currently connecting several other universities to our
IP telephony network. The infrastructure to be completed by
May 2001 is depicted in Fig. 2. Although we were satisfied
with Cisco AS5300 routers, we needed a less expensive alterna-
tive to build more voice gateways. Based on the requirements
on voice interfaces in individual locations, we decided to use
Cisco MC3810 or Cisco 2620 routers. As we intend to gradually
switch from ATM to PoS on the network backbone, we plan to
install scparate voice gateways to two localitics now conneeted
through ATM PVC tunnels.

Currently we use G.711 codec on all VoIP connections. We
also tested G.729 codec to see if people find the quality of sound
acceptable. The quality seemed to be reasonable so we consider
using G.729 when bandwidth becomes an issue for some local-
ities.

‘We use two gatekeepers to provide fault tolerance in case one
of the gatekeepers fails. This is made possible by setting two
gatekeepers with different priorities in configuration of voice
gateways. With some newer versions of the Cisco IOS it is pos-
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Fig. 2. Current IP telephony infrastructure in TEN-155 CZ

sible to implement both a voice gateway and a gatekeeper on the
same router. However, it requires so called enterprise feature
set of the Cisco which is expensive and thus the collocation of a
voice gateway and a gatekeeper on the same box could be more
expensive than two separate boxes.

The IP telephony network is connected to the public tele-
phone network and mobile phone network via the telephone
exchange of CVUT in Prague. The service is provided by a
telecommunication company. We have to pay to this company
for the calls made from the telephone exchange of CVUT in
Prague. It means that if someone from another city calls a num-
ber located in Prague, the call will be carried by the IP telephony
network to Prague and it will be charged only as a local call in
Prague.

VI. ACCOUNTING - A MISSING PART

The telecommunication company currently charges us using
a classical scheme, based on the call destination, duration, time
of day and day of week. Even in case of another scheme, we
would always need to keep track of calls initiated by all users
connected to our IP telephony network. Using this information,
we can determine the amounts which we will require to be paid
by connected universities to settle the bill from the telecommu-
nication company. It would be also useful to keep track about
IP-only telephony calls (not continuing to the public telephony
network) to check the utilization of VoIP interfaces and find po-
tential problems.

As we did not find any existing solution satisfying all our re-
quirements, we decided to develop a new IP telephony account-
ing application. We identified the following features which must
be supported by the IP telephony accounting application:

o User-defined aggregations — flexible call listings from high-
level summaries of aggregated VoIP traffic between connected
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Fig. 3. Structure of the accounting application

organizations to detailed listings of individual calls

« Flexible accounting scheme — initially based on the location
of the caller and callee, time of day and day of week, amount of
transfered data and other parameters, with the posibility of easy
modification

« Possibility of simultaneous accounting using several differ-
ent accounting schemes - to evaluate alternative accounting ap-
proaches and gateway locations

« Reliability and scalability — resillience against changes of
configuration of VoIP gateways, ability to store and scarch in
reasonable speed records for calls made over several years

VII. ARCHITECTURE

The structure of the accounting application is shown in Fig. 3.
It consist of three parts - gathering of accounting information
from voice gateways, processing of accounting information and
presentation of the processed information to the user in a web-
based interface. The three parts have defined interfaces between
them and it is possible to replace one of the parts without the
need to change the other parts. For example, it is possible to
gather accounting information using different protocols from
different voice gateways.

A. Gathering of accounting information

The routers which we used as voice gateways provide infor-
mation about the routed calls via RADIUS accounting messages
or UNTX syslog protocol. We decided to use RADIUS [5] be-
cause it provides accounting information in a more structural
format than the syslog protocol, which is more suitable for fur-
ther processing. RADIUS messages are sent from voice gate-
ways, acting here as Network Access Servers (NAS), to the main
and backup RADIUS servers. RADIUS is one of the standard-
ized protocols for sending authorization and accounting infor-
mation. However, the set of attributes included in the original
specification do not cover all information needed in IP telephony
accounting. There are two ways how to carry all necessary in-
formation.

First, the AcctSessionTd attribute can be overloaded,
carrying several pieces of accounting information in a series
of strings separated by slashes [7]. An example AcctSes—
sionId attribute value can look like this:

427/10:08:23.785 MET Thu Nov 23 2000/
Volce-OV.ten.cz/2662886D A6602%F O
42FD97B4/answer/Telephony/10:08:54.544
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MET Thu Nov 23 2000/10:08:57.194 MET
Thu Nov 23 2000/10/195.113.134.240

Individual parts delimited by slashes mean: session identi-
fier, call leg setup time, gateway id, connection id, call origin,
call type, connect time, disconnect time, disconnect cause and
remote IP address. We found that the exact format of the Ac—
ctSessionId attribute differs slightly in different Cisco I0S
versions. However, the key parts are always present and it is pos-
sible to make parsing of this attribute resilient to small changes.

Another possibility is to use vendor-specific attributes [8].
Each piece of accounting information is carried in a separate
attribute encapsulated in a vendor-specific (type 26) RADIUS
attribute. An example set of vendor-specific attributes can look
like this:

h323-gw—-1d=AS2-0OV.ten.cz
h323-conf-id=

4776D8CD BO9A60177 0 37DBD1 74
h323-incoming-conf-id=

4776D8CD BO9A60177 O 37DBD174
h323-call-origin—answer
h323-call-type=VoIP
h323-setup-time=

16:17:13.944 MET
h323-connect-time=

16:17:16.256 MET Mon Jan 22
h323-disconnect-time=

16:17:16.256 MET Mon Jan 22
h323-disconnect-cause=10
h323-voice—quality=0
h323-remote—address=195.113.134.240

Mon Jan 22 2001

2001

2001

Some version of Cisco IOS can use only one of these two pos-
sibilities of carrying the accounting information, others can use
any of them based on configuration. Therefore, the accounting
application must accept both formats.

‘We decided to use ICRADIUS [6] server, because it has built-
in support for storing RADIUS messages to a MySQL database.
However, we had to modify the server in several ways. First,
we added support for vendor-specific attributes, which was not
included in the original server. Second, we had to change cer-
tain declarations so that the server now accepts long overloaded
AcctSessionId attributes. The start and stop records (see
below) now have to be matched hased on the first part of the
AcctSessionIdattribute (the original session ID) rather than
on the whole attribute value. Finally, we resolved some bugs in
parsing of the configuration file.

The RADIUS server checks for duplicate messages, which
can be received when the acknowledgement from the server sent
back to the voice gateway gets lost, and it matches start and stop
records sent by routers at the beginning and at the end of each
call. However, it is sufficient to get only the stop records to ob-
tain all needed accounting information. Therefore, we suggest
that the voice gateways be configured to send the stop records
only to preserve some bandwidth and processing on the server.
The gatekeeper can also be configured to send RADIUS mes-
sages. However, although one of the tasks originally conceived
to be performed by a gatekeeper was accounting, the RADIUS
messages sent by the gatekeeper do not contain all the necessary
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Fig. 4. Legs of a connection through two voice gateways

information about the calls. Information sent by voice gateways
is more complete and sufficient, therefore we suggest that gate-
keepers be configured not to send RADIUS messages.

Note the string answer/Telephony in the AcctSes—
sionId value or h323-call-origin and h323-call—
type vendor-specific attributes. These strings identify which
call leg this message belongs to. Each call has either two legs,
when passing through one voice gateway or four legs, when
passing through two voice gateways (which is a typical case of
calls from one PBX to another), see Fig. 4. Thus the RADIUS
server normally receives either two or four messages for each
call.

The parsed messages are stored in radacct table in the
database, which serves as an interface between gathering and
processing parts of the application.

B. Processing of accounting information

All processing and presentation of accounting information is
done by PHP4 scripts. We normally use messages provided
by the first voice gateway on the call route, namely the an—
swer/Telephony leg for accounting of calls originated from
a PBX and the answer /VoIP leg for accounting of calls orig-
inated by direct VoIP users (e.g., using Microsoft Netmeeting).
The other two legs (originate/Telephony and origi-—
nate/VoIP) arc often missing some important information.
An exception are calls from CERN, Switzerland where we could
not configure the voice gateway (because of administrative rea-
sons) to send RADIUS messages. Therefore, we use the an—
swer/VoID leg records provided by the second voice gateway
on the call route to account these calls. However, sometimes
the normally used message for a certain call leg is not available
(the server did not receive the message) or it is broken in some
way. In such cases we try to account the call using another leg
by storing a found broken leg in a cache, looking for a correct
leg of the same call (which has the same connection ID). This
feature significantly improves reliablity of the accounting appli-
cation. Detailed information about calls that had broken legs
and about calls that could not be accounted even with assistance
of the cache is logged via syslog enabling analysis of network
problems.

Onece a day dailyTask () seript is automatically executed
to process records in radacct table stored during the last
24 hours. Unfortunately, voice gateways sent messages for
all attempts of calls, that is not only for calls that were made
through, but also for cases when the called part did not respond.
Therefore, the messages corresponding to these not-answered
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tt CREATE TABLE tCallsDec2000 (

id INT NOT NULL AUTO_INCREMENT,
caller VARCHAR(32) NOT NULL,

callee VARCHAR(32) NOT NULL,
connectTimestamp INT NOT NULL,
duration int NOT NULL,

inputOctets int(12),

outputOctets int(12),

gwlp varchar(15),

remotelp varchar(15),

callerMatched TINYINT,

calleeMatched TINYINT,

PRIMARY KEY (id),

UNIQUE (caller, callee, connectTimestamp)
)

Fig. 5. Structure of the table 1o store processed calls

calls are identified and deleted from the radacct table by
deleteNotAnsweredCalls () function.

Then, processNewCalls () function is called. As a first
step, it identifies the caller and callee based on the IP address
of the voice gateway the message came from, the identification
strings sent by the voice gateway and the rewriting tables in the
database. This step is necessary because in some cases the iden-
tification of the caller or callee sent by the voice gateway de-
pends on the configuration and capabilitics of the PBX and need
to be rewritten to some normalized form for further processing.
The normalized form we use is <area code><number:>
for users within the country and <country code><area
code><number> for international users. Some PBXs, for
example, Ericsson MDI100 do not send the extension number
(within an organization) of the calling user to the voice gateway
by default. It has to be enabled by issuing a command separately
for each extension. It can be automated by a script.

As the next step, the time of the beginning and end of the call
is parsed and the duration of the call is computed. Finally, the
call is inserted into one of the archive tables used to store pro-
cessed calls. There is one such table for each month. This stor-
age configuration scales well in terms of the number of records
in a table and the number of tables in a database and files in the
operating system. It also allows for easy backup of old tables by
copying the corresponding files at the filesystem level. Defini-
tion of one of these tables is shown as an example in Fig. 5.

The cost of individual calls is not stored in the database. Only
accounting schemes are stored in the database. The cost of calls
is computed dynamically at the presentation time (see below).
The cost can be based, for example, on the location of the callee,
the duration of the call, time of day and day of week.

C. Presentation of accounting information

Accounting information is presented to the user in a web in-
terface created dynamically also by PHP4 scripts. The user can
browse through summaries at various levels of aggregation on
either the caller or callee side, directly specify the caller and
callee and the beginning and end of the accounting period. For
example, it is possible to select a summary of all calls from
CVUT (university in Prague) to numbers beginning 060, which
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Fig. 7. Example of accounting information listing

are possible prefixes of local mobile phone operators. The form
for the specification of accounting parameters is shown in Fig. 6.
An example of a detailed listing of calls is shown in Fig. 7.

The user can specify the accounting scheme to be used. It is
possible to account calls by several accounting schemes in par-
allel and the difference in cost can be presented. By combining
aggregate listings and accounting schemes we can find patterns
suggesting the most economical location of the gateway to the
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public telephone network.

The presentation part selects already processed calls from ta-
bles for individual months. Depending on the required range,
calls from several tables may need to be aggregated. If the
required range includes the current day, the processNew—
Calls () function is also called to obtain information about
the recent calls, which have not yet been moved to the archive
tables.

VTIIT. CONCI.USTON AND FUTURE DIRFCTIONS

‘We successfully set up a wide area IP telephony network us-
ing Cisco routers and PBXs of different brands and types. The
network is connected to PSTN and to the mobile phone network.
Our experience is that H.323 is currently more reliable when us-
ing IP network based primarily on Cisco routers. However, de-
velopment of SIP in Cisco I0S is under way and we plan to usc
SIP later to benefit from its advantages. We are currently con-
tinuing in tests of SIP-based communication using Cisco 3600
routers.

We developed an IP telephony accounting application which
provides detailed information about individual calls as well as
high-level summaries. The flexible structure of the accounting
application allows using different methods of gathering account-
ing information from different voice gateways and accounting
calls using multiple accounting schemes in parallel.

The application successfully gets over changes in RADIUS
messages caused by changes in router configuration and it copes
with missing or damaged RADIUS messages using a call leg
cache. Another feature which should be available soon at least
for some users (depending on the type of interface connecting
the PBX and the used signaling) is the indication of the caller’s
name (in addition to the number) on the display of the callee’s
phone. We successfully tested this feature.

‘We plan to make experiments testing the behaviour of VoIP
services running over the network with controlled QoS parame-
ters in the cooperation with the QoS in IP working group that is
implementing diffserv-based QoS in the TEN-155 CZ network.
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Abstract—The Session Initiation Protocol is used for setting up
multimedia sessions among users in such a way that personal
mobility is handled by the use of one identifier to distinguish
among users. This identifier in spite of being convenient and
simple does not fully describe the comminicating entities in terms
of their capabilities and their characteristics. In this paper we
address the problem of describing the communicating parties
with multiple attributes in the context of SIP. We present the
architecture of the prototype system and its integration with the
SIP protocol. The SIP protocol regards the location service as an
orthogonal part of the architecture and does not deal with this
issue. However the architecture of the location server plays an
important role in the operation of the protocol. Based on the
experience gained from the operation of prototype system we
present some enhancements in terms of the interoperability of the
location service and the SIP server.

Index terms—session attribute based
addressing.

initiation protocol,

A. INTRODUCTION

The Session Initiation Protocol [8] utilizes a single user
identifier similar to an e-mail address in order to distinguish
among the different users. The user contact information for the
session setup consists of a user name, the machine name and
port number where the SIP client runs on. The machine name
can be cither its IP address or its fully qualificd domain name.
Thus the SIP contact information is already a collection of
attributes with the machine name being the one, which may
need a translation from a fully qualified domain name to an IP
address. The need for this duality in machine identifiers is a
result of the difficulty faced by humans to associate a device
with a string of numbers (IP address) and to be able to use this
address when referring to this machine. The fully qualified
domain name enables a more natural description of a device,
which is easy to memorize and associate as well.

This naming scheme greatly reflects the location of the
networked entities because the primary concemn in the early
networks was to route information from one entity to another.
And since there were not many networked entities the IP
address naming scheme worked perfectly all right.

Moreover, the naming scheme used today although
simple[10] gives little information about the services that the
networked entities provide. The main concern of a user is to

* Part of the work was performed when the author was with
Telcordia Technologies, Inc.

use the network, which is attached to his/her machine to
perform a task. As a result the user focuses on the functionality
that the network can provide and is not willing to make yet
another association of an identifier to a desired service.

With the advent of wireless networked machines the need
to keep track of the machine location led to patching the
existing naming and routing schemes with location directories.
These are essentially associations of the unique machine
identificrs with new identificrs, which reflected the current
machine location.

As the computers and networked devices became smaller
and smaller and they also become wireless, the need for new
naming schemes became evident. This is because on the one
hand the existing schemes are running out of names, and on
the other hand they were designed to facilitate the
communication of a relatively small number of machines.

Location is only one attribute of an entity that might change.
Several other entity attributes may change over time, but
existing naming and addressing schemes do not have efficient
ways of addressing this problem.

In this paper we address the naming problem providing a
naming scheme and a location service for the Session Initiation
Protocol [8]. The proposed scheme enables a more flexible
and natural user discovery by taking into account more
information about the user and his/her context than only a
single identifier. This is done by describing a user with a list of
attribute value pairs along with the SIP user and contact
information.

The paper is organized as follows: Section B describes the
motivation behind the proposed architecture. Section C
introduces the architecture for our location server. Section D
elaborates on the implementation. Section E describes some
related work. Section F includes the future work while section
G concludes the paper.

B. MOTIVATION
There are three categories in which we can identify the
benefit of using an attribute based naming scheme to describe
auser:

1. First of all the number of communication devices that are
connected on a network as well as the number of users
who tend to be mobile is increasing. As a result the
identifiers used to distinguish either the devices or the
people will become too large that other people will be
unable or unwilling to use them because they don’t know
them or they don’t want to know them. All that people
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want is to be able to address other people or devices by
what they are or represent (e.g. PDAs with audiovisual
capabilities, nearest policeman).

2. Often people want to communicate with other individuals
or groups of people but they only know some
characteristics of either an individual or the group. It is
more natural to address these people with a description
rather than an identifier (e.g all interns in a company).

3. Finally, what it is desirable to have, is not only a service
that plays a role similar to the Domain Name System
Service. On the one hand it would be good to have a
network of servers, which have the ability to resolve
network identifiers from high-level deseriptions of
entities. This kind of service would be used for name
resolution for path setup for call setup protocols over IP
networks (c.g. SIP) or it could be used for maintaining
profile information for users with changing profiles. On
the other hand the need for a service that enables users to
push their own data to other users that have some common
characteristics is gaining interest in the research
community. This is what we call profile-based services.
One example of this service is location dependent queries
for user discovery. Another example is short messages
sent to users that satisfy some criteria.

C. ARCHITECTURE
Ist. Overview of SIP

Since our attribute-value based naming system assists the
Session Initiation Protocol (SIP) we present a brief
introduction to the protocol.

The SIP is an application level protocol that can establish,
modify and terminate multimedia sessions or calls. SIP enables
the concept of personal mobility by providing name mapping
and redirection services. Personal mobility is the ability of
users to originate and receive calls on any terminal in any
location and the ability of the network to identify end users as
they move [12].

The main SIP architecture includes two major components.
The first component is the SIP client, which is an application
that provides the user with the ability to initiate (INVITE
requests) and terminate (CANCEL requests) calls (o other SIP
clients as well as to register (REGISTER requests) to a SIP
server. A SIP Server maintains the SIP registration records for
a limited amount of time (soft state registrations) and can setup
connections between clients. When a SIP client registers with a
SIP server it indicates the user name with which it is going to
be known to the SIP protocol along with contact information
used for setting up the connection. This contact information
includes the user name that runs the SIP client, the machine
name and the port number that the SIP client application runs
on.

Although two SIP clients can communicate directly without
the interference of a SIP server, the server is needed for user
registration and call setup. A SIP Server can be configured to
operate in one of two modes:

a) Redireet Server Mode (Figure 1)

In this mode a client john@hol.gr sends an invitation

request to the server indicating the SIP identifier URI (uniform
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resource identifier) of the other communicating party
helen @ucla.edu. The SIP server contacts a location server and
determines if there is a registered user under the requested SIP
identifier. If such a user exists, the SIP server returns the
contact information of client helen@ucla.edu to client
john@hol.gr. In general the SIP identifier and the contact
information are not identical. This is due to the fact that a user
may want to be known under the SIP protocol by one name
while his/her contact information is changing according to
his/her current location. When finally the client john@hol.gr
receives this information it initiate an invitation request to
client helen@veria.ee.ucla.edu directly. If the other party
accepts the call an acknowledgement is sent back to the
originating client and a real-time session can begin between
the two parties. The type of initiated session depends on the
device or the SIP capable software. For hardware SIP phones
[18] only audio sessions can be initiated while the Columbia
software SIP client [19] supports the initiation of real-time
audio and video sessions.

SIP Server
INVITE

john@hol.gr helen@ucla.edu
.. Query
_— e e
A Location
| | | Server
Reply

INVITE helen @veria.ee.ucla.edu

helen@veria.ee.ucla.edu

D helen @veria.ee.ucla.edu
=

Figure 1. SIP Redirect Server

b) Proxy Server Mode (Figure 2)

In this mode the SIP server does not return the contact
information of client helen @ucla.edu to client john @hol.gr but
instead sends an  INVITE request to  client
helen @veria.ee.ucla.edu on behalf of client john@hol.gr after
contacting the location server. ‘When client
helen @veria.ee.ucla.edu accepts the invitation for a
connection an acknowledgement of the acceptance is sent to
client john@hol.gr. After that, the two communicating parties
are ready to initiate a real-time session between each other.

One of the main operations that SIP supports for multimedia
real-time setup is location discovery for users. The SIP
documentation explicitly mentions that the interaction of the
SIP server with the location server is not in the scope of the
protocol. However this does not mean that the location server
is not an important part of the SIP architecture. We judge that
enhancing the intelligence of the location server is crucial for
locating users with specific characteristics and this is main the
focus of this paper.
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SIP Server
INVITE —— .
helen@ucla.edu [ Query
m T e
— g Server
—_— ACK Reply
john@hol.gr ¢ helen @veria.ee.ucla.edu

ACK INVITE

helen @veria.ce.ucla.edu

helen@veria.ee.ucla.edu

Figure 2. SIP Proxy Server

2nd.Attribute Based Location Server

We considered the implementation of our attribute based
location scrver in two forms. A centralized one, which is used
by all the SIP servers to register the SIP clients, and the
distributed version, which consists of multiple location servers
interconnected together. Each SIP server reccives location
services from only one distinct location server.

1) Centralized Approach

The overall architecture for a centralized name resolution
server of this system is shown in Figure 3. The name server
consists of a Database Engine, and a number of Client
Communication Components. The number of client
components depends on the number of active clients since
each time a new connection occurs, a new client component is
spawned to provide attribute based naming resolution services
to the requesting client. The clients request services from the
server using messages formatted in a specific way described
later in the paper. The client components communicate with
the database engine to update and query the attribute value pair
databasc.

The database engine consists of a Client Request Engine,
which is responsible for client queries and a Soft State
Manager, which is responsible for maintaining the soft state of
each database record. For each record in the database, along
with the attribute value pairs that characterize a network entity,
there are additional record fields, used by the entities to
communicate with other entities. In the case of the SIP
protocol the additional information is the SIP contact
identifier.

The centralized approach is suitable for isolated
environments where the communication traffic to the server is
light; otherwise the server becomes the bottleneck of the SIP
protocol.

The more interesting approach to architect the location
server is the distributed case.
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/~ DATABASE ENGINE \\

Client Client
— C0131poncnt R i
Client Engine
Soft State
Manager
Client ‘f ﬁ
o Client
Component /
Figure 3. Centralized Server
2) Distributed Approach

In the distributed version of the name resolver different
resolvers are connected with each other to provide distribution
of the database information and higher availability to the user.
The database information can be either replicated in every
server or in a set of servers. The replication occurs when an
entity registers and updates the registration information. The
registration and update messages are then forwarded to every
cligible server and result in changes in the database of cach
server. An eligible server is the one within the scope of a
registration or update message. The types of messages as well
as their formats are described later in the paper. The way the
different servers are connected together depends on the
configuration that each server obtains by contacting a server
that maintains neighborhood information.

‘When each server is started, it contacts another server that
maintains the connectivity list of the distributed network. The
connectivity list is used for forwarding the subsequent
messages to the rest of the network. The internal server
architecture is depicted in Figure 4.

As in the centralized server case, there is a client
component, which is responsible for servicing client requests
and a database engine responsible for accessing the local
database of attribute value pairs. The additional components
shown in Figure 4 enable the server-to-server communication.

There is one packet receiving and one packet sending
component for each server. The messages exchanged between
the servers carry the appropriate source and destination
identification to assist those two components in their
operation.

The Duplicate Elimination Tables are tables that maintain
information about the processed packets already received or
sent so that duplicate messages are not processed again.
Duplicate packets can be received when more than one other
name servers can contact one server. The list of the name
servers that the current one can contact is maintained in the
Neighbor Table.

The Open Client Connections is a table that maintains
inoformation about the client query requests in progress. The
query processing in the distributed case resembles the
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recursive query processing in DNS [11]. All the DNS servers
are hierarchically connected together according to the domain
name they reside in. When a DNS server cannot resolve the
requested domain name, it forwards the query to another DNS
server that can handle the request. In the meantime the client
waits until the query reply comes back through the reverse
path. In our case the query is also recursive and as a result all
the information about the waiting client must be stored in the
Open Client Connection Table so that the query reply is
forwarded to the appropriate client.

More details about the server-to-server communication will
be given in the next section.

Client (:r{ Client Open Client \
: Component @ Connections

Server .
Engine pu-phc-ate
Elimination
&l \ Tables
Database Neighbor
Engine Table

=

1

_3

Figure 4. Distributed Server Case

0
W

/

D. IMPLEMENTATION

The implementation of the attribute based naming server
was done in Java in order to provide a portable proof of the
concept of attribute based naming of networked entitics. The
integration of the naming server as a location server for SIP
was performed using the SIP client and server implementations
from Columbia University [19]. Our goal was to provide an
implementation that would help us understand the problems
faced by introducing such a service not only to SIP but other
environments as well[14].

1st. Database structure

The database of the entity descriptions consists of a list of
records, which contain the following information: an entity
identifier which acts as a handle for update operations, a list of
attribute value pairs, some entries for database maintenance
(record number, timestamp, expiration time), the IP address
and the port number of the entity and a user name, which is
associated with this entity (in our case the entity is a SIP user).
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The structure of a record is shown in Figure 5. The list of
attribute value pairs consists of a list of triples (AttributeName,
Operator, Value). In the current implementation every triple
has the equality operator (“=") as its operator. However an
entity can also have an attribute described by using other
operators. An example is the range operator used to describe
that a user’s work hours are from nine to five.

Record No

User Name

IP Address/Port number
Timestamp/Cxpiration Time

Entity ID

Attribute Value Pair List

¢ AnributcName,, Operator;, Valuc,
+  AuributeName,, Operator,, Value,

¢ AtributeNamey, Operatory, Valuey

Figure 5. Database Record

2nd.Message Types

A client connecting to an attribute based name server can
perform the following operations:
1. Registration
2. Signoff
3. Description Modification
4. Query
5. Application Level Forwarding

Clients request each of the above operations by connecting
to the name server and sending a message formatted in a
specific way. In the current implementation the message is
send as a string of characters without any coding, for
compression or encryption purposes. The first part of the
message contains the identification of the source of the
message in terms of a user name, an IP address, and a port
number and a keyword that distinguishes the type of the
message. The next part is a field (time-to-live field) that
facilitates the scoping of the messages in terms of number of
server hops that the message can travel. The structure of the
rest of the message depends on the message type.
1) Registration

A sample registration message is shown in Figure 6(a). This
type of message is characterized by the keyword register,
which is followed by the list of attribute value pairs that the
requesting entity possesses. When the registration of the entity
is completed the name server gives the client a handle for that
entity. This handle acts as a certificate that the client shows to
the name server when the former requests an update of the
registration record. This handle is a string of hashes
concatenated together. These hashes are produced by the fully
qualified domain name of the server, the originating user
information, the register request string and a server sequence
number. The possible types of updates are the signoff of an
entity from the database, and the modification or deletion of a
set of the entity attributes.
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2) Update Operations

Examples of a signoff message and attribute deletion and
modification messages are also shown in Figure 6(b)-(d). The
only information that a signoff message has to carry is the
record handle returned by the registration request. An attribute
deletion message carries the identification of the user whose
description needs to be changed and the names of the attributes
that need to be removed. An attribute modification message
contains the user record handle and a list of attribute value
pairs. The attribute names of the pairs may or may not cxist as
part of the original user description. In the former case the
attribute value is changed, while in the latter case the new
attribute value pair is inserted in the user description.

(a) src(vlasiocs@veria.ee.ucla.edu:4443)
ttl(2)
register
#a—l#b—2#c—34#

(b) sre(vlasios@veria.ee.ucla.edu:4443)
tt1(255)
signoff userid (1345_345_224_1)

(c) srec(vlasiocs@veria.ee.ucla.edu:4443)
tt1(255)
del_attr userid(1345_345_224_1)
#adc#

(d) sre (vlasios@veria.ee.ucla.edu:4443)
ttl(255)
mod _attr userid (1345_345_224 1)
#a=3#d=44

Figure 6. Message examples

3) Query

A client can issue a query, which is, in general, a
combination of primary queries. A primary query consists of
an attribute name, a matching operator and an attribute value.
An attribute value can be either a number or a string of
characters.

The primary query operators are:

1. exact match operators(Attribute = Value),

2. range operators (A >V, A=V, AV,
As @[Vs-Vi]),

3. set operators (A @[V, Va, .., Vi) and

4. the wildcard operator (=%)

The notation As; @[Vs-Ve] means that the primary query
will be satisfied for those entities that have the attribute As in
the range [Vs, Vg]. The notation A @ [V, Va,.., Vy] means
that the primary query will be satisfied for those entities that
have an attribute A belonging into the set [V, Va, .., VyI. A
number of primary queries can be combined together, using
AND/OR operators together with parentheses to construct
composite queries. An example of a composite query is
presented in Figure 7. A client that issues this query is looking
for a policeman or a firefighter at Zimbabwe.

A query message has the keyword query followed by a
query modifier and the actual composite query. The query
modifier modifies the output of the actual query. The output of
the actual query is a set of records that satisfy the query. Out of
these records the user may choose to filter these records so as

A=V,
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to get any of the records, or all the records or the record, which
describes an entity, that is nearest to the client that issues the
query. The modifier used in each case is ANY, ALL,
NEARESTFROM respectively. In the example in Figure 7 the
user requests that all the matching records be returned in the

query reply.

(a) src(vlasios@veria.ee.ucla.edu:4443)
ttl(2553)
query
all
location = Zimbabwe
AND
(occupation=firefighter
OR
occupation= policeman)

Figure 7. Query Example

In order for the NEARESTFROM modifier to have a
meaningful output the users must also register their locations.
In our prototype implementation for demonstration purposes
we assume that the location of a user is given as a triple of the
X, y and z coordinates of a coordinate system whose origin is
at the center of a city where the SIP network of servers is
employed. Without loss of generality the location of a user can
be an arbitrary character string (e.g. Room 1045) as long as
there is a well-defined ordering function among those strings
in terms of the location.

The location attribute is useful when the entities are
spatially distributed over an area of interest or the client is
interested in having location dependent services as in the case
of a query with the NEARESTFROM modifier.

Query — SetModifier BooleanQuery

— SetModifier —
® any
® an

° nearestfrom(x.y,z)

— BooleanQuery — ANDquery (OR ANDquery)*
— ANDquery — PrimaryQuery (AND PrimaryQuery)*
— PrimaryQuery —

b (BooleanQuery)

® ID(=I>I>=I<l<=)(IDINUM)

® D @ [ INUM) - (ID INUM)]

® ID @ [(ID INUM), (ID INUM), ..., (ID INUM) ]
ID : character string, NUM : number

Figure 8. Query Grammar
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3rd. Query Language

The query grammar is depicted in Figure 8. A query is
preceeded by a query modifier called SetModifier because it
determines the output of the query, which is in general a set of
matching records. The actual query can be viewed as an
expression tree with the operators AND and OR as the non-
leaf nodes and PrimaryQueries as leaf nodes. An example of
an expression tree is shown in Figure 9. A PrimaryQuery can
be one of the four types of primary queries depicted in Figure
8.

Example Query:
any location=MCC AND AC>1 OR OrgCode @ [5, 7, 9]

Query Parse Tree

Figure 9. Query Parse Tree

4th. Lookup Algorithm

After the descriptive name server receives a query, a query
parse tree is formed based on the query string. An example of
a query and a query parse tree is shown in Figure 9. The first
part of the message that contains the query keyword and the
source identification is omitted is Figure 9. The query targets
the users that work in location MCC and have authorization
code greater than 1 or their organization code lies in the set
[5,7.91.

According to the query grammar the parse tree will have a
root (R) of an OR operation with two subtrees (S, and P3)
which correspond to one AND operation and one primary
query. The AND operation will have two primary queries as
leaves. As a result, primary queries P and P, will produce the
result sets Set; and Set,. Because of the fact that P, and P, are
leaves of a subtree which has an AND tag the result of the
operation that this subtree corresponds will be the intersection
(Inter|) of Set; and Set,. The result of the right subtree query
will be Set;. Finally the result of the tree R will be the union of
Inter, and Set; (Union,). Because of the query modifier ANY
the result of the original query will be any random record of
the Union, set.

5th. Application Level Forwarding
Application level forwading in our service is the ability of
the location service (o support forwarding of packets from one
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user to another using the location server network. The
forwarding of these packets is subject to conditions that
resemble a query.

An application-level-forwarding-request message consists of
two parts, apart from the source identification part and the
TTL field, which are carried on every request. The first part is
a condition expressed in terms of a query and the second part
consists of the data that the requesting client sends to other
entities that satisfy the query. The data portion of the message
is encoded in base 64 encoding since the whole protocol is
character string oriented. An example of an application
forward message is shown in Figure 10.

(b) sre(vlasios@veria.ee.ucla.edu:4443)
ttl(255)
app_lev_forw
filter (location = Zimbabwe
AND
(occupation = firefighter
OR
Occupation = policeman)
)

packet (Base64 encoded message)

Figure 10. Application level forwarding example

6th. Reply Format

The replics cach server sends back to the requesting client
are given in the form of XML [2]. XML is the perfect
candidate for this kind of a naming system. It is first of all a
string-oriented language in order to be compatible, portable
and easy to debug. Secondly structured information can be
casily represented in XML. On the one hand entity registration
and signoff, attribute deletion and modification can result
either in success or failure, which can be represented by just
one success or error message. On the other hand a typical
query reply will result in a list of entities, which in turn have
their own lists of attribute value pairs. This kind of information
fits perfectly into the XML specification. Figure 11(a) presents
a successful registration reply, which includes the entity handle
for future updates. Figure 11(b) shows a query reply for which
the query was not satisfied, while Figure 11(c) shows a query
reply which includes all the entity information in a structured
way.

7th. SIP Integration

For the purposes of a proof of concept implementation the
Columbia SIP client and server was used while the first author
was with Telcordia Technologies, Inc. The SIP client is
written in Tcl/Tk while the SIP server is written in C. The
operations that the SIP client allows are user registration, user
signoff and refresh of user registration because of the soft state
registration. The attribute value naming system provides
similar operations in addition to attribute value pair
modification and attribute value pair addition and deletion
operations. With these additional operations an entity can have
a variable behavior in terms of the services this entity provides
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and causes the queries of the other entities to have variable
outcomes. Therefore we integrated these additional operations
in the SIP client as well as the SIP server.

SIP provides a mechanism for its extensibility by means of
stating in a SIP packet if the packet needs special handling
(“Require” packet header). Therefore providing a new user
location service is smoothly integrated with the SIP protocol
by using the special SIP packet header. Every SIP packet
originating from a SIP client to a SIP server carries this special
header if the attribute based naming system is used. Along
with the “Require” header another header (“Abea-name”) was
added. The additional header serves the purpose of carrying
the information specific to the attribute based naming systen.
This information is the actual message (registration, signoff,
attribute  modification/deletion  and  application  level
forwarding). In the reply packets the same header operates as
the reply from the location server. All the necessary User
Interface components for the additional operations were added
to the Tel/Tk SIP client and all the demultiplexing code for the
new location service was incorporated in the SIP server. These
include components for registration and modification of an
entity description, as well as for the query construction. The
registration, the signoff and attribute
modification/addition/deletion operations are encapsulated in
SIP REGISTER requests, while the user query is encapsulated
in SIP INVITE requests.

<reply>

<userid>AF134BC_CD975_1</userid>
</reply>

(@
<reply>
<error>User Not Found!</error>
</reply>
()
<reply>
<list>
<entity>
<user>
helen @veria.ee.ucla.edu:4500
</user>

<attribute_value_list>
<itemr»a=l</item>
<item>b—new york</item>
<item>d=876</item>

</attribute_value_list>

</entity>
</list>
</reply>

©

Figure 11. XML Reply Examples

After the SIP server receives a SIP packet that requires
special handling the attribute based naming server is contacted
to take care of the special operation. This server processes the
request and returns an XML reply to the SIP server. If the
request was a registration/signoff/attribute modification
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addition and deletion then the reply does not need to be further
processed by the SIP server. The XML reply is subsequently
sent to the SIP client for being processed. If the request was a
query request then the SIP server processes the XML reply.
formats the reply according to the SIP protocol (list of contact
information) and returns the reply to the SIP client. No further
processing is need on behalf of the client because the reply
does not contain any special handling directive.

Send(Hello) to
all Friends

Friends are at
A

[ Registration
[ Forwarding

Friends are at
B

Figure 12. Application level forwarding

8th. Information Distribution and Request Processing

In the case of an entity registration, entity signoff and entity
description modification the requests are forwarded to the
whole distributed system or to a set of servers. This is
accomplished by scoping the messages using the time to live
message field.

In the case of registration and update messages the Server
Engine updates the local database, determines the neighboring
server(s) and forwards the requests to the set of qualifying
servers (neighbors with the message scope). They, in turn,
update their databases and forward the requests to their
neighbors.

In the case of a client query the Server Engine searches the
local database and if any registration records are found, it
returns them to the requesting client. Otherwise the necessary
information for the open client connection is stored in the
Open Client connection table and the query request is
forwarded to the neighbors of the current name server. This
form of a query request follows the recursive query principle,
which is also followed by the DNS servers. If the query
reaches a terminal server (no neighbors other than the one that
send the request) and no records satisfy the query, no negative
reply is sent back. In this way the network does not fill up with
unnecessary negative repiles. The purpose of a query is to find
some entities satisfying the query and not to receive negative
replies. This means that the originating server implements a
mechanism to send a negative reply to the client after a timeout
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period. If negative replies were tracked, additional state should
be preserved in each server that forwards the query, so that it
gathers all the replies from the other servers (downstream
servers) and send one reply back to the server that it got the
request from (upstream server). In this case the timeout
mechanism would also be necessary for each upstream server.

When an application-level forwarding message enters a
name server, the name server searches the local database to
find all the records that satisfy the query. If some records are
found, the server determines if the entitics described by the
records have registered to the current server directly or via a
registration forward message from another server. If the entity
has registered directly with the current server the data part of
the message is sent to the matching entities using UDP
packets. If the entity has registered directly with another server
the application level forward packet is sent to that server. Thus
if the registration message has gone through a series of servers
then the application level forward packet will go through the
reverse path (Figure 12). If no records were found in the local
database the message is forwarded to the neighbors of the
current server and the procedure above is repeated.

L. RELATED WORK

1st. Content based routing

In [4] the authors have implemented a content based
addressing and routing architecture based on the
communication model of an event notification service. This
model clearly differs from our approach in the proposed
architecture. They base the content routing on the event
notification service called SIENA [3], which is in principle, a
publish/subscribe service. The users interested in some piece
of information subscribe their interests in terms of constraints
on attribute values. Each interested user registers a filter
similar to our query and every piece of published information
(notification) is filtered through the user subscription (filter). If
a notification matches the subscription then the notification is
forwarded to the interested party. The philosophy of this
approach is clearly different from our approach in which users
issue the filters that scan the information database of an
attribute based location server. However our approach could
benefit from the techniques for merging subscriptions when
one subscription can be logically inferred from another. These
techniques could be used for implementing an indexing
scheme for more efficient searching through our distributed
system.

2nd. Lightweight Directory Access Protocol, WHOIS and
WHOIS++ Service

The Lightweight Directory Access Protocol (LDAP)[17] is
a protocol for accessing directory services like X.500 [7].
However it is not extensible and flexible enough to provide a
location service that can do more than just binding of user
descriptions to low level addresses. The WHOIS and
WHOIS++[9][6] services are designed (o provide information
about the Internet users similar to our scheme but the
supported query language is limited. It supports only
equalities, regular expressions and wildcards combined with
the AND, OR and NOT boolcan operator, thus making the
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matching procedure purely string oriented. Our scheme
provides a richer collection of operators and matching
mechanisms.

3rd. Service Discovery Protocols

The Service Location Protocol [15] is a protocol for
discovering network services with a different query language
that firstly indicates the type of service that is being searched
and then the attributes of this service in a structure-free
manner. The services register with a central directory agent
that maintains all the necessary information about the available
services and handles the client requests. Our approach is not
restricted to only network services and it does not include a
centralized repository of user registration information.
Moreover our query language has more operators and a query
modification machanism that is applied on the result of the
query.

The Secure Service Discovery Service [5] proposes an
architecture of hierarchically connected directory servers that
maintain the descriptions of network services in XML [2].
Additionally the servers exchange indexing information in the
form of lossy compressed summary service records. The query
language [16] used by SDS is based on the XML, and it is less
expressive than our query language since it is oriented to
search through XML structured information.

4th. Intentional Name Resolution

Intentional Name Resolution [1] from MIT addresses the
descriptive name resolution and application level packet
forwarding problem by creating a distributed system of
descriptive name resolvers (INRs). These resolvers are also
responsible for disseminating routing information about the
registered intentional names. Networked entities are described
with attribute value pairs that are hierarchically structured in
order to narrow down the search space. However this approach
has the drawback that the queries must also be structured in the
same way that the information is structured. Therefore the
entities issuing queries must know the exact information
structure so that their queries are correctly resolved. Our flat
naming scheme does not impose this limitation and it enables
us Lo also incorporate information similarity indicators that can
be used for evaluating the relevance of a descriptive name.

F. FUTURE WORK

The current status of the implementation enables a SIP user
to invite another user issuing a query with the following
modifiers: a) ANY: return any record that matched the query,
b) ALL: return all records that matched the query and ¢)
NEARESTFROM(x.y,z): Return the records that are nearest to
the given point d) modify and delete attributes thus changing
the behavior of the query matcher. If an entity d changes a type
of service, it can use this mechanism to update its registration.

The scope of the registration messages can be selected by
the client so as to minimize the amount of the forwarded
registration messages and the amount of storage for each
server. This solution however calls for an indexing scheme
since the unsatisfied queries in one server will be virtually
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broadcasted in the whole network of the location servers. This

problem can be solved by having the registration and update

messages forward the attribute names beyond the scope of the
message. In this way each neighbor in the neighbor table will
have a list of attribute names that the server knows something
about. The server either has at least one record that includes
this attribute name or it knows another server that has similar
information. In this way the queries are forwarded to the
neighbors that have some information about some attribute
names. In addition to maintaining attributc names cach
neighbors can have indexes of attribute names as well as the
ranges of the values of attributes. Moreover an indexing
scheme similar to the one used in [4] can also be employed.

With the attribute based naming system in which the queries
are an important part (for the INVITE requests and for the
application level forwarding), the SIP users can implement
some interesting types of services like the following:

1. The users can register with the following attributes: i)
DISCLOSE_USER = [userlist] which means that if the
user that issues the query is in the user list then and only
then a matched record is disclosed and it is taken in
account for the filtering process that the modifier imposes,
ii) DISCLOSE_MACHINE = [machinelist]; in this case
the records are disclosed if the originating client issues the
query from a machine listed in the machinelist, iii)
DISCLOSE_TIME[FROM-TOY]; this attribute is used by a
uscr that requests from the system to disclose her
information if the query is issued in the time interval
[FROM-TO].

2. A message system can be implemented using the
application level forwarding ability of the location server.
This can be done by encapsulating the application level
forwarding message inside an INVITE request by using
the “Require” keyword in the SIP packet. A unified
messaging system was proposed by [13], which involves
SIP and RTSP (Real Time Streaming Protocol). Our
system enables a different architecture for implementing a
messaging system using the added functionality of the
location service.

3. Since a query can be forwarded in the network of the
location servers it would be good if the location server
had the ability communicate with SIP clients and servers.
The intuition behind this is that a query may reach a
destination user’s network and then return to the
originating user. After that the originating user sends an
INIVTE request. If the location server is able to play the
role of a proxy it can initiate a call thus eliminating one
roundtrip message exchange.

G. CONCLUSION

The Session Initiation Protocol is used to setup real-time
sessions among users that register with a SIP Server using user
names that resemble an e-mail address. The location server
utilizes the user information in order to find the user’s contact
information, which serves as the other communicating party’s
SIP address. In this paper we deal with the problem of making
the INVITE requests address a user with a more natural way
by using attribute value pairs. We have presented the overall
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architecture for two types of location servers, a centralized and
a distributed one. A distributed location server enables a user
to register locally while it can be found by any other SIP
server that uses another location server connected with the
former one. This can be done either with full replication of the
location information or with scoped registration and indexing
of the attribute names. Along with the ability to locate mobile
users a messaging service based on the application level
forwarding feature can be implemented.

The attribute based naming system proposed for the location
server enables the SIP users to initiate calls to users whose
exact SIP addresses may not be known. The only requirement
is that the users register with enough attribute value pairs so
that other users can discover them using the proposed attribute
based location service.
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Abstract We focus only on SIP which we believe to be the real
enabler of integrated services'.

We introduce a decomposed architecture that Unfortunately, firewalls and NATs seriously inhibit

accomplishes traversal of Internet telephony sessions
across firewalls and Network Address Translators
(NATSs). As opposed to building monolithic firewalls and
NATs with Application Layer Gateways (ALGs), we
suggest placing application logic out of routers into
signaling servers. Expected benefits of decomposition are
better maintainability, lower costs, higher performance
and enabling security in application-layer hop-by-hop
signaling. The missing piece needed to build the proposed
architecture is a protocol that connects individual
elements of the decomposed architecture. Minimum
required functionality of the protocol is opening/closing
pinholes in firewalls and maintaining address translations
in NATs. We call this protocol Firewall Control
Protocol and discuss design issues related to it.

Index terms: Internet telephony, Firewalls, NAT,
Firewall Control Protocol

A INTRODUCTION

Internet telephony is a novel application with numerous
appeals to both users and service providers. In beginnings
of Internet telephony, the main driver was economical
transport of long-distance phone calls. However, it is
being recognized that the major appeal is open service
model, programmability and ability to integrate voice
with numerous Internet services. Click-to-call, instant
messaging, video conferencing, gaming and virtual reality
sessions are only a few of numerous examples.

The major components of Internet telephony
architecture are media transport and signaling protocols.
The primary purpose of a signaling protocol is session
control between two or more participants. The session
protocol is used to locate prospective participants,
negotiate session endpoints and session parameters such
as audio codecs used. Currently, there are two signaling
protocols: Session Initiation Protocol (SIP [1]) developed
by IETF and H.323 [2] developed by ITU-T. Problems
addressed in this text are very similar for both protocols.

operation of Internet telephony. Static filtering policy
prevents dynamic media packet flows from traversing
firewalls. Network address translation causes a mismatch
between translated packet flows and not-translated
addresses conveyed in signaling and results in a failure to
establish a session as well. As a result, user behind
firewalls/NATs cannot communicate with users on the
Internet. It is hard to estimate how many users are
affected by presence firewalls and NATs for many
reasons, however it is not unreasonable to say that the
problem size is big. Brian Carpenter's recent hand waving
estimate’ was 40% of users (160 Mio.) were behind a
firewall and/or NAT.

In the remainder of this paper, we suggest a new
architecture that improves existing solutions primarily in
terms of maintainability. Section B refreshes the notion of
firewalls and NATs and explains why they inhibit
Internet telephony sessions. Our solution, decomposed
firewalls/NATSs, is introduced in Section C. Section D
reviews design issues related to central mechanisms of
our proposal, Firewall Control Protocol. Related work
dealing with this problem is reviewed in Section E.

B. BACKGROUND

Ist. Firewall Refresher

Generally, firewalls serve the purpose of centralized
network security administration. In networks with many
hosts, it is infeasible for administrators to maintain all of
them and check them for bugs or malicious code
threatening security of the device, its users or the
network. Thus firewall administrators define a restrictive
traffic policy that typically allows only traffic from and
to processes considered trustworthy. This policy is

! Readers interested in comparisons of both signaling
protocols may want to check the following webpage:

hitp:/fwww. fokus.gmd.de/glone/projects/ipt/sip. html

2 http:/twww. fokus. gmd.delusr/iku/private/feplemail-
notes/bcl. html
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enforced centrally in a firewall through which all traffic
passes.

An inherent problem of such centralized enforcement
points is they are also centralized points of failure and
subjects to performance bottlenecks. Alternative solutions
that rely on pushing the policy to all administered hosts
have been proposed [3]. Software based on this scheme is
also implemented though not widely deployed. We focus
only on traditional centralized firewalls in this document.

Though firewalls operate at network/transport layer
application-layer policy may also be enforced. The
construct used deploys proxies, i.e. trusted processes that
relay application messages and enforce application-layer
policy on them. Firewalls are configured to permit
application traffic identified by port numbers only to and
from the proxies.

Firewall policy is also frequently used to prevent
internal network users from "doing bad things" such as
looking at entertainment web-sites during office hours
and wasting network bandwidth. It should be noted that
though unknowledgeable users are prevented from doing
so, motivated inventive users are not. With some effort
they always can build tunncls that mect sccurity policy
but contain traffic whose presence was unwanted.
Software for subverting firewall policy is publicly
available. (Check "Linux Firewall Piercing™ or Http
Tunnel *)
2nd.  NAT Refresher

NATs[4] were primarily introduced to conserve
exhausted IP space. NATs allow hosts to share IP
address. They operate transparently without hosts being
aware of them.

Meanwhile, NAT has found also other uses -- it is
deployed for load balancing, address translation between
IPv6 and IPv4 realms[5] or transparent recovery from
access failures in mmlti-homed networks. It is also
believed that NATs increase network security by
obfuscating addresses of hosts behind them. However this
belief does not seem to have a reasonable justification.

Network Address Translation is known to cause
numerous  troubles[6,7]. T. Hain  summarized
architectural implications of NATSs in [8]. He identifies
the major drawback of NAT in loss of transparency of
end-to-end connectivity. (Carpenter explains Internet
transparency, the end-to-end model and threats to it in
[9].) Transparency loss leads to numerous problems such

http://www.linux.org/docs/ldp/howto/mini/Firewall-
Piercing.html
* http://www.nocrew.org/software/httptunnel. html
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as inconsistent address translations due to parallel NATs
and alternating routing, higher overhead and lower,
inhibiting security protocols relying on value of IP
address (ipsec, dnssec, Kerberos, ssh), inhibiting
applications relying on session control protocols, etc. K.
Moor, a dedicated NAT opponent, maintains a webpage
with a collection of arguments against using it’.

Regardless of NATSs' drawbacks it is unlikely they will
disappear from the Internet in the near future. An
ultimate solution to the lack of address space would be
deployment of IPv6 however it is unclear in which time
frame it will be deployed if at all. Hope still lives that
mass deployment of IP-only cell phones will encourage
IPv6 deployment.®

3rd. VoIP Incompatibility with Firewalls/NATs and
Solution Space

Unfortunately, both firewalls and NAT are a serious
obstacle to deployment of Internet telephony.

The source of problems with firewalls is their packet
filtering policies are static whereas Internet telephony
introduces dynamic conditions. Session signaling
protocols are used to negotiate dynamic IP addresses and
port numbers, signaling may be initiated by third parties,
call parties may change IP address during a session, etc.
Static IP/transport layer policy simply does not capture
the dynamic nature and complexity of Internet telephony.
In particular, SIP signaling messages convey dynamic IP
addresses and UDP port numbers of media receivers in
their SDP payloads. Static, SIP-unaware filtering policy
may permit signaling itself but fails to permit media
streams to receivers described in SDP payload.

To enable firewalls to understand application needs
while still keeping their filtering policies as restrictive as
possible, a real-time link between them and applications
is needed. This link enables firewalls to learn what
applications currently need and adapt its filtering policy
accordingly. Two ways for connecting application with
IP/transport layer in firewalls can be used: explicit and
transparent. With an explicit link, applications tell
firewalls what they need using a signaling protocol like
SOCKs[10]. The application-awareness responsible for
signaling to firewalls may be living in end-devices as well

s Keith Moore: What NATSs break;
http:/fwww. cs.utk.edu/~moore/what-nats-break. html

 Fred Baker posted an interesting e-mail on IPv6
deployment to the IETF mailing list. A copy may be
found at

http:/fwww. fokus.gmd.de/usr/jku/private/fcp/email-
notes/fbl. html
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as in application relayers. The other way is to build-in
application-awareness  (called  Application  Layer
Gateways, ALGs) in firewalls, let it inspects application
payload and adapt rule-bases transparently.

With NATSs, problems are caused by a mismatch
between original addresses conveyed in signaling and
translated addresses in packet headers of media streams.
If a SIP caller or callee behind a NAT advertises a
private, non-routable address of its receiver in her
signaling message, media streams sent by the other call
party to this address will never reach its destination.
Details of how NAT affect SIP are well described by
Rosenberg, Drew and Schulzrinne in [11].

Like with firewalls, two solutions are possible: explicit
and transparent. RSIP[12] is an experimental explicit
solution developed in IETF. It allows hosts to borrow
routable addresses temporarily. ALGs are conunonly
used to attack the problem in the transparent way.

The choice between explicit host-driven signaling and
transparent ALG mechanisms is a trade-off between
better end-to-end compatibility and deployment casiness.
Transparent ALG mechanisms need no updates of
TCP/IP stack or even applications in end-devices. On the
other hand, application awareness residing in network
devices is a departure from end-to-end model and retains
some incompatibilities. In particular, outdated ALGs
may not understand new applications, NAT and firewall
ALGs cannot inspect encrypted signaling, and NAT
ALGs cannot change authenticated signaling.

We argue there is a compromise that merges
advantages of both solutions: It does not force upgrading
end-device while it significantly softens architectural
drawbacks of embedded ALGs. The idea is to reuse
application awareness living in call signaling servers and
allow it to manipulate firewall/NAT packet processing.
The construct relies on the decomposition principle:
"divide et impera". The architecture is described in the
following section.

C. DECOMPOSED FIREWALLS/NATS

The intent of our architectural proposal is to reuse
logic of complex application servers (SIP proxies, H.323
gatekeepers, etc.) as opposed to embedding additional
application stack in network devices. In a typical scenario
(see Figure 1), an IP telephone sends and receives SIP
signaling via a SIP proxy responsible for the
administrative domain to which the phone belongs. The
SIP proxy inspects signaling and checks it against some
application-layer policy. The policy may require the local
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call party to authenticate, it may drop call requests
coming from well-known spam domains, etc. When a call
request is approved and both parties agree to set up a
call, the SIP proxy instructs the firewall belonging to its
administrative domain to punch holes for media streams
belonging to the approved call. A protocol, which we call
Firewall Control Protocol (FCP), acts as the link
between application and IP/transport layers. It allows
applications to determine transport/IP layer processing in
firewalls, NATs and possibly other network devices.
Eventually, both call parties send audio packet streams
directly via the dynamically generated pinholes.

administrative domain
example.com

SIP

media
FCP-enabled
firewall

Note: A new term capturing a broad class of
network devices residing in network and
performing functions beyond IP routing is gaining
acceptance: middlebox. B. Carpenter wrote
taxonomy of middleboxes[13]. We focus explicitly
on firewalls and NATs in this paper however it
could be possible that our proposal is applicable to
problems caused by other middleboxes as well.

This construct is quite close to traditional embedded
ALGs as it assumes application-awareness residing in the
network. However, it fixes many shortcomings from
which embedded ALGs suffer.

A major advantage for middlebox vendors is reduction
of development costs. Reusing application awareness
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residing in existing servers relieves middleboxes from
understanding and implementing various application
protocols and dialects/versions of them. It is
responsibility of application protocol developers to bind
their applications to them. Instead of developing NxM
embedded AI.Gs for N applications and M middleboxes,
N "pluggable” ALGs can be coupled with M middleboxes
resulting in N+M protocol stacks.

A great advantage for middlebox operators is they are
relieved from vendor dependency. Once they are given a
generic open interface they will be able to use ALGs
supplied by third parties. They even may create their own
ALGs. In neither case are they at the mercy of vendors
and do not have to wait until a vendor implements an
ALG for its middlebox.

Allowing external application servers to control
middleboxes also allows for hop-by-hop signaling
security model that is not feasible with embedded ALGs.
This model relies on the notion of transitive trust. It
assumes applications in which end-devices are explicitly
aware of next-hop server to and from which they relay
application messages. The servers propagate them to
further servers until they reach a destination end-device.
Communication between adjacent hops is secured using a
transport or network layer security protocol. All involved
hops have unlimited access to messages but the
communication between hops is secured against man-in-
the-middle attacks. This scheme allows the hops to
inspect/modify  application messages and  control
middleboxes accordingly. Though one might have doubts
about benefits of hop-by-hop security as compared to
end-to-end security, it at least eliminates a subset of
security threats. Clearly, end-to-end security does not
work with firewalls/NATSs at all.

Moving application-awareness out of middleboxes is
also likely to improve their performance. Being
knowledgeable of applications requires keeping and
processing application state. On many platforms,
application-layer inspection results in interrupts that
increase packet processing delay. We expect that if
middleboxes speak a simple control generic protocol as
opposed to processing a number of complex applications,
their packet processing performance will improve.

The essential component of the middlebox architecture
is the Tirewall Control Protocol. This name refers to a
concept rather than to a specific protocol. It is quite
likely, that an existing protocol such as SNMP, Cops or
Diameter will be used for this purpose. We describe
protocol design issues in the next chapter.
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D. FIREWALL CONTROL PROTOCOL: DESIGN ISSUES

4th. Functionality Scope

The primary objective of the Firewall Control Protocol
is to link application logic residing in application servers
to IP/transport layer logic residing in firewalls and/or
NATs. As firewalls and NATs are both technologies
oriented on packet-flow processing and are mostly
implemented in same devices, it seems reasonable to
design a single protocol for dealing with both problems.
The protocol must be able to open/close pinholes in
firewalls and allocate/release NAT translations.

One could also think of other uses of such a protocol.
Suggestions appeared to use it to instruct edge routes to
set DiffServ bytes’ to particular flow or use it by
management tools to provision middleboxes in a
standardized manner. Especially the latter example would
require numerous additional protocol features such as
dealing with rule conflicts, support for reflexive rules,
ability to query rules, adding notion of direction to the
rules, support for keeping track of matched packets, etc.
However, as we are primarily interested in solving the
firewall/NAT problem and believe in power of simple
tools as opposed to all-disease-cures® we leave such uses
out of scope.

On the other hand we do not want to make prospective
future extensions impossible. Particularly, the ability to
extend rule language and associate new attributes, for
example traffic limitations or expiration period, with
pinholes seems to be essential for possible future uses.
Nonetheless, care must be paid to usefulness of the
specific attributes. An example of little use extensions are
attributes whose values are the same across all flows --
such attributes can be easily replaced by a global
configuration option. Another example of questionable
FCP extensions is attempts to solve end-to-end problems
such as QoS by controlling statc in a middlcbox. As end-
to-end problems are believed to be best served by end-to-
end protocols[14], manipulating state in the middle of
data path seems to be of limited use. Eventually, adding
attributes that describe application (e.g., by codec names
or application ids) beats the decomposition objective.

7 Some mailing list comments explaining why such
scenarios are rather of limited use may be found at

http://lists.bell-

labs.com/pipermail/sip/2000q2/000688.html and
http://lists.bell-
labs.com/pipermail/iptel/20004/000486.html.

8 Also nicknamed as "Wunderwaffen", "Mega-

weapons" or "ocean boiling protocols”.
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There are also other issues we recommend to leave out
of FCP scope. Setting up an operational relationship
between a middlebox and FCP controllers is an issue
orthogonal to FCP functionality. In common case, there
will be a few of trusted controllers maintaining manually
configured  security  associations  with  nearby
middleboxes. Lear examined issues related to middlebox
discovery in [15].

We also suggest not to support the ability to re-route
application messages to servers that are not on the
application path explicitly. Though potentially useful, this
feature would introduce additional complexity (e.g,,
encapsulation of re-routed packets) and is not needed in
SIP scenarios where signaling is typically routed via
signaling servers.

Sth. Layering

A fundamental design decision on which the
decomposed architecture relies is layering, i.e., separating
processing logic in independent layers. FCP makes the
cut between application logic and IP/transport layer logic
in a similar way socket API does. Both layers get
reconnected via the notion of packet flows. Packet flows
are sequences of packets from same source to the same
destination. They are described by packet selectors.
Typically, packet selectors include source and destination
IP addresses, protocol number, and transport layer port
numbers. They may also describe flow aggregates by
including wildcards in some fields.

Rules in middleboxes consist of packet selectors and
optional attributes associated with the selectors and
describing details of packet flows. In the simplest case,
rules could include zero attributes and their sole presence
would imply specific behavior such as permitting a flow
to traverse a firewall.

It is important to emphasize that IP/transport layer
flows arc an application-independent notion. This allows
arbitrary applications to use FCP to manipulate per-flow
state in middleboxes so that middleboxes are relieved
from understanding individual applications. Applications
translate their needs to a generic language.

6th. Decomposed Firewall Security Model

Splitting firewalls into multiple pieces introduces new
vulnerability places that were not present with monolithic
firewalls. We discuss the security model of the
decomposed architecture in this chapter. We focus
primarily on firewalls as these are used to make networks
more secure and breaking them would be a considerable
security concern.
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Firstly, we assume that middlebox controllers belong to
the same administrative domains as middleboxes
themselves and are trusted, administrator-maintained
entities. Though this is not dictated by FCP, it best
preserves security model of traditional firewalls that are
completely under central administrative control and treat
end-devices as untrustworthy. Alternative solutions
delegating the control to end-devices would constitute a
considerable departure from this model and also beat the
"easy-to-deploy" objective.

The next assumption is FCP clients use their
application knowledge carefully to decide if pinholes
should be opened or not. For example, a SIP proxy may
require a local call participant to authenticate herself and
both call parties to agree on setting up a call before it
punches holes for media streams.

Firewall Control Protocol has to be protected against
malicious attacks necessarily. If attackers had the
possibility to "impersonate” a trusted controller or modify
its requests, they could easily corrupt the firewall policy
and exploit it for further attacks. It is a must requirement
that only unaltered FCP messages from authorized parties
may be reccived in cither direction. Authentication and
message integrity mechanisms are desperately needed.
Generic security protocols operating bellow application
layer (ipsec, TSL) are likely to be used for this purpose.
Though light-weighted  protocol  security, e.g.,
authentication by IP address and no message integrity,
could be sufficient in networks configured spoofing-
proof, FCP-enabled products should be build for general
conditions and have support for authentication and
message integrity.

It can never stressed be enough that protocol security is
a necessary but not satisfactory condition for security of
the entire system. Naive software implementations and
careless administration have been proven to be the major
source of security gaps.

Last but not least, firewalls should not blindly trust
what they are told by FCP clients. Even trusted,
administrator-maintained signaling servers may include
bugs that result in FCP request compromising system's
security. Thus we recommend that FCP-enabled firewalls
also maintain Access Control Lists (ACLs) against which
incoming FCP requests are checked. For example, such
an ACL may permit an authenticated SIP proxy to open
only pinholes from and to a phone pool and forbid port
numbers below 1024.

7th. Performance and Scalability Considerations
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The performance of the Middlebox architecture is
primarily determined by the fact it relies on per-flow
processing. The penalty is increased packet processing
overhead that grows with number of rules and affects
packet latency. Dynamic rule control may result in a
considerable amount of rapidly changing rules (Four
rules are needed for a typical telephony session: RTP and
RTCP rules in both directions.) and disqualify packet
classification algorithms relying on the ability to pre-
build well-performing rule bases.

There are two properties of dynamic firewall control
that may be exploited to improve performance. The first
is that order of subsequent firewall holes (i.e., rules that
result in identical action) may be arbitrarily shuffled
without changing security semantics of the rule base. The
other feature is the holes may be associated with
additional attributes gained from applications. These
attributes may be used to bhuild an efficient rle-base.

For example, if an application aware of what codecs
are used communicates expected bandwidth along with
rules to a firewall, the firewall may place high-bandwidth
rules in front of low-bandwidth rules. Though such a
mcthod is not very fair to bandwidth-saving codecs, it
results in lower average packet-processing delay as most
frequently hit rules are processed first.

Optimization of dynamically created rule-bases
remains subject to further work.

8th. Miscellaneous Issues

There are further more or less serious design issues
that we do not describe in this paper. Interested readers
may find discussion of them in [23]. The issues include
dealing with multiple middleboxes, packet fragmentation,
controller failures, etc. Discussion of related topic also
takes place on the mailing list of the IETF midcom
working group’.

9th. SIP-specific Issues

There are a couple of SIP-specific issues that have to
be considered when using FCP. In particular, outbound
proxies, funnel pinholes and FCP failure handling.

In general, SIP callers can send signaling requests
directly to destination. Unfortunately, if callers behind
NATSs or firewalls do so their signaling would miss local
STP server controlling a firewal/NAT. Callers wanting to
traverse a middlebox must configure their User Agents to

° Midcom WG:
http:/fwww.ietf.org/html.charters/midcom-
charter.html
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route signaling via an outbound proxy. They may learn
address of the proxy using DHCP[16] or another
configuration protocol.

Another issue is SDP payload conveyed in SIP
messages indicates only destination addresses. Firewall
rules that can be generated using this knowledge resemble
funnels in shape as they allow arbitrary senders to inject
packets to a permitted destination. However,
implementers of FCP-enabled proxies who fear such rules
are not restrictive enough may use source guessing and
limit source addresses to IP addresses at which call peers
listen. Though this method is not general it is likely to
cover a majority of telephony scenarios.

There is also a question of validity of rules over time. It
seems desirable to use soft-state techniques for rules to
prevent accumulation of state under erroneous conditions.
Especially with firewalls, a failure to release rules might
result in a relaxed filtering policy. It should be however
noted that straightforward implementation of a keep-alive
mechanism in a SIP proxy may result in stale state as
well. The reason is that session state maintained in a SIP
proxy and used to refresh middlebox state may itself
become stale if a call party fails to tcrminatc scssion
properly. To deal with this issue, using SIP-session soft-
state [17] and propagating SIP keep-alive messages to
middleboxes would be needed.

Other tricky issues implementers of FCP-enabled SIP
proxies have to keep in mind are re-INVITEs that may
result in changed middlebox rules and early media [18]
that is sent and need to traverse middleboxes before
session establishment completes.

L. RCLATED WORK

IP telephony's need for a firewal/NAT control
interface has been recognized and documented by
Rosenberg[11] and Shore [19]. Molitor proposed a
firewall control API [20] and Srisurcsh proposcd a NAT
API [21]. An early attempt to use a protocol for this
purpose was made by Huitema [22].

We presented an initial framework and set of
requirements for a control protocol [23] at 47" IETF
meeting. Since that time, forming a new working group
has been discussed. After long (and somewhat
controversial) discussion a new working group 'midcom’
was set up. At the time of submission of this paper, the
first working group documents were released.

Besides these standardization efforts, there are
proprietary solutions. Authors are aware of solutions by
Aravox and Marconi. The Aravox protocol was
submitted to ETSI.
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Solutions for firewal/NAT control from end-devices
have also been proposed. RSIP[12] deals with NAT.
Roedig suggested using RSVP to deal with firewalls in
[24]. Neither solution requires rebuilding applications and
they are both closer to the end-to-end model. On the other
hand, they require TCP/IP stack in end-devices to be
rebuilt. We are also unsure if it is a good idea to deal
with "evil middleboxes" by adding explicit compatibility
protocols to end-devices.

Early SIP and H.323 ALGs start to appear in some
firewall products. (Both SIP[25] and H.323 ©NAT ALGs
are available for Linux.)

Rosenberg and Schulzrinne, frustrated by lack of
deployable solutions and disappointed users being
inhibited from enjoying Internet telephony, suggested
tunneling Internet telephony protocols through https ports
in [26]. This suggestion belongs to the class of policy
subversion mechanisms. These mechanisms attempt to
transport  application protocols through channels
explicitly permitted by firewall policy.

Nonetheless, we expect that easiness of deployment
will be the factor to decide which solution family will be
uscd. We anticipate opcrators of access and corporatc
networks will be attracted by solutions requiring
minimum changes to their infrastructures. From this point
of view, embedded ALGs and external FCP-enabled
ALGs seem to have greatest chance to get deployed.

F. CONCLUSIONS

We described how firewalls and NATs break
communication between Internet telephony users and
reviewed solution space. The solutions fall into the
following categories: junking firewalls and NATS,
embedding ALGs in firewalls/NATS, controlling them
from end-devices and controlling them from proxies.

We advocated the last approach, as it seems to be the
casicst onc from the deployment point of view. It requires
only change to firewalls/NATs and signaling servers;
end-devices remain completely untouched.

We know that it is a horrible, horrible hack. Linking
application to transport/IP layers anywhere else than in
end-devices breaks the Internet end-to-end model.
However, it should be noted that this link was already
presented by ALG patchwork and our primary ambition
is to make ALGs easier to live with rather than to migrate
to a radically different solution.

The other alternatives do not seem be better off. The
junking approach is unrealistic. Embedded ALGs put

'H.323 ALG:
http.://www.coritel.it/coritel/ip/sofia/nat/nat. html

46

device operators on mercy of vendors. End-device
controlled firewalls constitute a considerable change in
security model and require updates of end-devices.

The FCP approach also features other advantages. It is
likely to perform better and result in lower development
costs. Additionally, it allows for hop-by-hop signaling
security.

In spite of these apparent advantages, we expect
embedded ALGs to dominate in the early stages. There is
currently no standardized FCP solution and middlebox
traversal needs to be solved rapidly. In the long run, we
anticipate wide support for FCP. Feedback from vendors
indicates frustration from having to implement every new
application stack in their devices. This frustration will be
most likely the major driving force behind adoption of the
FCP construct.
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Abstract—ECLIPSE is a virtual telecommunications network based on
IP. It is the result of an ongoing research project at AT&T Labs — Re-
search that is investigating next-generation telecom service architectures.
The ECLIPSE Statecharts 1 was developed to simplify feature (ser-
vice) development, for example call waiting, by supporting a smooth transi-
tion from design to implementation and by supporting automated semantic
analysis. The modular nature of ECLIPSE features necessitates that they
utilize well-defined protocols for communicating with one another. If an in-
dividual feature fails to obey the protocol then it is likely that subscribers to
the feature will be unable to complete calls. This paper describes a tool that
uses the Mocha model checking tool to analyze ECLIPSE feature modules
to ensure that they satisfy the specified protocols.

Keywords— DFC, Distributed Feature Composition, telecom services,
voice over IP, VoIP, UML Statecharts, Mocha, model checking, Java

I. INTRODUCTION

CLIPSE is a virtual telecommunications network based on

IP. It is the result of an ongoing research project at AT&T
Labs — Research that is investigating next-generation telecom
service architectures. The ECLIPSE network is intended to sup-
port multimedia telecommunication services involving voice,
video, and text in seamless composition. The ECLIPSE network
is designed to he device-independent to accommodate today’s
range of soft and hard devices such as cable phones, Microsoft
Netmeeting™, AOL Instant Messenger™, as well as multiple
external networks such as the public switched telephone net-
work (PSTN). ECLIPSE provides a framework for rapid devel-
opment and deployment of telecom services. It also provides
a framework for managing “feature interaction,” a problem that
has hampered customization and rapid innovation of services in
traditional telephony. ECLIPSE is an instance of Jackson and
Zave’s Distributed Feature Composition (DFC) virtual architec-
ture [1]. DFC provides a framework for exposing and managing
feature (service) interactions in multi-party, multi-feature (ser-
vice) and multi-media “calls” in telecom networks. ECLIPSE
implements DFC in an IP setting.

The ECLIPSE Statecharts language, hereafter referred to as
“ECLIPSE Statecharts”, was developed to meet the needs of
ECLIPSE feature developers. Before ECLIPSE Statecharts was
developed, ECLIPSE features were implemented using a gen-
eral programming language (Java). It became clear early on that
using a general programming language was inadequate for this
purpose since it was easy to introduce faults into the feature
logic, even for the simplest of features. For example, devel-
apers would forget to account for possible feature states, they
would neglect to account for messages that might be received
from the feature’s environment, and they would respond incor-
rectly to messages received from the environment. For a more
complicated feature like call waiting, which involves multiple

G.W. Bond, N. Klarlund and R. Trefler are located at AT&T Labs — Research,
Florham Park, NJ, USA; E Ivandic¢ is located at University of Pennsylvania,
Philadelphia, PA, USA

partics, the problems were worse sinee the number of states and
possible interleavings of messages exchanged with the environ-
ment were much greater. ECLIPSE Statecharts was designed to
address these problems.

ECLIPSE Statecharts is a customized version of the Unified
Modeling Language (UML) Statecharts behavioral description
language [2], [3]. The UML Statecharts language, hereafter
referred to as “UML Statecharts”, is a graphical language for
describing hierarchically structured state machines. Since it is
a graphical language based on state machines it is well suited
for describing the high level behavior of system structures. The
language supports hierarchically structured state machines so it
is possible to describe complex behavior with simple diagrams.
The language also supports a number of concepts that are useful
for describing timed, reactive systems, for example concurrent
state machines, timed transitions, and a number of inter-object
and inter-state machine communication mechanisms. In addi-
tion to being a powerful behavioral description language, UML
Statecharts is part of the Object Modeling Group’s UML stan-
dard for object-oriented system modeling. For this reason, a
growing number of tools are available or in development to sup-
port the language.

As a design language UML Statecharts might have sufficed
for describing the high level behavior of ECLIPSE features.
However, by incorporating a number of ECLIPSE concepts into
the language, it is possible to formally translate an ECLIPSE
feature design to an implementation. Indeed, experience has
shown that a feature described with ECLIPSE Statecharts needs
very few additional implementation details.

Since ECLIPSE Statecharts are based on finite state machines
they are suitable for automated analysis. The ability to analyze
ECLIPSE feature logic is desirable for a number of reasons. A
consequence of the underlying architecture of ECLIPSE is that
the failure of any feature module involved in a call (“feature
box’ in DFC) can cause the entire call to fail. Moreover, since
the ECLIPSE architecture is open we expect third-parties to de-
velop features for use in ECLIPSE networks. For these reasons
it is important to ensure that each feature module deployed in an
ECLIPSE network satisfy certain minimal integrity constraints.

One way to ensure that these constraints are met is to use run-
time monitoring of individual features. This approach, which is
still used in parts of the current ECLIPSE network, imposes run-
time overhead which we would prefer to avoid. A complemen-
tary approach is to analyze feature logic prior to its deployment
in the ECLIPSE network. Using this approach, features that sat-
isfy the constraints no longer require run-time monitoring.

In the current ECLIPSE system, ECLIPSE Statecharts exist
as a set of Java classes (i.e. state classes, transition classes and
an interpreter class). The Java compiler is used to perform syn-
tax checking and type checking. However, the compiler cannot
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detect domain-specific semantic errors. To do this we have de-
veloped a tool to perform simple static analysis functions similar
to the C language’s lint tool, as well as to perform more complex
model checking tasks on the code to ensure that a feature inter-
acts correctly with its environment. The actual model checking
task is performed using the Mocha model checking tool [4], [5].

II. DFC

The DFC architecture is an instance of the “pipes and fil-
ters” architectural design pattern. As shown in Figure 1, a DFC
network consists of instances of a small number of component
classes: Line Interface (LI) boxes which connect a single device
to a DFC network, for example, a black phone; Trunk Interface
(TI) boxces which connect another network to a DFC network
e.g. the PSTN; Feature boxes which implement feature logic
e.g. call waiting.

‘When a call is initiated from an LI or TI box, the router finds
the destination LI or TI and then finds the feature boxes that are
to be inserted based on user subscription data and precedence
rules. Figure 2 shows how boxes establish connections between
each other by exchanging DFC messages between peer ports ac-
cording to a protocol defined as part of DFC. The overall graph
of boxes that is constructed over the course of a call is called a
usage.

III. INTER-PORT MESSAGING

In ECLIPSE, the behavior of an individual feature box is de-
fined using an ECLIPSE Statechart. A feature box can com-
municate with its environment only via its ports which are con-
nected to ports on peer boxes. A box’s Statechart defines how
the box reacts to messages it receives on its ports. The actions
performed by a box in response to a message may include send-
ing messages out its ports. Message exchange between peer
ports is asynchronous and each port has its own message queve
for incoming messages. This form of messaging is a refinement
of one form of messaging specified by UML Statecharts.
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In ECLIPSE Statecharts, as in UML Statecharts, transitions
have labels of the form: event[guard]/action, where each la-
bel component is optional. Events are message receive opera-
tions on a port, guards are arbitrary boolean expressions, and
actions are arbitrary expressions, which often include send op-
erations on ports. A transition is enabled (fireable) if there is
a message available in the specified port’s queue and the guard
evaluates to true. In ECLIPSE Statecharts we use the following
notational short forms (borrowed from the CSP language[ 6]):
port!message to send, and port?message to receive.

For the reader familiar with UML Statecharts, you should
note that, unlike UML Statecharts where each object possesses
a single queue for incoming asynchronous messages, ECLIPSE
feature boxes potentially possess multiple queuves: one for each
port associated with the box.

IV. PORT PROTOCOLS

In order to support feature logic modularity in the context of a
pipes and filters architecture, DFC requires that box ports abey
well-defined protocols. These protocols ensure that a box can
insert itsclf into a usage as it is being constructed, and remove
itself from a usage when the usage is torn down. Once a box
is inserted into a usage, a box is able to effect changes on the
signaling and media associated with the “call” via its port con-
nections.

There are four classes of box ports defined by DFC: router
ports, which receive messages from a router, caller ports, which
are only able to initiate connections to peer boxes; callee ports,
which are only able to receive connections from peer boxes; and
dual ports, which can behave as either a caller or callee port for
the lifetime of a connection with a peer box.

A box programmer is responsible for ensuring that these pro-
tocols are correctly implemented for each port employed by a
box. Typically a box uses a number of ports. For example, the
ECLIPSE Statechart defining the feature logic for the call wait-
ing feature, shown in Figure 3, employs 4 ports: a router port
(labeled ‘box’), two dual ports (labeled “duall’ and ‘dual2’) and
a callee port (labeled “callee’). This Statechart utilizes the UML
Statecharts notions of nested state machines and history pseu-
dostate, as well as semantic refinements to UML Statecharts in-
volving transition priority based on message class and nesting
level, and port aliases. Port aliases permit indirectly specifying
the identity of a port, analagous to how a pointer indirectly spec-
ifies the identity of a variable. Three port aliases are used in the
call waiting feature: “sub’, ‘conn’, and ‘wait’. These aliases are
used to refer to the roles that actual ports play at any time dur-
ing the feature’s execution. For example, the roles of the ports
representing the connected participant (‘conn’) and the waiting
participant (“wait”) are exchanged when the subscriber (“sub’)
signals the feature with a flash-hook.

V. FEATURE LOGIC ANALYSIS

Feature logic analysis addresses the following two questions:
+ Did the programmer of the feature box consider all possible
input messages that the environment—the peers associated with
the feature box—can send to the feature box?
+ Does the feature box output only those messages to its envi-
ronmental peers that are expected by those peers?
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THE CALL WAITING FEATURE LOGIC

Performing this analysis is a two-step process. The first step
consists of translating the feature logic expressed as ECLIPSE
Statecharts code into a model suitable for use by the Mocha
model checking tool. The analysis of the model using Mocha
is performed in the second step.

Model checking ECLIPSE feature code takes place in a test
environment set up by ECLLIPSE2Mocha within the modeling
language framework of Mocha, called Reactive Modules (RM).
That is, given a feature box B, ECLIPSE2Mocha translates B
into RM and combines B with the RM versions of the standard-
ized environmental peer entities with which B expects to com-
municate. Finally, ECLIPSE2Mocha adds a distinguished bad
state to the RM model of B and its peers. The RM test environ-
ment behaves exactly like B combined with its peers except in
the case when either B sends a message to a peer which the peer
cannot accept or a peer sends a message to B which B cannot
accept. In either case the test environment transits to the bad
state.

Model-checking then consists of checking whether there is an
execution of the test environment from the initial state of B to
the bad state. This check can be easily embedded in the tempo-
ral logic which Mocha uses to evaluate RM models.

VI. TRANSLATION

The translation of ECLIPSE Statecharts feature logic code to
a RM model consists of the series of steps shown in Figure 4.

The feature logic code — written in a subset of Java — is first
parsed. The next step identifies the Eclipse Statecharts instruc-
tions, such as addState or addTransition and produces
an abstract model of the code expressed as a hierarchical state
machine. The hierarchical state machine is flattened, and then
port aliases are instantiated. Some preliminary checks are per-
formed on the resulting model and then a model is output in
RM. These steps are explained in more detail in the following
sections.

102
sub = dlual?;
conn = dual
dual2leotup 1.continued
akz?Upack /
dual2?Upnack
oox?Selup /
boxiUpnack
ECLIPSE
Statecharts
Code
parse
code
create hierarchical
FSM model
ereate flattened
FSM model
instantiate aliases
FSM model
preliminary
semantie checks
action
separation
- RM
Model

Fig. 4
TRANSLATION OF ECLIPSE FEATURE LOGIC TO A MOCHA MODEL

A. Parsing and Creating the Hierarchical FSM Model

The ECLIPSE Statecharts language is implemented in Java.
To define an ECLIPSE Statechart a programmer subclasses the
main FSM class and, in this class’s constructor, creates instances
of state and transition objects and invokes methods to add them
to the FSM. The parent FSM class, the transition classes and the
state classes comprise the ECLIPSE Statecharts language and
its interpreter.

Programmers can define action methods for transition or state
instances that will be executed by the FSM interpreter when a
transition fires or when a state is entered or exited. Similarly,
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programmers can define guard methods for transitions that will
be invoked by the FSM interpreter to determine if a transition is
enabled.

The parsing step parses the Java code that defines an
ECLIPSE Statechart. The parser grammar is customized to rec-
ognize the declarations of transitions, states, and their associated
action or guard methods, as well as declarations of ports associ-
ated with the box. The resulting parse tree contains the elements
of the Java code that are necessary for constructing the hierar-
chical FSM model.

B. Flattening

Since Mocha’s RM language does not support the notion of
hierarchical state machines, these are flattened to simplify trans-
lation to the RM model. Also, the semantics of Eclipse State-
charts are easily expressed in the flattened state machine. Thisis
particularly true for the transition priority rules used in Eclipse
Statecharts. Another reason for favoring a flattened state ma-
chine is that checking other properties not checked by Mocha,
like “Are all possible status messages in this state covered?”, is
much easier in a flattened state machine.

It should be noted that the flattening phase does not increase
the number of states in the state machine. On the contrary, it
may actually reduce the number of states in the state machine.
However, the flattening phase normally increases the number
of transitions. Furthermore, the number of states will increase
exponentially relative the to original program size when state
machines are hierarchically nested.

C. Instantiation

Eclipse Statecharts permit the use of port aliases—that is,
variables that range over the ports of the feature box. Mocha’s
RM does not directly support variable aliasing so the instantia-
tion step explicitly instantiates occurrences of port aliases with
their possible values. Instantiation results in adding conditions
to transition guards. In general, instantiation will also increase
the number of transitions.

D. Preliminary Semantic Checks

In this step we check certain semantic properties that are eas-
ily checked in the flattened state machine. Currently, we are
checking whether a state that accepts a specific status message
on a given port also takes care of all other possible status mes-
sages on that port. This is a nice by-product of flattening the
state machine, because certain properties can be checked easily
in a state-by-state fashion.

E. Action Separation

The RM model is not able to directly express the case of a fea-
ture box sending more than one message to the same peer during
one transition. If such behavior is detected, the sending actions
in the same transition are separated from each other by intro-
ducing a so-called micro-state y. By introducing a sequence of
micro-states, each with exactly one incoming transition and one
outgoing transition, we handle the fact of sending a sequence of
messages to the same peer. So, for example, if an action sends n
messages to the same peer, we introduce n — 1 new micro-states

Hig=1,. .,n—1-
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VII. CREATING THE REACTIVE MODULES MODEL

The final translation step shown in Figure 4 creates the RM
model for the Mocha model checker. In order to understand the
mapping from the flattened FSM model to the RM model, it is
necessary to provide some background information on Mocha
and the RM language itself.

A. The Model Checker Mocha

Moadel checking is emerging as a practical tool for automated
debugging of embedded software. In model checking, a high-
level description of a system is compared against a logical cor-
rectness requirement to discover inconsistencies. Since model
checking is based on exhaustive state-space exploration, and the
size of the state space of a design grows exponentially with the
size of the description, scalability remains a challenge. The
model checker Mocha is based on the idea of exploiting mod-
ular design structure during model checking. Instead of manip-
ulating unstructured state-transition graphs, it supports the hier-
archical modeling framework of Reactive Modules.

The language Reactive Modules is a modeling and analy-
sis language for heterogeneous concurrent systems with syn-
chronous and asynchronous components. This is accomplished
by the notion of time rounds. As a modeling language it sup-
ports high-level, partial system descriptions, rapid prototyping,
and simulation. As an analysis language it allows the specifica-
tion of requirements either in temporal logic or as abstract mod-
ules. Finally, as a language for concurrent systems, it allows a
modular description of the interactions among the components
of a system.

The behavior (executions) of a reactive system can be visual-
ized in a message sequence charts (MSC) like fashion by using
the simulator. To run the simulator, the user selects a module
and the submodules/variables to be traced. For each selected
variable, a vertical line shows its evolution in time. The value of
a variable is displayed only when it changes. The same format
is used to display the counter-examples generated by the model
checkers during failed verification attempts. The simulator can
be used either in automatic or in manual mode.

Mocha allows the specification of requirements in a rich tem-
poral logic called alternating temporal logic (ATL). By far the
most common requirements are invariants, and thus it is of ut-
most importance to implement invariant checking efficiently.
‘With this in mind, Mocha provides both fine-tuned enumerative
and symbolic state search routines for invariant checking.

B. The RM Model

The flattened state machine is translated into a single RM
module. The environmental peers are instances of predefined
RM modules. The combination of these RM modules consti-
tutes the RM model that is used for model checking.

The operational semantics of the state machine are explic-
itly translated into the RM model. The communication between
a box’s Statechart and its environmental peers is accomplished
using the following sub-round structure of one RM time round:
1. Firsta peer is chosen to send at most one message and update
its internal state.
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2. The feature box model will receive either no message or ex-
actly one message from one of its peers. If it does not receive a
message, it will not do anything. If it receives a message, it will
update its internal state, and it might also send messages to its
peers. Note that the use of micro-states constrains a feature box
model to send at most one message to any peer.

3. The peers will receive the messages from the feature box. If
a peer receives a message from the feature box, it updates its
internal state.

‘Whenever a peer receives a message that it does not have an
explicit transition for, the peer model fires an implicit transition
into a special “bad state”, that indicates the feature box is incor-
rect. Similarly, whenever the box model receives a message that
it does not have a transition for, the box model fires an implicit
transition into a bad state.

The approach to modeling we have adopted avoids explicitly
modeling the quenes between the feature box and its environ-
ment. Therefore, a message that is sent from a peer (and po-
tentially changes the internal state of the peer) has to be han-
dled immediately by the feature box model. In reality a feature
box might actually enqueue a peer message for a while before it
looks at it. So to avoid flagging an error in the feature box be-
cause it received a message that it was not expecting at this point
(the programmer merely decided not to bother with this peer in
this particular state), we have to ensure that the peer does not
send this message in the first place. Therefore, we have intro-
duced enabling flags that signal a peer whether the feature box
model is ready to accept any message the peer might want to
send at a given time.

‘We can avoid modeling the queues involved in the real system
by modeling them implicitly in the environment of the feature
box. The peers are allowed to skip a round where they are sup-
posed to send a message, which basically models the fact that
the previous message has not arrived at the peer yet. The possi-
bility to skip a message can also be interpreted as a delay of the
message from the peer (o the feature box. Afier careful consid-
eration of the environmental models it is clear that all possible
message sequences that the environment in the original setting
might send can be sent in the RM model.

The last step of our translation is the output of a RM modcl
of the feature box. The peers have predefined models that are
based on the state machines shown in Figures 5, 6, 7, and 8. If
a feature box sends out instances of status message subclasses,
rather than just instances of the parent status message class, it is
necessary to add transitions into the peer models. Consider the
case that a feature box sends out the status messages subclass
mi, ..., my toits peers. For cach transition in the peer model
that islabeled with “?status”, we will include a transition for
each message m; ;=1,... » with the label “?m;”.

As mentioned before, we translate the flattened state machine
as one RM module. The RM model maintains a variable called
currentState that ranges over all states, and keeps track of
the state that the flattened state machine is in. Each transition
is translated to one update rule in the model. An additional rule
covers the case that no message arrives from the environment
in a time round. This rule ensures that the state of the state
machine does not change. If a message arrives, but no update
rule is applicable, then we will enter a “dead state™ and flag
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an error. This covers one of the problems we are looking for,
because it basically means that the programmer of the feature
box has forgotten to take account for this particular message.

Figure 9 shows a sample transition in the flattened state ma-
chine. Its source state is A, and its destination is state B. It is
enabled if the guard alias = p A g is true, and if the message m
from the peer of port p arrives at the feature box. If this transi-
tion is taken, then the actions py!my , palms , alias = p3, are
executed.

‘We translate this transition into RM in the following manner:
currentState = A & gignalFromP? &

messageFromP’ = m & alias = p & g ->

signalToPy! ; messageToPy’ := my
signalToPy! ; messageToPy’ := mp
alias’ := p3 ;

currentState’ := B ;

‘When we send a message to a peer, we update the correspond-
ing value, but we also have to make sure that it is realized that we

@ p?m [alias=p & g]/pliml, p2im2 , alias :=p@

Fig. 9
TRANSITION FROM A TO B IN THE FLATTENED STATE MACHINE
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updated the value. We therefore issue a Mocha event by saying
signalToP;!. To check whether there has been a message
send from P in this round, we check the corresponding event by
signalFromP?. To receive the message that was sent in this
round, we have to ask for messageFromP’ instead of mes-
sageFromP, which holds the value of the previous time round.

VIII. MODEL-CHECKING ECLIPSE STATECHARTS

In Figure 10, we give an example of an ECLIPSE Statecharts
feature box we have analyzed. This feature behaves like a buffer
after it has been set up between a left and right neighboring box.
Upon proper initialization according to the DFC protocol, the
box is in state "linked’, where it reads messages from its right
hand neighbor on the calleePort and sends them to its left hand
neighbor on it callerPort and vice versa. The states ’linked’,
“transparent]” and “transparent2’ explain this behavior. Here,
we have assumed that the messages are atomic; in reality, the
messages contain values that are temporarily stored in the fea-
ture box. The remaining states are necessitated by the DFC pro-
tocol.

If Mocha doces determine that the state bad is reachable from
the initial state, a debugging mechanism in Mocha is available
to reconstruct the sequence of events leading to the bad state.
In Figure 11 we show a screen shot of Mocha displaying such a
trace. The error was generated by altering the program in Fig-
ure 10 so that the feature box sends two consecutive teardown
messages: we changed the ’unlink5’ to “unlink6’ transition so
that a teardown message is placed on the callerPort instead of a
downack. The trace, which is shown only partially, reflects that
error by taking a path in the protocol that produces two teardown
messages.

During the programming in Java of this trivial feature box, we
introduced several little errors as typically happens, mostly due
to misspellings. All but one were caught by the parser of the
ECLIPSE2Mocha tool. (Some would also have been caught by
the Java compiler.) The one that was not caught was discovered
through model checking. The model checker approved of the
Java code, but even a positive answer must be taken with a grain
of salt. For example, in our setting the model checker does not
check for liveness properties like “does the feature box always
eventually acknowledge a teardown request?”. Thus, itis a rea-
sonable sanity check to willfully introduce errors in the feature
box program that is purported to be correct. When we did this,
we discovered that the program sometimes, unexpectedly, still
was passed by the model checker. As a result, we discovered a
misspelling of a method name that issues a message to a port.
This Java error would not have been caught by a compiler since
the erroneous name appeared in the initializer for an object of
an anonymous, inner class.

‘When we originally programmed the call waiting box in Fig-
ure 3, we struggled with three insidious programming errors, all
of which we later presented to our tool. They were all correctly
identified through error traces.

A. Correciness of analysis

To give a complete account of what the correctness of our
analysis is would be a huge task. For example, we would need
a formal description of the semantics of ECLIPSE Statecharts,
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TRANSPARENT FEATURE BOX

the semantics of the translation, and the semantics of the Mocha
language. Also, we would need to carefully explain the abstrac-
tions that are inherent to our analysis. Instead, we will give an
informal statement that reflects our belief that we have correctly
implemented the ECLIPSE Statecharts semantics through the
translation to Mocha. Thus, we will have to relate errors found
during runtime to errors discovered by our tool. Our concept of
error is that of the Section V: an error occurs if either the envi-
ronment or the feature box is unable to process a message. We
say that there is an error in the ECLIPSE Statecharts feature if
there exists an environment that follows the peer protocols and
for which the composite system may enter a situation where a
port is unable to process a message. Note that such a situation is
characterized by a trace (history) of communication events. In
general, traces involve buffering of messages—something that
our Mocha model does not accommodate. Therefore, we say
that a trace is synchronousif the event following a send message
is the accept of the message. Moreover, we assume that the only

callecPort!dgwnack
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communication events that involve the feature box are those that
arc recognized as such by the ECLIPSE Statecharts parser (thus,
communication events invoked through auxiliary method defini-
tions are not allowed). Also, we assume that all Boolean guards
on message transitions are true. Then, we believe the following
to be true.

+ (Soundness) Any error found in the ECLIPSE test envi-
ronment by the model checking procedure is an error in the
ECLIPSE Statecharts feature.

¢ (Completeness under synchronization assumption) Assume
that an ECLIPSE Statecharts feature exhibits an error in a syn-
chronous trace. Then, the ECLIPSE Statecharts will not pass the
model checking procedure.

In a more advanced tool, it would sometimes be relatively
straightforward to analyze Boolean guards if they involve lo-
cal variables. The issuc of analyzing queued system is gencerally
undecidable, since queues tend to resemble tapes of Turing ma-
chines.

IX. RCELATED WORK

Research is currently very active and diverse in the area of
model checking Statecharts. Space does not permit us to provide
a comprehensive overview of this activity. Instead, we will ad-
dress the current work most closely related to our own. Similar
to our own work, [7], [8], [9], [10] have developed approaches
to madel checking properties of systems defined in various Stat-
echart dialects. Only one of these approaches ([9]) addresses
queued, asynchronous messaging between Statechart objects—
similar to the way that an ECLIPSE feature box interacts with
its environmental peers. However, in their approach they as-
sume bounded queues between the environment and an object.
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Instead of arbitrarily bounding queue length, our approach ab-
stracts away the queues by exploiting properties of the environ-
mental peer protocols and the semantics of the Mocha RM mod-
eling language. Although the approach we use is not general
enough to be applied to all possible environmental behavior, it
is suitable for the environmental behavior defined by the DFC
architecture.

In practice, the customized parser that we built for Java pro-
grams turned out to be very useful by itself for writing ECLIPSE
Statecharts. The parsing step has revealed domain-specific se-
mantic errors in finite state machines that the Java compiler
deems to be error-free. Moreover, our experience with this tool
validates the use of statically-checked constraints that formal-
izes software architectures. Several general tools for expressing
such architectural constraints on code have been proposed; see
[11] for references and the description of CoffeeStrainer, a tool
for checking Java programs.

X. CONCLUSIONS AND FUTURE WORK

‘We have built a tool, ECLIPSE2Mocha, for analyzing the
communication behavior of an ECLIPSE feature and its im-
mediate environment. ECLIPSE2Mocha is capable of detect-
ing subtle semantic errors of ECLIPSE feature code and using
the Mocha reporting features ECLIPSE2Mocha is well suited
as a debugging aide for ECLIPSE features. Our translation of
ECLIPSE feature code to RM code relies on a crucial abstrac-
tion — namely, the modeling of asynchronous communication
via unbounded queues by synchronous communication. How-
ever, because we restrict the types of properties analyzed, errors
detected by ECLIPSE2Mocha can be translated into errors of
the ECLIPSE feature code.

For the future we see several interesting directions to take this
work. Firstly, we see a need for an intermediate language be-
tween the Java code of ECLIPSE Statecharts and RM. Such
an intermediate language would make the use of other anal-
ysis tools far easier and remove the need for a direct map-
ping between ECLIPSE Statecharts and RM. Secondly, we
would like to explore the use of model checkers of hierarchi-
cal models [12] to avoid the flattening phase currently used by
ECLIPSE2Mocha. Thirdly, we are interested in incorporating
ECLIPSE2Moacha and the use of Mocha directly within a do-
main specific compiler for ECLIPSE Statecharts.

Finally, we would like to enhance the class of properties
checked. This can be done by enlarging the type of environ-
mental entities used in the analysis and by more faithfully mod-
eling the unbounded queues and asynchronous communication
of ECLIPSE. These enhancements would allow us to check sig-
nificantly more feature interaction properties.
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Abstract— Multiparty conferencing is an important telephony service,
provided in the PSTN by conference bridges. Internet telephony can en-
hance this basic service by video conferencing and collaborative work. The
Session Initiation Protocol (SIP) can support many different conferencing
architectures, including the centralized conferencing server model.

We describe design issues and challenges in implementing a SIP-based
centralized conferencing server and discuss the architecture and perfor-
mance of our implementation, sipconf.

Kevwords— Centralized conference server; dial-in conference bridge;
SIP; RTP mixer; packet audio; packet video; Internet telephony; sipconf

I. INTRODUCTION

The Session Initiation Protocol (SIP) [1] defines how to es-
tablish, maintain and terminate Internet sessions including mul-
timedia conferences. SIP supports various multi-party confer-
encing models [2], ranging from mixing in end systems to mul-
ticast conferences. When multicast is not available, centralized
mixing, transcoding and filtering of media can be used to create
multiparty conferences. In centralized mixing, a server receives
media streams from all the participants in a conference, mixes
or filters these based on pre-defined policy and distributes the
streams to the participants. Different types of media streams
need to be handled differently, for example, audio strecams are
typically summed, while video streams are selected, e.g., to
present only the active speaker.

The main functions of a conference server is the mixing
and redistribution of media streams. Typically, Internet audio
streams are added (“mixed”), while video streams and other me-
dia are simply replicated. However, a video mixer can also cre-
ate a new composite video image [3]. For audio, the server needs
to ensure that a participant does not receive a copy of his own
media in the mixed stream. RTP [4] allows a sender to indicate
which sources have been combined in a single media packet.
‘When summing, the server should absorb the jitter in packet ar-
rival times while introducing minimum delay (“playout buffer’).

For replication, the server should not need to be aware of the
media formats. The RTP SSRC indication [5] ensures that the
receiver can distinguish different sources addressed to the same
network destination.

For either summing or replication, it is desirable if each par-
ticipant can use different media types and packetization inter-
vals, to accommodate heterogencity of end systems and access
bandwidths. Implementations need to scale to large numbers of
conferences as well as large numbers of participants per confer-
ence.

A media mixing module with a SIP interface can act as a con-
ferencing server component in the distributed application server
(AS) component architecture [6]. Advanced system can bundle
this functionality with other services, such as interactive voice
response (IVR) and a web-based user interface.

This paper explores the centralized conference server design
issues in detail and describes challenges in implementing such a
system. We also explore advanced usage scenarios of the confer-
encing system in a real-world Internet telephony environment.
We are currently collecting performance data on our implemen-
tation of the SIP based conference server, sipconf‘, and present
some initial results of our experiments.

A. Outline of the rest of the paper

Section IT explains the role of SIP in centralized conferencing
systems. Section IIT discusses and compares different confer-
encing models. Design issues are described in Section IV. We
provide an overview of our implementation and performance
figures in Section V. The usage scenarios in various Internet
telephony and multimedia communication applications are dis-
cussed in Section VI. Section VII lists some of the related work.
Finally, we summarize and point to future work in Section VIIL.

TTI. BACKGROUND

Many PSTN carriers offer conference bridges which allow
users to take part in a voice conference by dialing a telephone
number and possibly access code. We can use the same con-
cept for Internet-based conferencing: The conference can be
identified by a destination address, and participants can join
the conference by making a call to that address, thus requir-
ing no modifications in end systems. There are currently two
Internet telephony signaling protocols, IETI’s SIP and ITU-T’s
H.323 [7]. SIP identifies the destination via a SIP URI of the
form sip:user@domain, while H.323 uses AliasAddress data
structures, which can assume many forms, including URLs.

There are two different aspects of Internet based conferenc-
ing, signaling and media. Either SIP or H.323 can be used as a
signaling protocol for taking part in a conference. Both SIP and
H.323 use the Real-time Transport Protocol (RTP [5]) for car-
rying real-time media traffic, such as audio and video. H.323
defines a multi-point control unit (MCU) for handling multi-
party conferences. An MCU consists of a multi-point controller
(MC), which can also be part of a terminal, to handle signaling
and control exchanges with every participant in the conference.
An optional component, the multi-point processor (MP), han-
dles mixing and filtering of different media streams. SIP does
not define any conferencing entity as such, as these entities are
easily modeled as SIP user agents. The core SIP specification
supports a variety of conferencing models [2]. In the server-
based models, RTP media streams are mixed or filtered by the
server and distributed to the participants. There is a standard
point-to-point signaling relationship between each participant
and the conferencing server.

IMore information at http://www.cs.columbia.edu/kns 1 0/software/sipcont
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The conference is identified by the SIP URI, e.g.,
sip:discuss@server.com The standard user location
and routing mechanisms in SIP forward all calls to the appro-
priate conference server at server . com without requiring any
extension to the protocol. The SIP message routing entities (SIP
proxies) need not be aware that the request URI corresponds to
a conference and not to an individual person.

The Session Description Protocol (SDP [8]) is used to in-
dicate media capabilities and media transport addresses. The
participant sends the information about his media capabilities
(PCMU) and the transport address where he wishes to receive
RTP packets. In the message body of the 200 success response,
the server sends the transport address to which the participant
should send his PCMU RTP packets. More advanced scenarios
can be accomplished using the SIP REFER method. For ex-
ample, an existing participant can invite another user to join the
conference. These conferencing models can be found in [2].

SIP-based authentication can be used to prevent unautho-
rized participants to join a conference. The server can sup-
port both pre-arranged conferences as well as ad-hoc con-
ferences by assigning special meaning to the user field in
the request URI. For example, participants who wish to
join sip:ietl.arrangedf@ollice.com will need to set
up the conference before hand, while those who wish to
join sip:library-discuss.adhocloffice.com do
not need to setup the conference in advance. The conference
state is maintained as long as at least one participant is part of
the conference. Participants find out about the conference URL
via external means, such as email or a web page.

III. CONFERENCING MODELS

Conference models can be distinguished based on the topol-
ogy of signaling and media relationships. Conferences with a
central server are easier to handle for end systems and simplify
keeping track of the conference participants. On the other hand,
network-layer multicast is more scalable for large-scale media
distribution and allows a “loose” model of conference member-
ship [9], where each member has only an approximate view of
the group roster.

Table I summarizes the different types of media distribu-
tion models in multimedia conferencing. The table compares
the scaling properties, depending on the the number of active
senders, M, and the total number of participants, V. Given that
M is almost always one for typical audio conferences, most of
these models scale similarly in terms of processing and band-
width requirements. Note that the centralized model performs
better with higher M if inputs are summed.

Centralized: In the centralized model, a server receives me-
dia streams from all participants, mixes them if needed, and
redistributes the appropriate media stream back to the par-
ticipants (See Fig. 1). Since senders would have difficulty
subtracting out their own contribution, the server needs to
create a customized stream for each of the currently ac-
tive M senders and a common stream for all N — M lis-
teners, assuming that they can all support the same media
format. The server needs to decode audio streams before
mixing, as mixing can only be performed on uncompressed
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Fig. 1. Types of media distribution model

audio. Decoding M and encoding M + 1 streams limits the
amount of active sources or conferences, while the number
of participants limits the total conference membership to
the available outbound network bandwidth.

The central server model has the advantage that clients do
not need to be modified and do not have to perform media
summing. In addition, it is relatively easy to support het-
erogeneous media clients, with the server performing the
transcoding. For example, this allows a conference consist-
ing of participants connected through high-bandwidth net-
works and modems, each receiving the best possible qual-
ity. At the cost of increased inbound bandwidth, silence
detection can be delegated from clients to the server. This
is helpful as many current TP telephones do not support si-
lence suppression.

Also, the server can enforce floor control policies and can
control the distribution of video based on audio activity.
Compared to a distributed model, a central server can read-
ily provide a consistent view of the complete conference
membership.

Full mesh: In a full mesh, each active participant sends a
copy of its media stream to all participants via unicast,
without a central server. End systems sum the incoming
audio streams; since most of the time, only one speaker
will he active, the CPU overhead is modest as long as si-
lence suppression is implemented everywhere, but it fails
if the access bandwidth of some participants is just large
enough for a single stream. For video, full mesh does not
scale unless, for example, only currently active speakers
send video. In a full mesh, each pair of participants must
share a common codec.
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Properties centralized full mesh multicast unicast rx, multicast tx end mixing
Topology Star full mesh m-cast trec  star and m-cast tree ad-hoc
Server processing OM+N) n/a n/a OM+N) n/a
Endpoint processing o oM oM o) variable
Server bandwidth OM+N) n/a n/a O(M) based on m-cast tree  n/a
Endpoint bandwidth o oM o) o) variable
Scaling medium medium  large large medium
Heterogeneous endpoints — yes yes no no yes (partially)
Get back your media no no no yes no

TABLE [

TYPES OF CONFERENCES; M IS THE NUMBER OF ACTIVE SENDERS AND /N THE TOTAL NUMBER OF PARTICIPANTS

Multicast: Network-layer multicast is ideally suited for
large-scale conferences. A multicast address is allocated
for each media stream, and every participant sends to that
address. As in the full mesh, participants receive packets
on the same address from all other participants, and need
to sum or select streams. While the incoming bandwidth
is the same as in a full mesh, each system only needs to
generate one copy of the media stream.

Unfortunately, native multicast is not widely available out-
side network testbeds such as Internet2. Also, all receivers
must share a common set of codecs.

Unicast receive and multicast send: This scheme combines
some of the benefits of the server and multicast models.
Participants send their media stream using unicast to the
conferencing server, which sums them and sends them out
on a pre-established multicast address. Thus, unlike pure
multicast, end systems do not have to filter or mix me-
dia streams. Every participant receives the mixed stream,
which includes his own stream. Unless a sender maintain
a buffer of the data sent and there is a means of aligning
time scales, it will have difficulty removing its own audio
content from the mixed stream. The gain in bandwidth ef-
ficiency is largest if the number of simultaneous senders
is small compared to the total group size. This approach
lends itself well to single-source multicast [10], [11].

Endpoint mixing: Instead of in a server, mixing can take

place in one of the participating end systems. For exam-
ple, if A and B are in a call, A can also invite C. A sends
the sum of A and B to C, and the sum of A and C'to B. B
and C' do not need to be aware of the service performed by
A, but can in turn mix other participants.
Cascading mixers increases the delay on some of the media
paths. Another problem is that the conference dissolves
when the participant who is acting as a mixer leaves the
conference. This model is likely to be suitable only for
small conferences of three or four parties.

Besides these, one can imagine a replication model, where
the server sends a copy of each incoming media stream to all the
participants using unicast. The mixing is done at each end sys-
tem. This might be useful for media path authentication as every
end system exchanges media packets only with the server’s IP
address. The CPU overhead is modest as long as silence sup-

pression is implemented. The server however is less loaded than
in the case of the centralized conference since it is now freed
from the task of mixing audio streams. This is the model used
in the case of video and text based conferences, since there is
inherently no mixing required.

Media and signaling can use different models in the same con-
ference. For example, one could combine centralized signaling
with multicast media distribution, where the server maintains a
one-to-one signaling relationship with each of the participants.
Unfortunately, this requires cooperation from the end system.
The server can indicate a multicast address in its SIP success re-
sponse, causing the end system to send media streams via mul-
ticast, but the end system will still expect to receive media via
unicast. More sophisticated session description formats may ad-
dress this issue.

Also, different media streams can use different models. For
example, audio could be mixed by a central server and redis-
tributed, while video can be sent point-to-point between every
pair of participants as in full mesh.

Thus, as long as multicast is not widely available, server-
based conferences will continue to be the only viable model for
mid-size conferences of tens to hundreds of participants.

IV. DESIGN OF A CONFERENCE SERVER

A conferencing server consists of a signaling and a media
mixing module. The signaling module receives SIP or H.323
requests to join and leave conferences, while the media mixing
module receives and sends RTP media streams from and to par-
ticipants. Replicating video packets is straightforward; below
we describe the operations needed for mixing audio.

A. Audio mixing

Fig. 2 shows how an audio mixing module can be imple-
mented. Participant A support G.711, B DVI ADPCM and C'
both GSM and G.711. Participants list the codecs they support
in their INVITE requests. The server selects an intersection of
the algorithms supported by the participant as well as by the
server. This selection is returned in the signaling success re-
sponse to the participant. These algorithms are listed in order of
preference in the SDP of the INVITE or its response.

The mixing algorithm follows a decode-mix-encode se-
quence. When an audio packet arrives at the mixing module,
it is decoded into 16-bit linear samples and appended to the per-
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Fig. 2. Audio mixing

participant audio buffer queue. Fach buffer is labeled with the
corresponding RTP timestamp. The jitter in packet arrivals is
absorbed by a play-out delay algorithm. Every outbound pack-
etization interval, a timer triggers a routine that mixes a range
of the samples from one of more input buffers from each ac-
tive participant into a combined packets by simple addition of
the sample values. The timer intervals are shortened and length-
ened to account for earlier slight variations in timer invocation
times and processing delay. (A simple operating system timer
that fires after a delay would yield an output rate that is typi-
cally slightly below the desired rate.)

To allow input and output packets to have different packeti-
zation intervals, the mixer routine can grab samples from one or
more input buffers. (Using a chained list of buffers saves mem-
ory compared to a circular buffer and makes it easier to detect
when a particular source is silent.) Then, for each of the partic-
ipants, the linear sample values from the per-participant queue
(e.g., A) is subtracted from the mixed data (X) and the resulting
data (X — A) is encoded using the preferred audio compres-
sion algorithm. The encoded data is packetized and sent to the
participant. If there are M participants, then both mixing and
redistribution will take M additions and M subtractions. Note
that the receive and transmit audio algorithms need not be same
for each participant.

While the decode-mix-encode sequence is the most straight-
forward approach to implementing an audio mixer, there are al-
ternative approaches. For instance, one can build an addition or
subtraction table for G.711 samples, so that conversion to linear
is not required to do mixing. This only works for G.711, not
for codecs with cross-sample dependencies such as G.723.1 or
GSM.

Also, instead of subtraction, one could create M + 1 different
streams directly, one for each talker and one for the listeners.

However, that requires A2 additions.

B. Playout delay algorithm

Playout delay algorithms help absorb the jitter in network
packet arrival due to network congestion. Adaptive playout
delay further allows an application to adapt to changes in the
amount of jitter, thus giving minimum delay in the audio stream.
Playout delay compensation takes place before mixing, stretch-
ing or shrinking silence periods between talkspurts to adjust the
time between arrival and mixing [12], [13]. (In the absence of si-
lence periods, time stretching or companding can be used, albeit
at much greater computational cost.) We have used Algorithm
1 from [12], with v = (.95, for our implementation. The al-
gorithm is basically a linear recursive filter. The adapted delay
at any instant depends on the measured delay (using RTP times-
tamps) plus the previous adapted delay, with a weighting factor
«. The playout delay depends on both the adapted delay and the
variation in the adapted delay.

V. IMPLEMENTATION

‘We have implemented a simple SIP conference server based
on the above design. It can support some of the common audio
algorithms, including G.711 A and p-law, DVI ADPCM, and
GSM. The Columbia SIP C++ library is used for all the SIP and
SDP related functionality in the conference server. When a SIP
user agent connects to the server the signaling is managed by
the routines in this library. The mixer module forms the core of
the conference server. We use Columbia RTP Library forimple-
menting the RTP functionality. It sets up and manages the audio
transport with the participants. There is a thread for receiving
packets from every participant. Another thread (per conference)
takes care of sending the mixed stream to the participants.

Below, we discuss design and implementation issues and
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present initial performance data.

A. Design issues

Packetization interval: Although RTP implementations are
supposed to handle a wide range of packetization intervals,
we found 20ms to be the only one that worked across a
range of media clients such as rat [14] or Microsoft Net-
Meeting. End systems permitting, it may be useful to dy-
namically change the packetization interval for outgoing
packets, as smaller packetization intervals decrease delay,
but increase network bandwidth and computational effort.

Scaling: For large conferences, scalability is limited pri-
marily by outbound bandwidth, copying of data between
buffers and encoding. If many smaller conferences are to
be supported, scaling depends as much on inbound band-
width and decoding. While simple codecs like (G.711 re-
quire very little encoding and decoding effort, they impose
a heavier burden on buffer copying and bandwidth.

To scale to very large conferences using conferencing
servers, a network of servers can be deployed (Section VI).
To scale to a large number of smaller conferences, a SIP
proxy server can act as a load-distribution system and di-
rect incoming requests for new ad-hoc conferences to dif-
ferent servers. Alternatively, the conference server itself
can redirect a request to an alternate server.

Instead of using general-purpose computers, one could also
build DSP-based customized hardware at lower per-port
cost. However, in many environments, there are enough
idle cycles on workstations and servers that can be drafted
into service for occasional large conferences.

Inactivity detection: The system should be able to detect if
a particular participant becomes inactive, e.g., due to user
agent failure. Failures can be detected by observing ICMP
errors or sudden discontinuation of RTCP reports.

B. Performance measurements

‘We are currently measuring performance of our software on
a range of platforms. Initial results are below. We characterize
server load by processor and memory utilization. As discussed
above, both the number of conferences and the total number of
participants affect load, assuming that the average number of
active senders per conference is one.

Table IT summarizes the server load depending on how many
simultaneous participants are present in a single conference.
There was no optimization done at compilation time. There
were only one or two active speakers and all others were lis-
teners. The server was running on a Sun SPARC Ultra 10 with
256 MB RAM and a 360 MHz CPU. All participants were in the
same 100 Mb/s LAN as the server and used G.711 with a 40ms
packetization interval from server to participant and 20 ms from
participant to server. The bandwidth includes IP, UDP and RTP
headers, and for a typical 100 Mb/s LAN, is not a limiting factor.

Load figures are obtained using the Unix command top.
Memory is the amount of resident memory (RES). The audio
quality was good up to 80 participants in the single conference,
tolerable with 100 participants and very poor for 120 partici-
pants.

61
Participants CPU  memory  bandwidth (Mb/s)
(%) (MB) inbound outbound
2 < 0.1 2.7 0.08 0.07
20 <1 6.0 0.08 1.37
40 2-3 9.6 0.08 2.81
60 5 13 0.08 4.25
80 10-15 17 0.08 5.69
100 35-50 22 0.08 7.13
120 50-70 26 0.08 8.59
TABLE I

SERVER LOAD AS FUNCTION OF NUMBER OF PARTICIPANTS IN SINGLE
CONFERENCE

Table III summarizes the server behavior depending on the
number of simultaneous three-party conferences where every
participant is an active speaker. All other parameters are the
same as before. Audio quality was good up to 15 three-party
conferences, but deteriorated to poor with 18 conferences.

Confer- partici- CPU  memory bandwidth (Mb/s)
ences pants (%) MB) inbound outbound
3 9 <04 4.1 0.72 0.65

6 18 < 2.0 5.7 1.44 1.30

9 27 7-13 7.3 2.16 1.94
12 36 15-20 9 2.88 2.60
15 45 25 10 3.60 3.24
18 54 30 12 4.32 3.89

TABLE IIT

SERVER LOAD AS FUNCTION OF NUMBER OF THREE-PARTY CONFERENCES

The memory requirement depends on the number of partici-
pants and seems to increase linearly. For instance, memory re-
quirements for 15 three-party conferences (45 participants) is
almost the same as that for 40 participants in a single confer-
ence. Secondly, the CPU utilization starts increasing drastically
at about 30-40 participants.

CPU load is the primary bottleneck in our test environment.
The other factors: memory and bandwidth do not seem to cause
problem for a hundred participants. Various factors contribute
to the CPU load, e.g., thread switching and list traversal. This
bottleneck can be removed by using “Multi-state conferences”
(Section VI) or by dedicated hardware for encoding and mixing,
for example.

It may be possible to optimize the mixing logic. One such
scheme is shown in Fig. 3, combining the encoding step for
the output streams that have same mixed audio data and use the
same encoding algorithm. For all the participants who did not
speak in the last timer interval and who have a common subset of
supported receive audio algorithm, we can call the encoder only
once. However, if a stream stops being active, it will receive
the general listener packet stream rather than its own version, so
that the predictor will be wrong. It is not clear how much this
would matter in practice.

Scaling may also be limited by the available number of
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Fig. 3. Possible optimization in decode-mix-encode sequence

threads. Our implementation allocates a thread for every confer-
ence as well as for every participant. With 1000 threads allowed
per process, the server can support 250 three party conferences
(with 750 participants), for example.

VI. CONFERENCING AS PART OF AN OVERALL VOIP
ARCHITECTURE

This section describes enhancements to the simple centralized
conference system and how it can fit into a more complex Inter-
net telephony and multimedia communication environment.

A. Multi-protocol conference server

A simple enhancement (Fig. 4) is to use a SIP-H.323 gateway
and STP-PSTN gateway to provide a unified conferencing server
which can be contacted from any of the SIP, H.323 or PSTN
networks. To integrate PSTN users, some form of interactive
voice response (IVR) is required, e.g., to prompt for pass codes.

B. Network of conference servers

For larger conferences, it is possible to create a tree of confer-
ence servers, where each server appears as a participant in the
server at the aggregation level above it (Fig 5). In the figure, S2,
$3, and S4 act as participants for the conference server S1. Such
a tree adds packetization and playout delay, but can approximate
the bandwidth scaling benefits of network-layer multicast if par-
ticipants select the closest server. Since it is common that corpo-
rate conferences consist of a large number of participants spread
across a relatively small number of facilities, having a server in
each ILAN is likely to be a common mode of operation.

C. Integration with other services

A conferencing server can be integrated with a text-to-speech
and speech recognition system to allow text-only participants
in an audio session. A conference server could also include an
RTSP client that can stream media to a recording server.

VII. RELATED WORK

Most of the conference servers in the market today are based
on H.323. These include MeetingPoint from CUseeMe Net-
works, Sametime from Lotus and Microsoft Exchange 2000
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Tig. 4. Multi-protocol conference server
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Fig. 5. Multi-stage conference servers

Conferencing Server. These support T.120 for application shar-
ing and whiteboards. MeetingPoint has mechanisms to link
servers together so that conferences can be shared and load-
balancing can be done.

VideoTalks [15] by AT&T Labs is a comprehensive multi-
media conferencing system intended to provide a variety of In-
ternet services such as video conferencing and low cost video-
on-demand. It is not based on SIP.

A number of tools (e.g., RAT and NeVoT) support multi-
cast “light-weight” conferencing, without explicit signaling sup-
port [9]. Etherphone [16] is probably one of the earliest systems
supporting multimedia conferencing.
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Most of these work talk about conferencing in general or a
specific implementation of a conferencing system. Here, we
compare different models and present performance numbers for
a real implementation.

VTIT. CONCI.USTON AND FUTURE WORK

Based on our implementation, SIP provides a suitable multi-
media conferencing platform that allows advanced scenarios and
services without requiring that end systems are conferencing-
aware. It is possible to build medium scale conferencing servers
in software. Our implementation supports up to 100 participants
in a single conference using G.711 audio and only one actlive
speaker on a Sun Spare Ultra-10 platform. It can also support up
to 15 three party conferences where all participants are speaking
simultaneously. Scalability can be improved by ensuring that the
clients support silence suppression at their end.

In addition to audio and video conferences, various other ser-
vices can be provided at the conference server such as white-
board applications and multi-user games. This may lead to a
distributed conferencing server architecture with different com-
ponents handling different services. Participants can also join
conferences from the PSTN if they use SIP to PSTN gateways.
SIP-H.323 gateways [17] exist that can permit the participation
of H.323 clients in the conference.

‘We plan to enhance our prototype in a number of ways:

o We need to gather performance data for different codecs
in a heterogeneous conferencing environment, on different
computing platforms, including those with multiple pro-
cessors. We also plan to measure the delay and jitter at the
client side as the server load increases.

o Video support will be added to the server. This involves
defining policies on which video stream to distribute and
possibly merging streams into screen quadrants. (With
windows-based end systems, this is not required as the end
system can arrange multiple video windows.)

« We plan to add additional codecs, beyond the G.711 p-law,
G.711 A-law, GSM and DVI ADPCM currently supported.

« Additional SIP features such as dial-out and authentication
can be added to the server. This allows the server to in-
vite participants to the conference and keep unauthorized
participants out. Conferences could also be bounded in du-
ration; however, since the resource consumption of inac-
tive conferences is very small as long as media streams are
muted, it is quite feasible to set up permanent conferences
in work groups, for hoot-and-holler applications. The tran-
sition from centralized conferences to full-mesh and mul-
ticast conferences, as well as hybrid solutions, need to be
supported.
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Abstract—

The Internet offers a best-effort service over public networks which do
not guarantee privacy. Because of this the provision of secure real time au-
dio applications has received increasing interest and was an active research
area in last years. We propose an adaptive packet audio control mechanism,
originally designed for controlling and adapting the audio licati to
the network conditions, and now enriched with cryptographic features in
order to support secure, unicast, voice-based communications over the In-
ternet. We take advantage of the characteristics of the adaptive mechanism,
which meets the real time constraints needed by audio transmission appli-
cations, in order to realize a lightweight security infrastructure which offers
privacy, authenticity and integrity assurances in a simple way and at a neg-
ligible cost. Finally, we show the performance of the proposed mechanism
and we contrast it with those of other well-known tools designed for the
secure audio transmission over the Internet.

Kevwords—Internet, Multimedia Applications, Security, Real Time.

I. INTRODUCTION

UPPORTING real time audio applications over wide area

networks has been the subject of continuous research during
the past recent years. Sophisticated applications of Internet mul-
timedia conferencing will become increasingly important only if
the speech quality and privacy provided by the communications
will be perceived as sufficiently good by their users.

From a performance standpoint, the feasibility and the ex-
pected QoS of audio applications over public networks have to
be carefully considered, if we wish those applications be suc-
cessful in spite of the possibly restrictive resources (e.g. band-
width) they are constrained to work with. In particular a signifi-
cant issue in interactive sound transmission dealing with restric-
tive network resources is the problem of minimizing the latency
due to each step of the communication. The main problem is
that over the Internet only a flat, classless, best-effort service
may be offered. For instance, as far as the transmission delay is
concerned, the IP model does not consider the provision of QoS
guarantees with the proper intensity. As a consequence, real
time audio traffic experiences unwanted delay variation (known
as jitter) with peaks on the order of 500/1000 ms for congested
Internet links [9]. On the contrary, it is well accepted that tele-
phony users find round trip delays larger than 300 ms more like
a half-duplex connection than a real time conversation. In ad-
dition, too large audio packet loss rates (over 10%) may have
a tremendous impact on speech recognition ([15], [6]). These
abservations put in evidence the importance of the trade-off be-
tween the stochastic end-to-end delay of the played out audio
packets and the packet losses, especially when dealing with the
problem of unpredictable jitter typical of environments provid-
ing a best-effort service. Hence the most important metric af-
fecting the user perception of audio is represented by the aver-

age packet audio playout delay vs. the packet loss rate, where
with the term playout delay we refer to the total amount of time
that is experienced by the audio packets from the time instant
they are generated at the sender site to the time instant they are
played out at the receiver site ([1], [16], [18]). The problem of
obtaining the optimal trade-off between these two aspects and
facing the constraints on strict delays and losses tolerated in
an unfavourable platform is addressed by adaptive packet audio
control algorithms (see e.g. [16], [18], [22]), which adaptively
adjust to the fluctuating network delays of the Internet in order
to guarantee, when possible, an acceptable QoS.

In this work we consider the adaptive packet audio control
mechanism proposed by one of the authors ([22], [21]) and we
cope with the problem of adding security to the audio data flow
pipeline generated by such a mechanism. This is done because
the problem of considering security constraints when using pub-
lic networks raises, as real time audio communications are a
much less secure service than most people realize. Indeed, it
is relatively easy to eavesdrop phone conversations, and the sit-
uation is even worse in the case of audio applications over the
Internet, because anyone with a PC and an access to the pub-
lic network has the possibility to capture the network traffic,
potentially compromising the privacy and the reliability of the
applications. Hence, it is mandatory for audio applications to
guarantee authentication, confidentiality, and integrity of data
(see e.g. [17] about the authentication problem in the case of
video streaming).

The adaptive nature of the mechanism we adopt is particu-
larly suitable to include with a negligible effort an adequate and
lightweight security infrastructure. Such an enriched mecha-
nism allows the two trusted parties to have a private conversa-
tion by employing a stream cipher, whose eryptanalysis is made
much more difficult by the particular behavior of the adaptive
algorithm. In particular, it allows the parties taking part into the
audio communication to agree on a sequence of session keys,
where the lifetime of each key is limited to a temporal interval
not greater than one second of conversation (corresponding to
less than 2'2 bits of transmitted data), whereas the best known
attacks of some stream ciphers based on linear feedback shift
register require in the best cases 220 to 233 ciphertext bits (with
complexity 2% to 221, respectively) [12], [8].

Summarizing, our scheme offers a minimal per-packet com-
munication overhead, and, thanks to the original adaptive mech-
anism, also arbitrary packet loss and delay tolerated. Moreover,
it provides the receiver with a high assurance of secrecy, in-
tegrity, and authenticity, as long as the underlying cryptographic
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assumptions are enforced. The negligible cost of such an in-
tegration is supported by some experimental results, presented
also with a comparison with the performance of other tools.

To the best of our knowledge, in the literature the tools based
on adaptive playout adjustment schemes either do not consider
security services (see e.g. FreePhone [2]) or simply enable en-
cryption of data by using the well-known DES block cipher [24]
and a key prefixed by the two parties (see e.g. NeVot [26], and
rat [13]). In addition, some other software packages working
at the application layer are proposed to offer a secure audio
communication over the Internet (see e.g. Nautilus [11], PGP-
fone [29], and Speak Freely [28]), but they do not include mech-
anized adaptive playout adjustment schemes.

The paper is organized as follows. In Sect. II we first discuss
how to approach the problem of guaranteeing real time secure
audio communications over IP, and then we specify the charac-
teristics of the system (and the adversary) which the mechanism
we propose is able to cope with. In Sect. III we present the
mechanism and we describe the security properties which are
met by our algorithm. In Seet. IV we analyze the performance
of the mechanism together with the performance of well-known
software tools designed for the secure audio transmission over
the Internet. Finally, in Sect. V some conclusions are drawn.

II. REAL-TIME SECURE AUDIO TRANSMISSION

In this section we briefly describe how to get over the prob-
lems introduced when taking into account real time and security
requirements, and then we fix the features of the models of (i)
the system we rely on and (ii) the adversary we should cope
with.

In this work we consider an adaptive audio control software
mechanism, originally designed for controlling and adapting the
audio application to the network conditions [22]. The mech-
anism has been passed through intense functional and perfor-
mance analysis [1], which revealed its adequacy to guarantee
real time constraints, and it has been recently implemented in a
software tool called BoAT [23]. The motivation under the de-
velopment of this kind of mechanism is that in the absence of
network support to provide quality guarantees of Internet voice
software, an interesting alternative to deal with jitter and high
packet loss is to use adaptive control mechanisms. In fact, jitter-
free, in-order, on-time packet delivery rarely, if ever, occurs
in today’s packet-switched networks. The provision of a syn-
chronous playout of audio packets at the receiver site, in spite of
stochastic end-to-end network delays, is typically achieved by
buffering received audio packets and delaying their playouts, so
that most of packets will have been received before their sched-
uled playout times. At the sending site, packet audio mecha-
nisms operate by periodically gathering audio samples, packe-
tizing them, and transmitting the packets to the receiving site.
On the other site, received packets are queued into a smooth-
ing buffer and the playout of packets is adaptively delayed. A
strict connection exists between this additional delay introduced
by the receiver buffer and the number of lost packets due to late
arrivals, and the goal of these mechanisms consists in achieving
the optimal trade-off.

Actually, these adaptive packet audio control mechanisms
do not consider all the security problems, in that they do not

65

guarantee confidentiality of the audio conversation, integrity of
the transmitted data, and authentication of the involved parties.
The need to consider such problems when modeling applica-
tions over TP is well accepted. The Internet Protocol underlies
large academic and industrial networks as well as the Internet.
IP’s strength lies in its easy and flexible way to route packets;
however, its strength is also its weakness. Indeed, the way IP
routes packets makes large IP networks vulnerable to a range
of security risks, e.g. spoofing (meaning that a machine on the
network masquerades as another), and sniffing (meaning that a
third party listens in a transmission between two other parties).
In order to protect sensitive communications in such a scenario
several approaches have been suggested. For instance, the In-
ternet Engineering Task Force (IETF) has developed the IP Se-
curity (TP-Sec) protocol suite [14], a set of TP extensions that
provide security services (such as access control, integrity, data
origin authentication, and confidentiality) at the network level.
IP-Sec technology seeks to secure the network itself, instead of
the applications that use it; just as IP is transparent to the aver-
age user, so are IP-Sec based security services. Some key issues
that need to be addressed concern the level of interoperability
reachable by this standard and the computational performance
costs imposed by the use of IP-Sec. In particular, these costs are
associated with the memory needed for IP-Sec code and data
structures, the computation of integrity check values, encryp-
tion and decryption, and added per-packet handling. The per-
packet computational costs are manifested by increased latency
and, possibly, reduced throughput. This is due to the increase
in the packet size resulting from the addition of IP-Sec dedi-
cated headers, and the increased packet traffic associated with
key management protocols. In general, IP-Sec cannot be op-
timized for special-purpose applications. These considerations
are emphasized especially in the case of transmission of real
time audio packets.

In the same line of the above discussion, in this paper we
consider an application-level extension of the audio mechanism
of [22] in order to provide the audio communication over IP
with all the main security services. Our approach in equipping
this mechanism with security modules is said to be lightweight,
because the used cryptography infrastructure exploits the partic-
ular adaptive audio control scheme in order to make secure the
application with a minimal computational cost.

Before presenting the characteristics of the extended algo-
rithm, we need to define (i) the environment in which the mech-
anism is expected to work and (ii) the threat model such a mech-
anism should deal with, which basically reflects the assumptions
of the Dolev-Yao model [10].

A. The System Model and the Threat Model

An ideal network can be expected to provide some precise
properties; for instance it should (i) guarantee message delivery,
(ii) deliver messages in the same order they are sent, (iii) deliver
at most one copy of each message, and (iv) support synchroniza-
tion between the sender and the receiver. All these properties
are favourable in order to support real-time applications such as
multimedia conferencing over wide area networks.

However, the underlying network upon which we operate has
certain limitations in the level of service it can provide. Some
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of the more typical limitations of the network we are going to
consider are that it may:

« drop messages;

« reorder messages;

o deliver duplicate copies of a given message;

o limit messages to some finite size;

o deliver message after an arbitrarily long delay.

A network with the above limitationsis said to provide a best-
effortlevel of service, as exemplified by the Internet. This model
adequaltely represents the Internet as well as shared LANs, but
not switched LANs. All the dissertations and the results pre-
sented in the next sections are obtained under such a model of
the network.

As far as the adversary model is concerned, we argue that our
mechanism is secure also in the presence of a powerful adver-
sary with the following capabilities:

« the adversary can eavesdrop, capture, drop, resend, delay, and
alter packets;

o the adversary has access to a fast network with negligible de-
lay:

« the adversary computational resources are large, but not un-
bounded. He knows every detail of the cryptographical algo-
rithm, and he is in possession of encryption/decryption equip-
ment. Nonetheless the adversary cannot guess secret keys or
invert pseudorandom functions with non-negligible probability.

III. THE MECHANISM

The mechanism proposedin [22] has been originally designed
to dynamically adapt the playout delay of the received audio
packets to the network conditions assuming neither the existence
of an external mechanism for maintaining an accurate clock syn-
chronization between the sender and the receiver, nor a spe-
cific distribution of the end-to-end transmission delays. Such a
scheme relies on a periodic synchronization between the sender
and the receiver in order to obtain, in periodic intervals (at most
1 second), an estimation of the upper bound for the packet trans-
mission delays experienced during an audio conversation. Such
an upper bound is periodically computed using round trip time
(RTT) values obtained from packet exchanges of a handshak-
ing protocol performed among the two partics. In this work we
exploit the handshaking protocol for a twofold goal:

« it allows the receiver to generate a synchronous playout of
audio packets, in spite of stochastic end-to-end network delays;
« it allows the two authenticated parties to agree on a sequence
of exchanged keys such that a third party cannot know it.

In the paper we adopt the following notation: S is the sender,
R is the receiver, M is a chunk of audio conversation contained
in a packet, P; denotes a packet composed of a timestamp and an
audio sample M;. We denote with K a symmetric key agreed
during a preliminary authentication phase (e.g. by using a reg-
ular digital signaturc scheme such as RSA [19]), and with K
any subsequent session key agreed among the two authenticated
parties. Moreover, we assume that the packets of the handshak-
ing phase are encrypted with Ky by using any one of the block
ciphersfor the symmetric cryptography (such as RC6 and Blow-
fish) [24].
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A. An Adaptive Playout Control Algorithm

As previously explained, one of the goal of the handshaking
synchronization protocol consists of providing an adaptive con-
trol mechanism at the receiver site in order to properly playout
the incoming audio packets. This is typically achieved by buffer-
ing the received audio packets and delaying their playouts, so
that most of packets, in spite of stochastic end-to-end network
delays, will have been received before their scheduled playout
times. This is achieved as follows. The first handshaking proto-
col precedes the audio conversation and then is carried out every
second along the conversation lifetime. As a proof-of-concept,
before detailing the protocol, we present the handshaking phase
as follows:

Direction Message Contents
Type of packet
S— R probe sender time ¢,
R— S response  sender time ¢,
S—R install RTT computed by the sender
R— S ack RTT computed by the sender

As shown in the above scheme, the sender begins the packet
protocol exchange, by sending a probe packet timestamped with
the time value shown by its own clock (¢;). At the reception of
this packet, the receiver sets its own clock to ¢, and sends im-
mediately back a response packet. Upon receiving the response
packet, the sender computes the value of the RTT by subtract-
ing the value of the timestamp ¢, from the current value of its
local clock. Then it sends to the receiver an installation packet,
with attached the calculated RTT value. Upon receiving this
packet, the receiver sets the time of its local clock, by subtract-
ing from the current value of its local clock the value of the
transmitted RTT. At the end of this protocol, the receiver is
provided with the sender’s estimate of an upper bound for the
transmission delay that can be used in order to dynamically ad-
just the playout delay and buffer. Based on the value of the time
difference (called A) between the two system clocks imposed
by the protocol the following strategy may be followed. The
sender timestamps each emitted audio packet P; with the value
of its local clock ¢ at the moment of the audio packet genera-
tion. When an audio packet arrives, its timestamp ¢, is compared
with the value ¢, of the receiver clock, then a decision is taken
according to the following rules:

Condition Effect on Motivation
the packet
ts <1y discarded it is arrived too late
to be played out
ty >t + A discarded it is arrived too far in

advance of its playout
it is arrived in time
for its playout

t, <ty <t.+A buffered

Using the same rate adopted for the sampling of the original
audio signal at the sender site, the playout process at the re-
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ceiver site fetches audio packets from the buffer and sends them
to the audio device for playout. More precisely, when the re-
ceiver clock shows a value t,., the playout process searches in
the buffer the audio packet with timestamp ¢,.. If such a packet
is found, it is fetched from the buffer and sent to the audio device
for immediate playout.

In essence, a maximum transmission delay equal to A is left
to the audio packets to arrive at the receiver in time for playout.
In particular, the playout instant of each packet arrived in time
is scheduled after a time interval equal to the positive difference
between the values of ¢, and ¢,.. The playout buffering space
is proportional to A and allows the packets with early arrivals
to be scheduled according to the above rules. Packets arrived
too far in advance are discarded because their playout instant is
beyond the borderline of the temporal window determined by
the buffering space. The proposed scheme adaptively adjusts
to the fluctuating network delays of the Internet thanks to the
periodic clock synchronization carried out throughout the entire
conversation lifetime. Whenever a new synchronization activ-
ity is conducted, a new RTT value is computed and depending
on its value the clock values, the buffering delay and the buffer
dimension are updated. This method guarantees that both the
introduced additional playout time and the buffer dimension are
always proportioned to the traffic conditions. The reader inter-
ested in more technical details and proofs related to the adaptive
control mechanism should refer to [22], [1].

B. Securing the Mechanism
B.1 The Handshaking Protocol

As far as the security is concerned, we exploit the existing
handshaking protocol in order to exchange among the two au-
thenticated parties fresh session keys, and more precisely a key
for each synchronization phase. Such a key will be used to se-
cure the audio conversation and will have a lifetime equal to at
most one second, namely the time between two consecutive syn-
chronizations. More precisely, we use such a key as the session
key of a stream cipher used to encrypt data. A stream cipher
is a symmetric encryption algorithm which usually is faster than
any block cipher. While block ciphers operate on large blocks of
data, stream ciphers typically operate on smaller units of plain-
text, usually bits. A stream cipher generates what is called a
keystream (a sequence of bits used as a key) starting from a ses-
sion key K which is used as a seed for the pseudorandom gen-
eration of the keystream. Encryption is accomplished by com-
bining the keystream with the plaintext, usually with the bitwise
XOR operation. Examples of well-known stream ciphers are
A5/1 (used by about 130 million GSM customers in Europe to
protect the over-the-air privacy of their cellular voice and data
communication), RC4 (by the RSA’s group), and SEAL.

In our protocol, during the generic handshaking phase 4 the
two authenticated parties agree on a 128-bit session key K; (e.g.
cxchanged in the install packet). We point out that the packets
of the handshaking phases, instead of being encrypted by em-
ploying the particular stream cipher, are encrypted by using a
block cipher (such as RC6 and Blowfish). Whenever the hand-
shaking protocol has a positive outcome, K; is the new key used
to secure the subsequent chunk of audio conversation. Since
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the handshaking protocol is periodically started during the au-
dio conversation, a sequence of keys {K;};e is generated.

In order to guarantee the correct behavior of the above mech-
anism, both the sender and the receiver must come to an agree-
ment. In particular, the sender site has to know whenever the
receiver site has received the new RTT and key. Because of
this, upon receiving the installation packet, the receiver sends
back an ack packet. At the reception of this packet, the sender
starts to use the new key. An additional information for each
audio packet is used as a flag in order to inform the receiver
that the key is changed and it is exactly the new key K;. For
instance, following a policy inspired by the alternating bit pro-
tocol, if each packet encrypted with the key K is transmitted
with a flag bit set to 0, then whenever a new synchronization
phase is completed, each subsequent packet is transmitted with
the bit set to 1. It is worth noting that if either the installation
packet or the ack packet do not arrive at their destination, both
the sender and the receiver carry on the communication by using
the old key. Indeed the sender begins to encrypt with the new
key only if it receives the ack packet, and the receiver begins to
decrypt with the new key as soon as it receives an audio packet
whose flag has been changed with respect to the previous audio
packets. The presented policy does not require additional over-
head on the original scheme, because it relies on the original
handshaking protocol.

As far as the secrecy, authenticity, and integrity conditions of
the handshaking protocol are concerned, the following remarks
are in order:

e an adversary cannot forge any packet, as he does not know
the symmetric key used to encrypt them (e.g. he cannot create
or alter a response packet with a given timestamp). He can cheat
neither the sender nor the receiver by resending any packet, be-
cause of the presence of the timestamp £, (in the case of the
probe and response packets) and also the RTT (in the case of
the install and ack packets).

« an adversary can try to drop systematically the messages of
the handshaking protocol, so that the lifetime of the old session
key is extended from one second to the whole duration of the
conversation; in this way, many more data and time are at dis-
posal of a cryptanalysis attempt. A possible solution consists of
masquerading the handshaking packets as normal audio pack-
ets, by filling the audio sample with rubbish. An additional bit
is used to distinguish at the receiving site among the different
packets, whereas a third party cannot guess anything because all
the data are encrypted. With this assumption in view, an adver-
sary can only try to drop some packets in arandom way and, as a
consequence, he can break off several consecutive handshaking
phases with a negligible probability. In spite of this, an intensive
traffic analysis during a full-duplex conversation could signifi-
cantly restrict the temporal interval in which the two parties are
expected to send packets of the handshaking phase. If we want
our mechanism to be more robust against this unlikely attack, we
can shut down the conversation whenever more than n consecu-
tive handshaking phases are not completed, for some suitable n
depending on the strength of the cryptographic algorithm.

In general, the handshaking protocol does not reveal any in-
formation flow allowing an adversary to spoof or sniff the con-
versation. Moreover, the same mechanism is robust to lost
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and misordered packets and makes no assumption on the ser-
vice offered by the network. The described policy is similar
to some well-known protocols for radio communications which
are spread spectrum frequency open, in the sense that during a
conversation the transmission frequency is frequently changed
in order to avoid interception and alteration. In the case of our
mechanism, the duration of each key is limited to the time space
between two consecutive synchronizations (at most 1 second for
normal executions), thereby this policy allows for making diffi-
cult for a not authenticated party to decode the encrypted data,
and practically guarantees to be robust to trivial breaks [24].

B.2 Security Properties

From the security point of view, we aim at proving that our
scheme guarantees the properties of secrecy, authentication, and
integrity. As far as the secrecy is concerned we show that the
robustness of our mechanism depends on both the particular
stream cipher we adopt and the adaptiveness of the algorithm.
As far as the authenticity is concerned, we show that after a pre-
liminary authentication phase, the two trusted parties are pro-
vided with data origin authentication during the conversation
lifetime. As far as the integrity is concerned, we show that
the receiving trusted party can unambiguously decide that a re-
ceived packet P; (timestamped with a value ¢) is exactly the
same packet P; sent with timestamp ¢ by the sending trusted
party.

B.3 Securing the Conversation

The session key exchanged during the handshaking phase is
used by the particular stream cipher for the encryption of both
the timestamp and the entire audio packet. More precisely, each
audio packet belonging to the chunk of conversation 7 between
the two consceutive synchronizations ¢ and ¢ + 1 is encrypted by
resorting to the particular stream cipher and the session key K.

In order to guarantee authenticity and integrity of data, we
employ this mechanism in conjunction with a message authen-
ticating code (MAC). In particular we can adopt a mechanism
similar to the HMAC-MD3 used also in [17] to ensure authen-
ticity and integrity of the audio packets. Alternatively, we can
encrypt (by the particular stream cipher) the output of a |-way
hash function applied to the audio packet to ensure authenticity
and integrity of the same packet. Examples of well-known hash
functions are MD35 and SHA.

In the following algorithm we describe such an approach
which guarantees a secure audio conversation. In particular,
we denote with {P;} k; the audio packet P; encrypted by us-
ing the stream cipher starting from the session key K; and with
MAC(K;, P;) the message authenticating code for the packet
P; obtained by resorting to the session key K.

The algorithm guarantees scereey, and satisfics the propertics
of authentication and integrity. More precisely, it guarantees the
following condition. For each audio packet P}, which is created
with the above algorithm and received in time for its playout,
the receiver can (i) decide its playout instant and (ii) verify its
integrity and the authenticity of the sender.
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Algorithm

Sender

Pj = {ts, ]\/[j}
2 Send PF = ({Py}x,, MAC(E:, P))}

Receiver
1. Receive PF

2. Compute ¢, and M; by means of K;
3. Verify the MAC

B.3.a Secrecy. As far as the secrecy is concerned, our mech-
anism guarantees that the trusted parties have a high assurance
of the privacy of the data transmitted during the conversation
lifetime. In fact, we have shown that (i) our protocol does not
reveal any information about the sceret keys exchanged between
the trusted parties and (ii) an adversary as specified in Sect. IT
cannot guess secret keys. The secrecy is a crucial condition that
the recent literature shows to be not met in glaring cases. For in-
stance, let us consider the attack on the A5/1 algorithm (used in
GSM systems) proposedin [7], in which a single PC is proved to
be able to extract the conversation key in real time from a small
amount of generated output. In particular, the authors of [7]
claim that a novel attack requires two minutes of data and one
second of processing time to decrypt the conversation. Now let
us assume that the particular cipher we choose to adopt is as
weak as the A5/1 algorithm. In the mechanism we propose, in
the absence of a powerful adversary able to identify and drop the
handshaking messages, during two minutes of conversation at
least 120 different session keys are used, so that the quantity of
data that can be analyzed for a single key is not sufficient to per-
form the attack and to reveal the key and, consequently, the au-
dio conversation. Moreover, in support of the robustness of our
approach we point out that in the recent literature the best known
attacks of some stream ciphers, proposed in [8], have complex-
ity 259 and require 22° bits of ciphertext and are based on some
restrictive assumptions on the characteristics of the stream ci-
pher. Tn [12], a novel attack has a complexity gain (221), but it
requires 233 bits of ciphertext and it can be used under specified
conditions. We can add that guessing somehow a session key
may allow an adversary to decipher just one second of conver-
sation with no information about the remaining encrypted data.
In general, it is worth noting that the relatively short lifetime of
every session key improves the secrecy guarantees for any cryp-
tographic algorithm. Anyway, a study conductedin [1] revealed
that too short lifetimes (e.g. less than 0.5 sec) cause a worsen-
ing of the speech quality, therefore a massive resort to such an
expedient should be carefully analyzed.

B.3.b Authenticity.  As far as the authenticity is concerned,
we first assume a preliminary authentication phase carried out
by the two parties before the conversation (e.g. by resorting to a
regular digital signature scheme). After this initial step, only the
legitimate parties (i) know the value of the symmetric key agreed
during this phase and (ii) can carry out the first packet exchange
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of the handshaking protocol by means of the symmetric key. In
particular, as we have shown in Sect. ITII-B.1, an adversary can-
not start, carry out, and complete the packet exchange of this
synchronization protocol with any of the trusted parties. later
on, during the conversation, each packet is timestamped with
the sender clock value at the moment of the audio packet gener-
ation, encrypted by means of the session key K, and authenti-
cated by means of the MAC, so that each received packet can be
played out (i) only once and (ii) only if it arrives in time for be-
ing played out according to the adaptive adjustment carried out
during the ith handshaking synchronization phase. The receiver
is guaranteed that the audio packets encrypted by means of the
key K; and played out according to the piggybacked timestamp
have been generated at (and sent by) the sender site. In fact, an
adversary cannot behave as a “man in the middle”, by creating
new packets (as he does not know the session key and he cannot
authenticate the packet) or spoofing (as he can resend or delay
packets, but the timestamp allows the receiver to discard such
packets). Finally, we point out that (i) the key K14 is agreed by
resorting to a packet exchange encrypted by means of a secret
key, and (ii) such a negotiation does not reveal any information
about the new session key. For these reasons, we deduce that
the authentication condition is preserved along the conversation
lifetime.

B.3.c Integrity. As far as the integrity is concerned, the fol-
lowing remarks are in order. As a first result, we argue about
the correctness of the algorithm, and then we show that an ad-
versary cannot alter the content of the conversation obtained by
applying such an algorithm. In a first simplified scenario we as-
sume the system model without malicious parties. We consider
a packet Pj* generated by the sender and arriving at the receiver
site in time for its playout. As the trusted parties share the same
session key, the reeciver can (i) compute the timestamp in order
to schedule the playout instant of the packet, (i) compute M;
in order to playout the audio packet and (iii) check the MAC,
in order to verify the integrity of M;. The effect of this behav-
ior cannot be altered by an adversary and we prove this fact by
considering the potential moves of a malicious party. We as-
sume the audio packets generated by the sender and managed
by the receiver as seen in the above algorithm, and we show
that all the played out packets can he neither generated nor al-
tered by an adversary with the capabilities specified in the threat
model. In the case the adversary eavesdrops, captures, drops or
delays a packet Py, then the proof is trivial. In fact in these
cases the adversary can only prevent the receiver from receiving
or playing out P;. The most interesting case arises whenever
the adversary tries to alter FP;. In particular, he can alter the
encrypted timestamp, the plaintext A, or the MAC, but in this
case the receiver notices the alteration by verifying the MAC
and therefore he discards the packet. Note that it is computa-
tionally infcasible, given a packet P; and the message authenti-
cating code MAC (K, P;) to find another packet P; such that
MAC(K;, P;) = MAC(K;, P). On the other hand, the ad-
versary cannot send a new packet P; to the receiver, because
he knows neither the session key nor the playout instant of the
audio sample Af; he intends to forge.
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IV. EXPERIMENTAL ASSESSMENT

A working prototype of the secure audio control scheme il-
lustrated in the previous section, called BoAT, was implemented
in 1999 using the C programming language and the develop-
ment environment provided by both the Linux and the BSD
Unix operating systems. In this section we present the results
we have derived by analysing such a mechanism under the as-
sumptions of the previous section. After this, we present also
the performance of some software tools which offer secure au-
dio communications over the Internet. In particular, we con-
sider the audio tools Nautilus [11], PGPfone [29], and Speak
Freely [28]. The above methods adopt block cipher algorithms
in order to encrypt each audio packet to be transmitted along the
network. More precisely, they employ some well-known cryp-
tographic algorithms such as DES, IDEA, Blowfish, and CAST
(see [24] for the technical details of these algorithms). The ex-
periments have been conducted with a 133 MHz Pentium pro-
cessor, 48 MB RAM, ISA Opti 16 bit audio card, and a 200
MHz MMX Pentium processor, 64 MB RAM, PCI Yamaha 724
audio card. The workstations have been connected by means of
two 10/100 Mbit Ethernet network cards. Both Linux (RedHat
6.0) and Windows 98 operating systems, where available, have
been used.

In order to provide the reader with an understanding of the re-
ported values, we first specify the scenario in which such results
have to be considered.

From a performance standpoint, an efficient coding of the
signal is the first factor to consider, in order (i) to work with
the available transmission rates over networks, and (ii) to ob-
tain the same speech quality as generated at the sender site. As
an example, telephone quality of speech needs 64 Kbits, but in
most cases such a bandwidth is not reachable over the Internet.
Codecs are used in order to cope with this lack, but as the com-
pression level increases (and the needed bandwidth decreases),
the generated speech degrades itself, by turning misunderstand-
able. In general, a trade-off exists between the quantity of data
to be encrypted (specified by the particular codec) and the qual-
ity of the transmitted speech. In the case of BoAT, the used
codec guarantees high quality at a sending rate of about 850
Bps, corresponding to 25 34-bytes long packets per second of
conversation.

As far as the cryptographic algorithms are concerned, the fol-
lowing remarks are in order. The particular stream cipher we
have considered in our experiments is the RC4 algorithm [24],
whereas the message authenticating code of each packet is com-
puted as the encryption of the output of the MD3 message-digest
algorithm [20]. The packets of the handshaking protocol are en-
crypted by using the block cipher Blowfish [24], and the tempo-
ral interval between two consecutive synchronizations is exactly
one second.

A. Performance Results

In Table I we report the computing time (expressed in ms)
experienced during a second of audio conversation by a sending
site that follows the scheme presented in Sect. III, by singling
out the different steps of the mechanism:

o encryption of the handshaking packets by means of the block
cipher,
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« encryption of the audio packets by means of the stream cipher,
« computation of the MAC.

The results of Table I put in evidence the following facts. The
averall computing overhead is negligible (equal to few tens of
psec). The extremely low use of the block cipher, which is
used for the packets of the handshaking phase only, justifies
the almost null computational cost deriving from such an op-
eration. Substantially, we note that the computational overhead
is equally divided between the encryption step, performed re-
sorting to the RC4 algorithm (whose performance is about 13.7
MBps), and the authentication step, performed resorting to the
MD35 algorithm (whose performance is about 17 MBps). It is
worth noting that compatible results on the performance of RC4
and MDS5 are also presented in [3], [5], [25], [27]. We point out
that we have not considered SEAL-like stream ciphers, because
from the performance viewpoint these algorithms do not seem
to be appropriate if the key needs to be changed frequently.

Summarizing, the results put in evidence the negligible com-
putational overhead of the implemented security infrastructure,
in particular with respect to the overall latency due to the adap-
tive audio control mechanism, equal to tens of ms, as shown
in [17, [16], [18].

TABLE [
COMPUTATIONAL OVERHEAD OF THE SECURING MECHANISM OF BOAT
PER SECOND OF CONVERSATION.

Computing Time (ms)
Block Cipher 0.008
Stream Cipher 0.0591
MAC 0.0474
Total Latency 0.1145

B. Comparison

In this section we report the experimental results for some
well-known tools designed for the secure audio transmission
over the Internet, namely Nautilus [11], PGPfone [29], and
Speak Freely [28]. In particular, the results are obtained by em-
ploying the same architecture presented in Sect. IV. As far as
the software tools are concerned, the following remarks are in
order. Nautilus provides the Unix version only, released in 1996
PGPfone 2.1 and SpeakFreely 7.1 were released in the last two
years: the former tool is available for Windows 9x operating
systems only, whereas the latter one is available for both Unix
and Windows 9x. Each tool employs codecs in order to reduce
the quantity of data to be transmitted (as in the case of BoAT),
and block ciphers for the encryption/decryption of data.

The codecs implemented in such tools offer different trade-
offs among efficiency of compression, loss of fidelity in the
compression process, and the amount of computation required
to compress and decompress, and last but not least, they deter-
mine the length of data that have to be encrypted and transmitted
along the network. We recall that the codec activity is very im-
portant in order to establish a suitable QoS. For instance, due to
the fact that the Nautilus release is 5 years old, it has been de-
veloped considering data rates up to 14400 Bps, so it has been
equipped with codecs which have a high compression level in
arder to cope with low bandwidth, but this choice is paid at the
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cost of poor quality of the transmitted speech. In this paper we
are interested neither in presenting and measuring the perfor-
mance of the different codecs nor in evaluating the trade-off be-
tween QoS and efficiency of such compression mechanisms.

In order to provide the reader with a better understanding of
the reported results, we just point out the following remarks on
the considered codecs. ADPCM offers toll quality of speech at
the cost of a high quantity of data to be encrypted and transmit-
ted; the different versions of the GSM codecs offer high speech
quality in spite of a higher compression level (we point out that
the performance and quality features of the GSM and BoAT
codecs are very close); finally, LPC-10 offers poor speech qual-
ity with the maximum level of compression. A summarization
of the quantity of data compressed during a second of audio
transmission by the different codecs embedded in each tool is
reported in Table IT; for a comparison, we recall that in the case
of BoAT the codec works at about 850 Bps, corresponding to 25
34-bytes long packets per second of conversation.

TABLE IT
AUDIO PACKET DIMENSION AND NUUMBER OF TRANSMITTED AUDIO
PACKETS PER SECOND OF CONVERSATION FOR EACH CODEC.

Speak Freely 7.1
GSM | ADPCM
Bytes per packet 336 496
Packets per sec 5 8.4
PGPfone 2.1
GSM 4.4 | ADPCM
Bytes per packet 70 327
Packets per sec 14 13
Nautilus
TPC-10
Byltes per packet 56
Packets per sec 5.5

The experimental results are shown in Tables IIT to V; for each
block cipher implemented in the different tools the tables report
the computing time experienced during a second of conversation
by the encryption step (the reader interested in a survey of these
ciphers should refer to [24]). It is worth mentioning that all
the results are obtained as mean values of repeated experiments,
whose individual duration is 30 sec, and the relative variancy is
reported too.

The first interesting point illustrated by our tables is that in
all cases the computational overhead of the privacy mechanisms
is restricted to few milliseconds (the upper bound is represented
by the case of Speak Freely with the block cipher DES and the
codec ADPCM in Table IIT with 20.8 ms). If we observe these
results and the ones reported in Sect. IV-A, we can conclude
that the sccuring mechanism of BoAT outperforms the other
tools; in particular BoAT turns out to be about 2 orders of mag-
nitude better than the other tools (tens of psec w.r.t. few mil-
liseconds). This because our mechanism adopts a lightweight
ciphering mechanism that is very adequate when integrated with
the original handshaking protocol.
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TARILETI
SPEAK FREELY 7.1 (WINDOWS 98)

Computing CODEC
Time GSM ADPCM
(ms) Mean | Variancy | Mean | Varancy
Blowfish 247 0.01 522 0.15
IDEA 3.94 0.01 9.08 0.05
DES 2.77 0.20 20.8 0.16

A comparison among the performance of the different tools
strictly depends on the particular codec that is used to compress
data. For instance, it may be significant to contrast the perfor-
mance of PGPfone implementing GSM and BoAT, as the related
codecs offer the same QoS and the same quantity of data to be
encrypted and transmitted per second of conversation (850 bytes
in the case of BoAT and 980 hytes in the case of the PGPfone
GSM 4.4). The results (about 0.1 ms for Boat and about 2 — 7
ms for PGPfone) confirm once again our claim that BoAT out-
performs the other tools. As far as the results obtained with
other codecs are concerned, it is worth mentioning that the good
performance offered by Nautilus with LPC-10 (see Table V) de-
pends on the fact that such a codec uses a high compression fac-
tor (note that the output of the LPC-10 compression algorithm
per second of audio conversation is few hundreds of bytes). In
particular the speech quality offered by this codec is noticeably
poorer than the high quality guaranteed by the mechanisms of
the other tools. An interesting remark is in order in the case of
the ADPCM codec implemented in PGPfone and Speak Freely
(see Table IV and III). Indeed for such a codec we can observe
an overhead of the encryption phase of several ms, especially in
the case of 3DES, because it offers toll quality of the transmitted
speech in spite of a low compression level (thousands of bytes
per second of audio conversation).

To conclude this section, we can summarize the obtained re-
sults by observing that the nature of BoAT (in particular the
handshaking protocol which allows the two parties to share the
session keys) seems to be very suitable to extend the original
mechanism with security features in a natural and cheap way.
Hence, adding security modules to the audio data flow pipeline
may be done without compromising the overall end-to-end de-
lay, because the presented approach turns out to bhe neither a
noticeable computational penalty nor a performance bottleneck
in real time speech traffic. As far as other well-known tools are
concerned, the performance results put in evidence that the com-
putational overhead of the security platform is limited to few
milliseconds, and that such a result is about 2 orders of magni-
tude worse than the performance of BoAT.

TABLE IV
PGPFONE 2.1 (WINDOWS 98)

Computing CODEC
Time GSM Iite 4.4 ADPCM
(ms) Mean | Variancy | Mean | Variancy
Blowfish 2.09 0.06 4.72 0.02
CAST 2.08 0.002 443 0.07
3DES 6.35 0.14 16.8 0.56
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TARILEV
NAUTILUS |.5A (LINUX REDHAT 6.0)

Computing LPC-10
Time (ms) Mean | Variancy
Blowfish 0.32 0.0004
TDFA 048 0.004
3DES 0.84 0.0009

V. CONCLUSION

In this paper we have presented a control mechanism for the
transmission of real time audio over the Internet which offers:

« a packet audio control algorithm that adaptively adjusts to the
fluctuating network conditions in order to maximize the QoS,

« acomplete security infrastructure providing authentication of
the parties, privacy and integrity of the transmitted data.

On the one hand, the original adaptive playout adjustment
scheme offers good performance close to the optimum. In par-
ticular, as stressed in recent works ([16], [11), packet audio con-
trol algorithms are optimizable with difficulty because there are
intrinsic limits for improving their QoS (c.g. the traffic condi-
tions do not allow us to reduce the playout delay without com-
promising the human perception of transmitted speech), and at
the same time, the QoS they guarantee is borderline, because
an higher overall latency cannot be tolerated by the real time
constraints typical of such kind of services.

On the other hand, the adaptive playout adjustment scheme
has revealed its adequacy to include security services in a simple
way and with a negligible overhead. This because we have cho-
sen to exploit the features of the existing adaptive mechanism,
instead of e.g. treating the packet audio control mechanisms and
the security mechanisms as separate layers in the protocol hier-
archy. From the performance standpoint, the adequacy of our
algorithm is put in evidence also in the experiments. As an ex-
ample, an interesting summarization of the results of Sect. IV is
reported in Table VI, where we show the computing time expe-
rienced by both encryption (at the sending site) and decryption
(at the receiving site) during a second of conversation.

TABLE VI
PERFORMANCE COMPARISON

Computing Time (ms)
BoAT 0.220
Speak Freely 19.54
DPGPfone 12.7
Nautilus 1.68

In particular, in such a table we consider the tools BoAT,
Speak Freely with the codec GSM and the block cipher DES,
PGPfone with the codec GSM lite 4.4 and the block cipher
3DES, and Nautilus with the codec LPC-10 and the block ci-
pher 3DES. The results reveal that (i) in general the provision of
security has a computational cost of few milliseconds, and (ii)
in particular BoAT performs better than the other tools (tens of
psec wart. few milliseconds).
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Abstract - There has been much interest in enabling networked
appliances (NAs) to communicate with and control each other
over the Internet. Although there are numerous networking
technologies which allow networked appliances to operate within
a single home environment or domain, there is currently no
support for control of these devices from the Internet, or for
interworking the various home networking technologies. The
ability to provide such support will radically enhance the ability
to provide exciting new services. The new age of interworking
will converge both general devices (like PDAs, laptops) and
specialized devices (like ph washing hines) into one date
network, enabling services to the end customer that were
unthinkable a few years ago. This paper discusses the use of the
Session Initiation Protocol (SIP) to provide wide area networking
for appliances. In the first half it describes the motivation behind
using SIP for such appliances. Following this, we illustrate how
services can be provided to the consumer using Instant Messaging
and Presence in the networked appliance domain.

A. INTRODUCTION

Network enabling home appliances in not a new field.
For a few years now, various companies and bodies have
come out with a multitude of technologies which enable
networked appliances (NA) to talk to each other. The
simplest of the lot is X.10, which allows any user to
control his home devices using an X.10 controller which
can send electric pulses and put on/put off or change
voltage level of certain appliances in and around the
house. Then came more complicated and feature rich
protocols like Jini [1], UPnP [14], HAVi [3], and other
such protocols which added a lot more of capabilities for
appliance communication. These existing protocols are
mainly designed to work in a single home environment
(i.e. local area network) and do not scale for Internet-
wide communications and are lacking in the necessary
security mechanisms. Home appliance interworking has
most been restricted to research labs and limited
customer deployment. The primary reasons for the
above are:

Interoperability — It is imperative that the underlying
protocol used is hidden from the consumer. He should
be able to buy an Internet alarm clock from his local
store and buy a coffee machine from somewhere else
and have the alarm clock start the coffee maker at

Stan Moyer
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exactly 8:00 am every day without worrying about
whether they both speak the same protocol.

Scalability — The protocol(s) in question must be able to
scale across large areas. If Robert goes on a vacation to
India and realizes that he has forgotten to program his
VCR to record every episode of Friends, he should be
able to do so without worrying about whether the
underlying protocol can handle the distance. The
protocol should be able to traverse multiple hops from
the source to the destination, similar to IP routing and in
that process not load in-between networks (thus
protocols which rely solely on broadcast and multicast
would be a bad idea)

Security — This is probably the single most important
issue of interworking appliances. The breaches of
security that can occur here are of much greater
consequence than simple data piracy or data corruption.
Human lives are of concern here. By breaking into a
home network, it becomes possible to control every
appliance that was connected to produce disastrous
results. The protocol under consideration not only must
be able to provide strong encryption and authentication
mechanisms but it must also allow a user to selectively
allow or disallow appliance sharing, based on his
discretion.

Limited Services — How much bandwidth is available
for home appliance communication ? How much more
bandwidth is required for wide area appliance
communication? In the past, a significant amount of
work has gone into trying to make the protocol as
efficient as possible to work within strict bandwidth
constraints. A lot more concentration has gone into
optimization rather than feature provisions. As a result,
the services provided were limited in nature and
possibly not exciting enough for the consumer to
consider very seriously. However, now with broadband
technologies coming into the mainstream, this is less of
a concern.

Currently, SIP has emerged as a protocol of choice in
the VoIP space as an enabler for next-generation
services. Based on HTTP, SIP is a lightweight protocol
that brings along with it a host of web enabled services
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to internet telephony — a space which until now was
dominated by heavier and more complicated protocols
that made next generation service deployment more
challenging. We believe that using SIP for network
appliances would enable service provides to quickly and
easily introduce more value added services to end
consumers.

This paper describes an approach based on SIP for
application-layer communications with networked
appliances. The paper is a summary of recent Internet
Drafts [1][5][7][12] related to this topic (many of which
the authors co-wrote). The next section provides a
definition or a networked appliance. Then advantages
for using SIP

B. WHAT IS A NETWORKED APPLIANCE ?

Before we proceed, let us first describe what we mean

by a networked appliance:

Networked appliances (NAs) are regarded as networked

devices which share the following characteristics:

1 The ability to interact with the physical environment
(either through sensors or actuators);

Limited (restricted) general computational power,

though the devices may possess high-computation power

for specific tasks such as image processing, or speech

recognition.

In general, NAs will be groups of sensors and/or

actuators with a limited computational power, and

networking capability.  Examples of NAs include:

controllable lamps, alarm clocks, SIP phones, washing

machines, door bells, cameras, temperature sensors,

sprinklers, and garage doors.

C. THE SIP ADVANTAGE

The following attributes of SIP make it an idea choice
for use with appliances.

Scalability — SIP is a very scalable protocol. It works
well in both LAN and WAN conditions. It does not rely
solely on multicast/broadcast technologies to reach a
destination endpoint. It has a strong concept of routing
(similar to HTTP routing) which enables a packet to
traverse from source to destination using intermediate
existing routes, hopping from one node to another till it
reaches its final destination. Further SIP can work on
both UDP and TCP which allows SIP based servers to
scale well. This coupled with the fact that SIP allows
various definitions of servers, ranging from stateless
proxies (which simply forward all messages without
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keeping state) to call stateful proxies (that keep state of
all SIP based calls that route through them) enables
service providers to select the ideal combination they
need based on network load and services to be provided.
Simplicity — An important attribute for any protocol is
that it must be simple to provide value added services.
The protocol should enable service providers to rapidly
deploy new services without getting lost in the mires of
implementation. This has a direct relation to how
flexible and simple a protocol is. SIP is very lightweight
and is text based — implying that both message
communication and formulation are simple and non-
intensive in nature.

Flexibility — In SIP it is very simple to add extensions to
support new features. The protocol is defined in a way
that any provider can define extensions easily to the
existing grammar set to add features which may not
exist in the core SIP specification yet. Most importantly,
the protocol also specifies mechanisms which can
ensure that any new extension does not break an existing
SIP aware node that may be in route and which does not
understand this new extension (For example, proxies are
supposed to transparently pass bodies across. Further, if
it does not understand any header, it should pass it along
to the next node )

Registration — In SIP is it not necessary that a calling
device needs to know exactly where to locate the called
device. A device can REGISTER its current location
with its registrar. Bob simply specifies that he wants to
talk to Peter. The exact present location of Peter will be
resolved by the proxy in conjunction with the registrar
to ensure that the message reaches Peter wherever he is
now. Location independence is important for appliances
too.

Personal Mobility — Related to the point above, SIP
provides the concept of personal mobility at no extra
cost. Again, this is a key service enable for appliances
too. Consider an example of Bob trying to remotely
control his VCR to record a program at 7pm. He does
not know that his wife has moved the VCR from his den
to their bedroom that very day in order to re-organize the
home décor. He simply sends the request to
ver@home . bob . net and the residential proxy server in
his house knows that vcr@home.bob.net is now an
alias to point to ver@bedroom.home.bob.net. This
happened when the VCR was shifted — it automatically
registered with the new location with its local registrar.
Security — SIP provides both authentication and
encryption using schemes such as basic, digest and PGP
to provide end-to-end security. Security is an important
aspect of appliance interworking for both safety and
privacy reasons.
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Transport Independence — SIP does not rely on any
fixed transport protocol. That essentially means that SIP
messages can traverse through various heterogencous
networks. So if Bob wanted to control his home VCR
from office, he did not have to bother about the fact that
this SIP message might have actually traversed various
intermediate networks based on TCP, UDP, SCTP and
other such transport protocols. This is important since
NAs may be not have much CPU power and little
memory and therefore only implement UDP (and not
TCP).

Event Notification — SIP has recently been extended to
introduce SUBSCRIBE and NOTIFY messages which
enable elements to “subscribe” to certain events and be
notified when they occur. For example, Bob could also
tell his office laundry washing machine “Start tumble
washing , and let me know when you finish so that I can
come on down and pick up my clothes”. Event
notification forms a very important part of Instant
Messaging and Presence, which we discuss later.
Addressing — SIP uses URIs for addressing. This may
be SIP URLs, HTTP URLs, Tel URL or other schemes
that map into the generic URI grammar. This means that
we can introduce any new addressing scheme like SLP
or others by mapping it either to an existing scheme of
URLSs (see [7] for mapping SLP URLs to SIP URLs).
We believe that the URI scheme is an extremely generic
and flexible addressing mechanism that can encompass a
very wide range of addressing requirements, that may
well be the case for appliances.

Integration With Existing SIP service mechanisms —
using SIP as a protocol enables appliances to exploit the
same service rich infrastructure that SIP provides. For
example, Peter could send a request saying “Could any
printer print my document please ?” to his office proxy
which could then fork this request to the various printers
in the office and then allot the job to any available
printer.

Session based and Non-session based communication
— If Bob wants to remotely ask his close circuit TV to
start transmitting the video capture in room 28 of the
supermarket, he essentially needs to set up a regular
receive-only session with the circuit TV which then
starts to stream video to his browser QuickTime plug-in.
This is no different from the regular SIP INVITE session
establishment. On the other hand, Dilbert may want to
simply send a command to his internet alarm clock to set
a time for wakeup and forget about it. No session is
required for this — this is no different from the Instant
Messaging concepts in SIP. SIP allows us to
communicate using both session based and non-session
based transactions, which is ideal for appliances.
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Business Models — Finally, since SIP and the HTTP are
so similar in nature, using SIP would introduce the same
possibilities of different service models that the
Browser-Server technology have had success in
introducing to the consumer market — that of different
business models for products that were not possible
without the Internet — the ASP and pay per use models.
In fact, these model are already being experimented in
home appliances with Electrolux introducing their “pay-
per-use” washing machines (See [16])

D. INSTANT MESSAGING AND PRESENCE

Now that we have established a foundation of why SIP
seems to be an appropriate protocol for appliances, we
shall proceed to illustrate how one can use concepts of
IM to enable services for NAs.

The authors assume that the reader is aware of the
Instant Messaging extensions for SIP and their model of
operation (for details, please see [8]) The applicable
extensions are a new SIP message type, MESSAGE [9],
and the use of the previously proposed new message
types SUBSCRIBE and NOTIFY [10][11].

Basic Communication

Most often, the act of asking a device to perform a
certain operation consists of sending it a message with
the command embedded in the body of the message. The
requisites for such an operation are: a) Sending the
command to the destination using any available route,
and b) Receiving an acknowledgement that the
destination has received the message.

Hence, simple communication essentially consists of a 2
way transaction exchange. For the purpose of such
communication, we have defined an extension to SIP
methods called DO (see [5]) which allows the sender to
encode a message in its body using an XML like format.
This message is proxies across intermediate hops and
finally reaches the destination. Using SIP processing
rules, the response too traces back the same path and
reaches the source. Nofe, The operation of the DO
command is strikingly similar to the MESSAGE
command defined in [9]. The reason for the separation
of commands was mainly due to concerns within the SIP
community of overloading the MESSAGE command too
far. A disagreement exists asa to whether instant
messaging a person is equivalent in semantics to instant
messaging a device. Since creating another message type
does not add additional complexity for SIP Proxy or
User Agent implementations, it was agreed to use a
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different message type. This is still a debatable issue —
however the intent of DO remains the same as that of
MESSAGE and using MESSAGE instead of DO would
not change any of the concepts discussed in this paper.

An example:

Bob, sitting in his office wants to start the self
diagnostic check in his new internet enabled car. In case
of any damage detected by the car microprocessor, he
wants to be informed so that he can set up an
appointment with the repairman.

Bob P1 P2 CA
DO o
car@bob.home.net * |
» Do N
car@garage.”
home.net
diagnostics [
»
- 4xx Error !
)l
4xx Brror !

Figure 1: Example of IM

The illustration above shows a very simple case of how
IM forms the basic block for communication to
appliances. Here, Bob sends a DO message to his car
parked in the garage. The office proxy (P1) recognizes
the domain to be beb . home .net and forwards it to the
proxy in his house. The home proxy (P2) now looks up
the registration database and sees that the car is now
inside the garage. It proxies this request to the correct
location. The internet enable microprocessor in the car,
on receiving this message proceeds to run the self
diagnostics and sees that its wheel alignment needs to be
corrected. It now reports this diagnostic error in a 4xx
message back to Bob who can then proceed to take
corrective action. (Note: in case the diagnostic process
takes time, it can also return a 100 trying response
which is not shown in the illustration).

Instant Messaging forms the very basic block for
appliance communication. Other examples of IM for
devices include querying your thermostat for the current
temperature, sending a command to your microwave to
start thawing the steak or asking your VCR at home to
start recording you favorite program while you are
sitting in the office trying to finish off your presentation
for that important meeting the next day. This allows
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both control of devices (e.g., “turn on”) and querying
(e.g., “what is the temperature in the living room?”).

In all of the above, what we really need is a simple two
way transaction that can traverse multiple hops and
routes to where you want it to and have the results
routed back to you. Isn’t IM then, just what we need ?

IM combined with Presence
We now show some powerful examples of how IM and
presence combined can provide enhanced services.

Wally P1 Microwave
DO
> DO
»
Ll
OK OK
>
SUBSCRIBE -
"] SUBSCRIBE
»
Ll
OK K
>
baking proceeds
NOTIFY < NOTIFY
<
)l
OK o oK
DO
E—

Figure 2: IM and presence

Here, Wally sends an instant message from his PC
browser to his microwave asking it to start grilling the
chicken at power level 5 until it is well done. He
encapsulates this in a DO command body. The
microwave responds by saying that the process has
begun. This is a time consuming operation. Wally wants
to be notified when the microwave finishes this process.
So, he sends a SUBSCRIBE message to the microwave,
asking it to notify him when the grilling gets done. In
this case, Wally has subscribed to the microwave state,
asking it to be notified when the grilling gets done. In
IM terminology, Wally is the SUBSCRIBER and the
microwave is the PRESENTITY.

The microwave responds to the request by sending a 200
OK. Now, Wally does not need to poll the microwave
anymore. He proceeds to carry on with his usual work,
while the microwave grills away. Some time later, the
microwave completes the process and looks up the
subscribers who have subscribed to this change of state.
It realizes that wally@home .net was a subscriber and
proceeds to send a notification message to this URI
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about this state change. This is an asynchronous
message that Wally receives on his browser thorough a
popup which says “Microwave has finished grilling.
time taken was 2 minutes”. Wally now proceeds to send
the next set of commands to the microwave.

This is a very powerful form of communication and very
useful for communications with certain types of devices.
For example, notification of events that occur in the
home such as a security alarm being triggered or a
doorbell being pressed. Presence forms a very important
part of appliance communication. It provides a
mechanism for different appliances to subscribe to state
information of other appliances and be notified
asynchronously when any event occurs.

E. EXTENSIONS REQUIRED

As mentioned previously, SIP as specified in RFC 2543
does not support Instant Messaging for networked
appliances. Some extensions/modifications are required
and are described in this section.

A new method, DO [5] is required to support simple,
datagram-style messaging and the SUBSCRIBE and
NOTIFY extension [10] are required for asynchronous
event notifications.

To better meet the naming and addressing requirements
for NAs, a modified SIP URL addressing scheme is
required. A structured device naming scheme (e.g.
Service Location Protocol (SLP) URL) is encoded to the
left of “@” sign in the To: field. This may then be
encrypted to ensure privacy. For example:
[d=lamp,r=bedroom,u=stsang] @home . net

where the information in the square brackets would be
BASE-64 encoded (to be compliant with addressing
conventions) and (optionally) encrypted for privacy.

In addition, a new payload type, specific to devices, is
required. A new MIME type, called Device Messaging
Protocol (DMP) [12], is proposed to carry the
information required to excite NAs and which can carry
responses back to the originator. There is no reason that
other payloads (e.g., SOAP [13]) could not be carried
too (either as another MIME type or as part of the
DMP).

F. How DOES SIP SOLVE THE PROBLEM?
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In the introduction, we listed four problems hindering
the adoption of networked appliances — these problems
are:
Interoperability
Security
Scalability

e Limited Services (i.e., Functionality)
In this section we describe how SIP (and SIP Instant
Messaging) address each of these four issues.

Interoperability

The SIP for networked appliances solution enables
communication with devices in the local area without
concern for the type of local device communication
protocol being used. For example, given an architecture
like that pictured in Figure 3, there are several types of
local device communication protocols depicted in use —
UPnP, HAVi, X.10, and SIP. This architecture assumes
that an appliance controller exists to provide the
necessary protocol translation/interworking.

Appliance

Controller
Appliance
Controller

Wide-Area
Network

Figure 3. Example Home Networked Appliance
Architecture

SIP for networked appliances uses SIP to communicate
from the wide area network into the local home domain
where the SIP message is then translated to the
appropriate local device communication protocol (if
necessary). An example of this is shown in Figure 4.
The proposed Device Messaging Protocol payload is
XML-based and defines a superset of all NA
communication protocols — therefore it can be
translated by the SIP UA associated with the NA(s) from
DMP to the specific protocol for the NA.
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Appliance
Controller

Appliance
Controller

Wide-Area
Network

Figure 4. Use of SIP for Networked Appliances

Security

SIP for networked appliances utilizes the inherent
capability of SIP to provide the security required for
communication with NAs from the wide area. SIP
provides an authentication mechanism (PGP is specified
in the standard and Internet Drafts exist for supporting
CHAP and Radius servers). If all SIP messages entering
the local home domain are authenticated than an
authorization check can be performed before the
requested operation is executed. In addition, SIP
provides a means for encrypting most portions of the
message (including the payload) for privacy. However,
the address is not encrypted, therefore, if the appliance
name and/or description is included in the address, then
that portion of the address must be encrypted (as
previously described).

Scalability

As described in section C, the SIP protocol is very
scalable. This property is achieved by its use of routing
proxies in the network and the fact that no (or little)
state is kept in the network.

Limited Services

SIP is an extensible protocol — it allows new
method/message types, new types/forms of addresses,
and any kind of MIME body type. Through these
capabilities, extensions were designed to enable the SIP
for networked appliances solution to communicate with
NAs in four different ways:
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Control (e.g., “turn on the coffee maker”)

Query (e.g., “how much milk is left in the refrigerator?”)
Event Notification (e.g., “tell me when my fire alarm
goes off”)

Multimedia Session (e.g., “View the babysitter cam.”)
Currently those are the only four types of
communication modes identified for NAs and SIP
supports them all. If other modes are required in the
future, SIP’s extensibility should accommodate the
necessary modifications.

G. FUTURE WORK

In order to produce an inter-operable and open
framework, detailed designs and specifications of the
SIP message payloads for device control and device
registration will be produced. The relevance of, and
relationship to, other protocols — such as SOAP [11] and
UPnP [14] — are being assessed and will be included into
the framework described in this paper if appropriate.
The possibility of interworking the SIP based service
portability framework with the Open Services Gateway
Initiative (OSGi [15]) framework is under investigation
and the roles and capabilities that can be provided by the
home gateway will also be evaluated.

H. SUMMARY

We have shown how SIP with Instant Messaging
extensions supports application-layer communication
with networked appliances. Many reasons for why SIP is
a good solution for this problem were described.
However, the real advantage to using SIP is that since
SIP phones are essentially networked appliances too,
SIP Instant Messaging for NAs can leverage the same
SIP infrastructure deployed for Internet Telephony.
Leveraging the same infrastructure greatly eases the
operational (e.g., deployment, administration, and
management) burden for networked appliance-based
services.
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Abstract— Forward Error Correction copes with packet losses, but at
the expense of an increase of the end-to-end delay. By failing to take this
into account, existing error control schemes for audio often lead to end-
to-end delays larger than 150 ms, which has an impact on the perceived
audio quality. In this paper, we develop an adaptive error control scheme
for audio which is delay aware, i.e. which incorporates the impact on the
end-to-end delay in the choice of FEC.

To this end, we model the perceived audio quality as a function of the
end-to-end delay and of the ding rate at destination. We develop a
joint rate/error/delay control algorithm which optimizes this measure of
quality and is TCP-Friendly. We show that our scheme increases utility in a
single class best effort network. We evaluate the benefit for audio sources to
use the Alternative Best Effort service, which offers applications the choice
between lower end-to-end delay and more overall throughput.

Kevwords—IP telephony, FEC, end-to-end delay, TCP-Friendly

I. INTRODUCTION

Real-time, interactive audio over IP networks often suffers
from packet loss. Forward Error Correction (FEC) can be
used [1] to mitigate the impact of packet losses. However, FEC
has the drawback of increasing the end-to-end delay. Indeed, in
current systems, FEC requires the destination (o wail for several
packets to be received in order to repair packet losses.

When used over the standard IP best effort service, an au-
dio source should also control its rate in order to react to net-
work congestion and share bandwidth fairly, in some sense [2],
[3]. Recently, Bolot [1] proposed an adaptive rate/error control
which optimizes a subjective measure of quality and incorpo-
rates the constraint of rate control. This scheme proved to be
efficient but it does not try to optimize the overall end-to-end
delay; in particular, it does not manage the additional delay due
to FEC.

Now, it is recognized that above a certain threshold (around
150ms) the end-to-end delay starts to be annoying [4]. In some
cases, it may be that a rate/error control such as [1] causes the
delay to be larger than the threshold, whereas it would have been
possible to avoid this, at the expense of an increased distortion.
If the resulting distortion is still acceplable, then a reduced delay
would be preferable. This is our main motivation to propose a
delay aware scheme for controlling rate and FEC. Our simula-
tion examples in Section VI-A tend to indicate that our method
does avoid that a source waste delay on the FEC when it is not
necessary.

A secondary motivation is the emergence of a number of pro-
posals for internet differentiated services which propose to com-
bine performance objectives related to delay and to throughput
or packet loss [5], [6], [7], [8]. The proposal in [8] is based

on per flow queuing and assumes that sources employ packet
pair probing. In this paper, we focus on another proposal, Al-
ternative Best Effort (ABE) [9], which does not require per flow
queuing. It offers an application the choice of either a lower
end-to-end delay or more overall throughput. In today’s inter-
net, where explicit congestion notification (ECN) [10] is not yet
widespread, the low delay class is likely to receive more packet
loss. This asks the question whether there is a real benefit for
an audio application to use the low delay class, since it may
be forced to compensate the additional loss by more FEC, and
thus more end-to-end delay. We show some simulation resultsin
Section VI-B with audio sources implementing our delay aware
control scheme; they tend to indicate that the answer is positive.

In this paper, we propose an adaptive error control scheme
for real time audio over best effort networks which is delay
aware, namely, which chooses the FEC according to its im-
pact on the end-to-end delay. We start by considering the per-
ceived audio quality as a function of the audio encoding rate
received at the destination and of the end-to-end delay. Then
we write our control problem as an optimization problem, and
solve it numerically and theoretically. We also incorporate a
TCP-friendly module, in order to ensure that our rate conforms
with current practice for the Internet. This gives us the basis
for a rate/error/delay control algorithm which (1) optimizes our
delay-aware measure of audio quality and (2) is TCP-Friendly.

This paper constitutes an extension of the work reported in
[1] where a rate/error control problem was first formulated as
an optimization problem. However, our work brings two new
contributions. First and foremost, we consider the end-to-end
delay in the optimization problem. Second, we introduce a TCP-
Friendly module to control the rate of the audio stream. We also
provide details about the resolution of the optimization problem
([1] did not explain in details how the optimization was solved).

The validation of a particular measure of perecived audio
quality is outside the scope of this paper. Therefore, we increase
robustness by plugging into our method several different quality
measures.

The paper is organized as follows. Section II reviews the
state of the art on error control for audio applications and TCP
friendly rate control. Section IIT describes our utility function
approach. Section IV presents our main result, namely, the de-
lay aware error and rate control. An auxiliary component for im-
plementing TCP-friendliness is described in Section V. Results
of simulations implemented in ns2 [11] are given in Section VI-
A (today’s internet) and Section VI-B (ABE network). Details
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about the optimization problem and its solution are in appendix.

II. RELATED WORK
A. Error recovery

As best-effort networks do not provide any guarantee in terms
of Quality of Service, the end-points in an audio transmission
must be able to recover from packet losses. To this end, an
audio transport protocol may cope with packet losses by [12]:
(1) retransmitting dropped packets, (2) applying Forward Error
Correction (FEC) to reconstruct the missing packet, or (3) using
error-concealment algorithms to correct the losses.

Retransmission algorithms based on Automatic Repeat re-
Quest (ARQ) have been successful in protocols like TCP, but
they are typically not acceptable for real-time audio applications
since they dramatically increase the end-to-end delay. FEC, on
the other hand, is an attractive alternative to ARQ since it pro-
vides relatively low-delay performance. The principle of FEC is
to send redundant information, along with the original informa-
tion, so that lost data can be recovered, at least partially, from
this redundant information.

Originally, there was much interest in the provision of me-
dia independent FEC using block codes (e.g. based on Reed-
Solomon [13] or on parity codes [14], [15]) to provide redun-
dant information. Unfortunately, these techniques have the dis-
advantage of introducing important additional delays (because a
source must wait for the entire block of packets before comput-
ing and transmitting the redundancy packet). These schemes can
therefore be used for one-way, near real-time audio transmission
but are not suitable for interactive audio communications.

One way to avoid this coding delay is instead of sending re-
dundant information rely upon error-concealment algorithms at
the receiver to correct the effect of the missing packets [16]. The
most simple error-concealment techniques replace the missing
audio unit with silence, white noise or a repeated segment. As
such, these techniques work well for relatively small loss rates
(< 10%) and for small packets (4-40ms of audio) but they break
down when the loss length approaches the length of a phoneme
(5-100ms). More sophisticated concealment techniques, such
as Adaptive Packetization and Concealment (AP/C)[17], exploit
the network loss characteristics and the property of long-term
correlation within a speech signal together, to mitigate the im-
pact of packet losses. This is accomplished by an adaptive
choice of the packetization interval of the voice stream at the
sender. Besides, modern speech codecs, such as G.729 [18], use
concealment algorithms that are defined as part of their specifi-
cation. These algorithms interpolate the missing codec param-
eters based on surrounding and previous values. These tech-
niques lead (o a good quality of the reconstructed speech if the
number of consecutive lost frames is small and if the loss does
not occur at an unvoiced/voiced transition [19]. Hence, error-
concealment schemes should not be regarded as substitutes for
FEC, but rather a combination to the latter.

Most audio conferencing tools use a media specific FEC
scheme that combines error-concealment and FEC. The prin-
ciple of the media specific FEC is to transmit each segment of
audio, encoded with different quality coders, in multiple pack-
ets. When a packet is lost, another packet containing the same
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Fig. 1. The Gilbert model

segment (maybe encoded differently) can be able to cover the
loss. This approach has been advocated by Hardman et al [16]
and Bolot et al [20] for use on the Mbone, and extensively sim-
ulated by Podolsky et al. [2].

The first transmitted copy of the audio segment is referred
as primary encoding and subsequent transmissions as secondary
encodings. In the media specific FEC scheme, redundant audio
segments are piggy-backed onto a later packet which is prefer-
able to the transmission of additional packets, as this decreases
the amount of packet overhead and routing decisions. For exam-
ple, in the case of a single redundant segment, packet n contains,
in addition to its encoded samples, a redundant version of packet
n — 1. This redundant information is usually obtained using a
lower-bit-rate, lower-quality encoding than the primary infor-
mation. This simple scheme only recovers from isolated losses
but can be modified (as proposed in [3]) to recover from consec-
utive losses as well by carrying in packet n redundant versions
of packetsn — 1 and n— 2, or of packetsn —1,n—2andn—3
or of packets n — 1 and n — 3 ete.

Obviously, the more redundant information is added at the
source, the more lost packets can be reconstructed. However,
sending more redundant copies implies increasing the band-
width requirement at the source (and henceforth the packet loss
rate) and increasing the end-to-end delay (since the receiver
has to wait longer for the redundant information). Moreover,
it would make little sense to add much redundant information
when the network load is low and the packet losses are rare.

Therefore, a robust FEC scheme should be adaptive and
choose the FEC according to the network characteristics (such
as packet loss process, available bandwidth,...) at any given time
and depending upon its impact on the end-to-end delay. In the
following sections we describe the packet loss process of audio
packets in the Internet and we review the rate control schemes
that have been proposed in the literature.

B. Loss process of audio packets

The efficiency of the FEC depends on the characteristics of
the loss process of audio packets. Typically, FEC is more effi-
cient when the consecutive number of lost packets is small.

There has been much research effortsin the measurement and
modeling of end-to-end Internet characteristics [21],[22],[23].
The main result is that the correlation structure of the loss pro-
cess of audio packets can be modeled with low order Markov
chains. In particular, a two-state Gilbert model was found to be
an accurate model in many studies. Moreover, it was found that
the distribution of the number of packets lost in a loss period
is approximately geometric [20],[23]. These results confirmed
that FEC schemes are well suited for interactive audio applica-
tions in the Internet. In the rest of the paper, we will use the
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Gilbert model to characterize the loss process of audio packets.
The Gilbert model (depicted in Figure 1) is a two-state model
in which state | represents a packet loss and state 0 represents a
packet reaching the destination. The parameters p and g denote
respectively the probabilities of passing from state 0 (no loss)
to state 1 (loss) and from state 1 to state 0. In absence of re-
dundant information, one can easily derive the packet loss rate
PLR = p%q. This model also allows to compute the packet
loss rates after reconstruction when FEC is used. For example,
if we consider the case where packet 7 only includes redundant
information about packet n — 1, the packet loss rate after recon-

ioni p(1—q)
struction is equal to FE

C. Rate control

As we mentioned earlier, the addition of FEC repair data to
a media stream is an effective means by which that stream may
be protected against packet loss. However, the addition of large
amounts of repair data when loss is detected will increase net-
work congestion and hence packet loss, leading to a worsening
of the problem which the use of FEC was intended to solve.
Therefore, the rate of audio sources should be controlled in or-
der to avoid congestion collapse in the network.

In addition, it has been suggested that audio applications
share resources fairly with each other and with current TCP-
based applications. One way to ensure this is to implement some
form of congestion control that adapts the transmission rate in a
way that fairly shares congested bandwidth with TCP applica-
tions. One definition of fair is that of TCP friendliness [24] -if a
non-TCP connection shares a bottleneck link with TCP connec-
tions, traveling over the same network path, the non-TCP con-
nection should receive the same share of bandwidth as a TCP
connection.

There has been significant previous research on TCP-Friendly
control mechanisms and many control schemes were proposed
in the literature. We can distinguish three main classes of control
mechanisms: (1) the window-based control mechanisms, (2) the
mechanisms based on additive increase, multiplicative decrease
(AIMD), and (3) the equation-based mechanisms.

The control mechanisms closest to TCP are the window-based
mechanisms [25], [26]. They maintain a congestion window
which is used to control the transmission of the packets. Al-
though window-based schemes exhibit a behavior very close to
the one of TCP, their main disadvantage is their lack of flexi-
bility. Since these protocols strictly adhere to TCP window dy-
namics, it would be hard to modify them to take into account
timeliness requirements of real-time streams.

Another class of control mechanisms uses additive increase,
multiplicative decrease (AIMD) in some form, but do not apply
AIMD to a congestion window. The RAP protocol (Rate Adap-
tation Protocol) [27] employs an AIMD rate control algorithm
based on regular acknowledgments sent by the receiver. Another
AIMD protocol has been proposed in [28]. This scheme relies
on regular RTP/RTCP [29] reports sent between sender and re-
ceiver to estimate the loss rates and round-trip times. While
AIMD schemes exhibit good response to transient changes in
congestion, real-time streams find decreasing the sending rate
in multiplicative order in response to a single loss to be unnec-
essarily severe (as it can noticeably decrease the user-perceived
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quality [30]). For this reason, equation-based control mecha-
nism seem to be leading candidates for mechanisms to provide
relatively smooth congestion control for real-time traffic.

Tn Equation-based congestion control [24] schemes, the
sender uses an equation characterizing the allowed sending rate
of a TCP connection as a function of the RTT and packet loss
rate, and adjusts its sending rate according to those measured pa-
rameters. A key issue, when using these schemes, is of course to
choose a reliable characterization of the TCP throughput. The
TCP-Friendly protocols proposed in [30], [31] are based on the
TCP response function first reported in [24] and later formalized
in [32]. Since this characterization does not take the timeouts
into account, it has been reportedin [32] that this model is not
accurate for loss rates higher than 5%. Another formulation of
the TCP response function was derived in [33]. Tt states that the
average throughput (in bytes/sec) of a TCP connection (rrcp)
is given by:

s

rrep =
tRTT\/% +trro(3\/2)(1 + 3212)

where s is the packet size, ¢ty is the round trip time, tpro is
the TCP re-transmission timecout and [ is the frequency of loss
indications per packet sent. Note that [ is not exactly equal to
the packet loss rate but the latter provides an upper bound on
the value of / and can be used as an approximation. Based on
this model, Padhye and al. [33] proposed a scheme in which the
receiver acknowledges each packet. At fixed time intervals, the
sender estimates the packet loss rate experienced during the pre-
vious interval and updates the sending rate using equation (1).
Since this scheme updates the sending rate at fixed time inter-
vals, it is suitable for use with multimedia applications. But it
has the disadvantage to have a poor transient response at small
time-scales. Besides, Floyd and al. recently proposed the TFRC
protocol [34]. In TFRC, the sender explicitly adjusts its send-
ing rate as a function of the measured rate of [oss events, where
a loss event consists of one or more packets dropped within a
single RTT. Their algorithm for calculating the loss event rate
is based on the method of Average Loss Interval. It offers a
very good tradeoff between responsiveness to changes in con-
gestion and avoidance of unnecessary abrupt shifts in the send-
ing rate. Unfortunately, TFRC cannot be used, as such, with au-
dio streams for two main reasons: first, because it requires the
receiver to send feedback to the source at least once every RTT,
which is not recommended when using RTCP for feedback col-
lection; second, because the method of Average Loss Interval
is not appropriate in the case where sources adjust their send-
ing rate by changing the packet size while keeping the interval
between packets constant. Our rate control scheme, which will
be described in section V, was adapted from the work of Pad-
hye ([33]) and adjusts the rate by keeping the interval between
packets constant.

(6]

III. A UTILITY FUNCTION APPROACH WHICH ACCOUNTS
FOR DELAY

As mentioned above, the purpose of our work is to design
an error control algorithm which is delay aware, namely, which
incorporates the impact on the end-to-end delay in the choice of
the FEC. To this end, we take a utility function approach.
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Fig. 2. Unlity as a fimetion of (a) the rate only (for delay=0), (b) the end-to-end delay only (for encoding rate = 64Kbit/s)

For users employing our audio application, we define the util-
ity not only in terms of sound quality at the destination but also
in terms of interactivity. In other words, we consider the util-
ity (quality) as being a function of the encoding rate of audio
received at the destination and of the end-t0-end delay.

This utility function f : T x R+ — [0, 1] was obtained as
follows. We characterized separately:

« the utility as a function of the encoding rate: f, : R —
[0,1]. There exists objective and subjective methods to assess
the quality of an audio source as a function of the encoding
rate. Objective methods use specific signal metrics to assess
the quality, such signal-to-noise ration (SNR) [35]. These met-
rics, while easy to obtain, are only approximations for two main
reasons. First, because they are sensitive to the characteristics
of the signal, and hence to the words being pronounced. Sec-
ond, because they often fail to correlate with perception prop-
crtics of the human hearing system [36]. Despite these limita-
tions, a SNR model can still give insight into the audio quality.
Moreover, operational SNR curves (on a linear scale from O to
1) can be modeled using negative exponentials, the quality in-
creasing rapidly at low rates, and more moderately at higher
rates. Therefore, we considered two utility functions of the
form: f.(z) = e1 + ¢z e %, where ¢; and ¢y are constants,
selected so that f,.(64Kbit/s) = 1 and £,(0) = 0. Figure 2(a)
depicts two of these exponentials, corresponding respectively
to @ = 0.0001 and @ = 0.00003. Quality assessment mod-
els based on subjective measurements provide more accurate
results but are more difficult to obtain. A widely used model
is MOS (Mean Opinion Scores) where the perceived quality is
usually rated on a 1 to 5 scale. Utility functions for adaptive
flows can be obtained using score tables (scaled down between
0 and 1), and interpolating between values to obtain piece-wize
linear utility functions. We present such a function in Figure
2(a). Besides, exponentially-decay functions were introduced in
[37] to describe utility curves for adaptive application. These
curves account for the fact that the quality increases slowly at
very low rates (below the minimum rate required by the appli-
cation), then rapidly at intermediate rates and again slowly at
higher rates. In this work, we restricted ourselves to consider
strictly exponential curves, but more complex functions could
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Fig. 3. Utility as a function of the rate and the end-to-end delay
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be used for future work.

« the utility as a function of the end-to-end delay: f; : RT —
[0,1]. Even though an objective and unique function can not be
set to describe the quality as a function of the end-to-end de-
lay, various studies concluded that, for natural hearing, the end-
to-end delay should be approximately 150ms [4], [38]. While
a lower delay can not really be appreciated, delays above this
threshold will be noticed by the users and will become a hin-
drance to interactivity. Moreover, it is also recognized that tele-
phony users find delay of greater than about 300ms more like
half duplex connection than a conversation. These considera-
tions lead us to consider utility curves like those represented on
figure 2(b). These utility functions present the following be-
haviour: for delays below the critical threshold of 150ms, the
quality decreases very slowly as the users do not benefit from
getting a lower end-to-end delay. Then, above this threshold,
the quality drops steeply as any increase of the end-to-end delay
hurts the interactivity. Then, above 300ms, since the connection
is considered as a half duplex conversation anyway, any further
increase of the delay only slightly affects the quality (which is
alrcady low). Even though it agrees with common intuition, the
nature of the exact behaviour of this function remains out of the
scope of this study. Our goal is not to validate a particular utility
function but rather to show that the use of this kind of function
allows to incorporate the impact on the end-to-end delay in the
choice of FEC. To this end, we considered a set of utility func-
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tions of the form:

1-mz if 2 <150
Fau(z) =< brtanh(B(x — be)) + b3 if 150 < 2 < 300
1-6—myz if z > 300

where x is the end-to-end delay (in ms). 71, § and ~, are pa-
rameters representing the steepness of the decrease in each of
the 3 regions and § determines the difference between the full
and the half-duplex quality. by, by and by are constants selected
to ensure the continuity of fz. The utility functions depicted on
figure 2(b) were obtained by tuning these parameters. A user
will opt for either one or the other depending on the importance
she attaches to the end-to-end delay.

Then, the global utility is defined as the product of fy and f,.:

Fx,9) = £r(2) fuly)

where 2 and y represent respectively the reconstructed rate at the
destination and the end-to-end delay. Such a function is depicted
on figure IIL

Note that the packet loss rate after reconstruction also im-
pacts the quality. Many codecs employ various concealment
techniques which are able to mask such losses as long as
PLR, fter reconstr < PLRypq, where the threshold PLR,,,,
depends on the codec. We could have incorporated this in our
utility function approach. However, for tractability, we have
chose to express this as a constraint, namely, we accept only
encodings such that PR ¢terreconstr < PLRjq.. Whether
there is value in incorporating PLR, fierreconstr in the utility
function, and how to do it, is the object of future research.

In the simulation we have performed, we have used various
values for the parameters of the utility functions.

IV. OUR JOINT RATE/ERRROR/DELAY CONTROL

Once we have determined the influence of the end-to-end de-
lay on the quality (utility) of the call, our goal is to find the
best redundant information that will maximize the perceived
quality at the receiver. This is the purpose of this section.

Consider a source with the flexibility to encode its samples
at a rate z € [0, Xjnos] (We suppose X0, to be 64 Kbits/s).
The quality of the voice call is charactlerized by a function f :
Rt xRt — [0, 1] of (1) the reconstructed rate at the destination
and (2) the end-to-end delay.

The source transmits voice packets to a destination over an
unreliable network characterized by:

« a packet loss process: Y; which we suppose to be a Gilbert
process where ¥; € {0,1} (see section II-B). If the ith packet is
received at the destination, then Y; = 0, otherwise, Y; = 1. The
parameters p and g of the Gilbert model are estimated on-line at
the receiver using the maximum likelihood estimator.

« a delay distribution. We don’t make any assumption about
the distribution of delays in the network. Rather do we consider
the 99 percentile of the delays experienced by the voice packets,
which we call d,es. dyer actually represents the playout delay of
the voice packets and is estimated at the destination as described
in [39].

The parameters p, ¢ and d,,e; (which are all estimated on-line
at the receiver) are sent back to the source via the application
specific part (APP) of the RTCP receiver reports.
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Let R, be the rate available for the audio flow. Ry, is
the result of our TCP-Friendly rate control scheme (which is
described in the next section) and is updated upon reception of
an RTCP receiver report.

Then, consider that we use the media specific FEC scheme
described above to recover from packet losses. Let K — 1
denote the maximum number of redundant pieces of informa-
tion sent along with the primary information. Thus, packet
n carries information about at most (i.e. a subset of) packets
n—1,...,n— K +1. Therefore the total number of copies (en-
coded at different rates, including 0) of a given packet sent by
the source is equal to K. The optimal value of K is a priori un-
known and is supposed to be in [1, Kynaz). In practice, the larger
K, the longer the destination has to wait to receive the redundant
information, and thus, the longer the end-to-end delay. Let 75
represent the delay introduced by the use of FEC. 7k is the de-
lay between sending the first and the last copy of a given packet
and can thus be written as follows: 7x = (K — 1) pektInt,
where pckt Int is the time interval between two consecutive au-
dio packets.

Further, define the random variable A to be A = {i|Y; =
0,i = 1,...,K}, namely the set of copies of a given packet
that are received at the destination.

Then, our problem can be stated as follows: Given that we can
send at most K, copies of each voice packets, find the opti-
mal number of copics to send, and the optimal encoding rate for
each copy, so as to maximize the quality of the voice call sub-
ject to the rate constraint. Mathematically, it gives the following
optimization problem (which we call P1):

maximize E P(A) max F @i, dnet + 1)
1<K<Kmes  AC{L,..K} e
2; (1=1,...,K)
K
in + Roverhead < Rmax
subject to i=1

23 20i=1,....K
PLRachr reconsir S PLRmax

where z; is the encoding rate of the copy placed in ith po-
gition in the stream (i = 1 corresponds to the primary in-
formation); P(A) is the probability to receive the set A;
Reoverheaq is the bandwidth overhead of the IP/UDP/RTP head-
ers, PLR,terreconstr is the packet loss rate after recon-
struction and PL Ry, is the maximum acceptable value for
PLR, tter reconstr- The choice of a value for PLR,,,, mainly
depends on the efficiency of the error resilience scheme used at
the receiver. Typical values of PLIR,,,, range between 5 and
10% [40].

The objective function above represents the average quality
measured at the destination. This model assumes that different
copies of a given packet can not be combined to produce a better
quality copy of the original packet. We rather assume that the
receiver will send to its audio driver the best copy (i.e. leading
to the highest quality) it has received of a given packet. The
formulation of the objective function could be different if we
used layered or multiple description coding [41] schemes for
audio. But this is kept for future work.
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The problem abave appears to be, in general, difficult to solve
but a careful analysis of the objective function allowed us to
derive solutions for K., up to 5. The methodology remains
the same for greater values of K, but the main burden is that
the number of terms in the sum grows exponentially with K,
and there is no generic formulation to express the probabilities
associated to each term as a function of K. For further details
about the resolution of the optimization problem, one can refer
to appendix A. In the following, we just describe the general
characteristics of the results:

o Xy > &3, Vi = 1,..., K: the primary information should al-
ways be encoded using the best quality encoding among those
used to encode the different copies.

sifpt+ag<l, x> > x; Vi =1,...,K: it pays to
use good quality coders to encode the end packets. Furthermore,
for a given number of copies to send, the larger K, the better the
audio quality at the destination, but also the larger the end-to-
end delay. In this case, our algorithm allows to find the good
tradeoff between quality of the reconstructed signal and delay.
sifptg>l 222> ... 22k, Vi=1,...,K: the
redundant copies should closely follow the primary packet and
the quality of the encodings should decrease as the copies are
moved away from the primary packet.

V. THE TCP-FRIENDLY RATE CONTROL MODULE

Our TCP-Friendly rate control relies on the Real-Time Trans-
port Protocol (RTP) [29] and its control part, RTCP. In our
scheme, the sender performs equation-based congestion control
based on feedback information contained in RTCP reports. In
details, it works as follows: about every 5s (as advised in [29]),
the receiver issues an RTCP report containing the packet loss
rate experienced since sending the last report and various times-
tamps. After receiving the nth RTCP receiver report, the sender
estimates the bandwidth share it should be using as follows:

« It computes the round-trip-time, ¢ 77, using the timestamps
contained in this report and updates the TCP timeout value
(trT0,) accordingly.

« To avoid reactions to sudden loss peaks in the network, it
maintains an Exponentially Weighted Moving Average of the
packet loss rate:

PLR,=(1-a)PLR,_1 + « PLR ©

where PLR is the packet loss rate reported in the RTCP packet
and « is the smoothing factor set here to 0.3. This value was
also suggested in [42].
o Then, it estimates the TCP-Friendly rate rrcp, (in bytes/sec)
using equation (1) with the parameters tgprr,. trRTO, and
PLR,,. The value of s is set to the packet size of a compet-
ing TCP connection. Typically, s can be set to 576 Bytes (MSS)
or 1500 Bytes (MTU).
« And finally, it updates the sending rate (r,,) as follows:

if (rrep, <Th-1)

decrease sending rate to rrop,
else

sT
TAI =Tn1+ s

increase sending rate to min[rrcp,,TArl

where T' ~ 5s is the time elapsed since receiving the last RTCP
report and r 47 is the rate that a TCP connection would have
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Fig. 4. Our rate control protocol competing with TCP.

reached by increasing its congestion window by one packet ev-
ery round trip time. This last condition was introduced to make
sure that our audio flow does not increase its bandwidth share
faster than a TCP connection sharing the same link.

The audio source then adjusts its sending rate by changing the
packet size, the time interval between packets remaining con-
stant. Usually, audio packets are generated every 20, 40 or
80ms. In this work, we fixed this interval to 20ms.

‘We have tested our rate control protocol in the ns [11] sim-
ulator. Figure 4 illustrates the fairness of our protocol when
competing with TCP Sack traffic in a RED queue. In these sim-
ulations, n TCP [riendly and 2n TCP flows share a common
bottleneck. Graphs show the mean throughput of each type of
flow, averaged over the last 300s of simulation and over all the
connections, and normalized so that a value of | corresponds to
a fair share of the bandwidth. Each point on this graph repre-
sents the results averaged over 5 simulation runs and the corre-
sponding confidence intervals. This figure shows that our rate
control protocol co-exists fairly with TCP under a wide range of
network conditions.

VI. SIMULATION EXAMPLES

We implemented and tested our delay aware error control
scheme in the ns2 simulator [11]. This section presents a sum-
mary of our results. Two types of IP networks were considered:
(1) Single Class Best-Effort networks (that we call “Flat” net-
works) and (2) Alternative Best-Effort networks.

A. Flat Best-Effort Networks

This section investigates the behaviour of our scheme under
a wide range of loss conditions. We consider a simple scenario
where 7 audio (TCP-Friendly) flows and 3n Sack TCP flows
share a single bottleneck link. The packet loss rate experienced
by the connections is varied artificially by changing the num-
ber of connections sharing the link. Figures 5(a) and (b) repre-
sent respectively the packet loss rate experienced by audio flows
and the corresponding TCP-Friendly rate constraint as a func-
tion of the number of connections sharing the link. The bottle-
neck bandwidth is SMbits/s and the one-way propagation delay
(without queuing) is the same for all connections and is fixed
at 100ms. The graphs show the mean values averaged over the
last 300s of simulation and over all connections. Each point on
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this graph represents the results averaged over 5 simulation runs
and the corresponding 99% confidence intervals. For our exper-
iments, the parameter ’LR,,,,, was set to 5%.

As explained in Section III, various values can be used for
the parameters of the utility function f = f,. f4. Figure 5(c)
shows the mean utility obtained by the sources for three differ-
ent parameter settings of f,., for a fixed f4 = f4= (see Figure
2(b)). The results obtained with the piecewize linear f, (MOS)
and with the exponential of parameter o« = 0.0001 (exponential
1 on the figure) were extremely close to each other and the re-
sults obtained with the exponential of parameter « = 0.00003
differed slightly in the way they spread the rate among the dif-
ferent copies. In all cases, the end-to-end delay (including FEC)
was the same. In the rest of the paper, all the results shown were
obtained using the exponential of parameter o = 0.0001 for f,..
‘We now consider three different utility functions, which are de-
fined as follows: Utility i = £, fy,. fori € {1,2, 3} where the
functions fy, are the one depicted in Figure 2(b). Utility 1 cor-
responds to a source that does not attach much importance to
the delay. Utility 3 characterizes a source for which delay is an
important issue and Utility 2 represents a tradeoff between delay
and audio distortion issues.

Figures 5 (d), (e) and (f) compare the mean utility obtained
when using the delay aware FEC to the one obtained when us-
ing the FEC scheme proposed in [31] (which we will refer to
as classical FEC) for the three utility functions of interest. For
clarity, we do not show confidence intervals but we just men-
tion that they were small (< 2%). On these figures, each curve
corresponds to a particular parameter setting (i.e. value of K)
of the classical FEC scheme. As one can see, there is no op-
timal setting of the classical FEC which maximizes the utility
in all loss conditions. The delay aware scheme (bold curve on
the figures), in return, always chooses the optimal amount of
FEC (i.e. yielding the maximal utility) depending on net-
work conditions. Figures 5 (g), (h) and (i) show the corre-
sponding end-to-end delays (including the FEC-induced delay)
obtained with each scheme. One can observe that, in the de-
lay aware scheme, the end-to-end delay is adapted, depending
on loss conditions. The delay is kept small when the losses are
moderate and is increased when the losses become more sig-
nificant. Moreover, when comparing figures 5 (g), (h) and (j),
one can see that, depending on the importance the user attaches
to the end-to-end delay, the amount of redundancy used is in-
creased more or less rapidly as the loss rate increases. The same
simulations were performed with smaller values of the propaga-
tion delay and showed that, in the case where this delay is very
small (i.e. 50 to 80ms), the delay aware scheme leads to perfor-
mances similar to the classical FEC with parameter K = 3 or
K = 4, which could have been expected since, in this case, the
delay induced by the FEC has no consequence on the pereeived
quality (because we stay below the critical threshold of 150ms).

In the light of these results, we can conclude that the delay
aware scheme increases the utility by avoiding a source wasting
delay using FEC when it is not necessary (and when it could
hurt the perceived quality).
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B. Alternative Best-Effort Networks

As stated above, a secondary motivation to develop a delay
aware scheme is the existence of a number of proposals for in-
ternet differentiated services which propose a tradeoff between
delay and throughput [8], [7]. In the case of TCP-Friendly au-
dio sources whose sending rate is controlled via packet losses,
this tradeoff is not simple. Indeed, in today’s Internet, a source
that chooses a low delay class will be likely to experience more
losses and hence may be forced to compensate this additional
loss by more FEC, and thus more end-to-end delay. This raiscs
the following question: does an audio source benefit from
trading delay for throughput?

In this paper, we chose to look into the proposal for ABE
service [9], which is closer to today’s Internet context. We leave
the analysis of [8] for further study. With ABE, every best-effort
packet is marked either green or blue. Green packets are guar-
anteed a low bounded delay at every router, but, in retum, are
more likely to be dropped during periods of congestion than blue
ones. As aconsequence, they will typically receive less through-
put than blue ones. In this framework, the question above can be
reformulated as follows: is it worth being green? In the sequel,
we make use of our delay aware scheme to provide an answer to
this question.

We considered a topology consisting of 2 consecutive bot-
tleneck links. n Long flows traverse both bottlenecks, n small
flows traverse only the first link and n small flows traverse
only the second link. The adaptive audio applications repre-
sent one third of the connections of each type, the other two
thirds are Sack TCP connections. Among the adaptive applica-
tions, half are green (i.e. use only green packets) and half are
blue. Sack TCP connections use blue packets. Other flow repar-
titions, which are not covered here, were simulated and lead us
to similar conclusions to the one presented here.

Let us first consider the case of small flows. Figures 6 (a)
and (b) show the packet loss rates and the corresponding TCP-
Friendly rate constraint for small green and blue flows. The
bottleneck bandwidth is SMbits/s and the propagation delay is
50ms. Figure 6 (¢) depicts the 99% percentile of the end-to-
end delay (non including the FEC) experienced by green and
blue packets. The tradeoff of delay and loss (or equivalently
throughput) appears clearly on these three figures. Figures 6 (d),
(¢) and (f) present the utility received by the flows for the three
utility functions of interest: Utility 1, 2 and 3 (see description
above) respectively. From these graphs, one can see that, when
the delays are small, the difference between the utilities of blue
and green flows is minor. It is even more visible in the case
where Utility 2 (which represents a tradeoff between delay and
distortion of audio at destination) is used.

Secondly, we consider large flows. The propagation delay
is now 90ms. Figures 6 (g), (h) and (i) show respectively the
packet loss rate, TCP-Friendly rate constraint and the 99% per-
centile of the delays in the network for green and blue flows.
The utility values obtained in these cases are depicted in Figures
6 (j), (k) and (1), for the three utility functions of interest. In
this case, one can notice that the difference between the utilities
received by green and blue flows is much higher. Furthermore,
figures 6 (k) and (1) clearly show that, a user who attaches at
least a some small importance to the end-to-end delay will
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benefit from being green, up to a certain level of network
congestion where the available rate becomes an impediment and
the source could choose to switch to being blue in order to in-
crease its throughput. It is up to the source to determine when
it is better to switch from one color to another. This result tends
to indicate that there is a need for color choosing algorithm for
audio sources using ABE. On the other hand, a user who does
not care about delay (see figure 6(j)), will probably choose the
blue service in all cases.

From these results, we conclude that (time sensitive) audio
applications benefit, when using ABE, from being green except
when the network is very badly congested or in trivial cases
when the delay is extremely small anyway.

VII. CONCLUSIONS

In this paper, we presented an adaptive error control scheme
for audio which is delay aware, namely, which incorporates the
impact on the end-to-end delay in the choice of the FEC. To

this end, we took a utility function approach and we defined the
quality as being a function of the encoding rate received at des-
tination and of the end-to-end delay. We formalized our control
problem as an optimization problem and solved it numerically
and theoretically.

‘We showed by simulation that the delay aware scheme does
avoid that a source waste delay using FEC when it is not neces-
sary. Moreover, using our scheme in the framework of Alterna-
tive Best Effort networks, we showed that there is a real benefit,
for audio applications, to use the low delay class of the service.

‘We are pursuing this work in several directions. One is to im-
plement the delay aware scheme in a real audio software (such
as the Robust Audio Tool [43]). Another is to develop Color
Choosing algorithms for audio sources using the ABE service.
Yet another one is to use the same utility function approach with
other audio coding schemes such as multiple description coding
[411.
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APPENDIX K R <
. x;
1. THE OPTIMIZATION PROBLEM subject to ; i+ Rovernead < Fomas

In this section, we describe the method used to solve the prob- PLR, ter reconstr < PLEmos

lem P1, which we can rewrite as follows:

: Ky _ X . .
maximize (K, QK) with Fr (K,2™) = E P(A) max F(@s,dnes +7x ). For clar
1<K<Kman AC{L,.. K}

2 =(21,.s ) €[0, Xman] ¥ ity, we use the notations Fi (K, %) = Fx and f(2;, dpet +

Tk) = fi,k when the context permits. In the following, we give
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the details for Ky, = 5. We have:

q

Fy Fi,1
p+a
raq raq
Fo = (1 —p) max f;0+ f1,2+ —f2,2
r+aq ie{1,2} r+a rp+a
4 ra
3 o= a - »? max s - p) max fis +
r+aq $€{1,2,3} r+gq ie{1,2}
2
rq raq raq
max fi g+ (1—p) max fis+ - a1,z +
»+aie{1,3} pta i€{2,3} p+a
2
r-q raq
fo,5 + 1-4q)f3,3
rp+a r+a
Fy = v {at = p®  max a4+ pat =) max  fia+
r+aq 1€{1,2,3,43} i€{1,2,3}
pa®(1 — p) max  fi4 4+ pa®(1 — p) max fia + pall —
ie{1,2,4} ie{1,8,4}
12 max  fiatra(l-p)(1—q) max f; 4tr a® max fiat
i€{2,3,4} i€{1,2} 1€{1,3}
pd®(1—q) max f;4+p%al=p) max f;a+p®d® max f;at
1€{1,4} i€{2,3 i€{2,4}
pa(t = )1 = @) mox fia+pall — 0214 + 02 el — @)fa4 +
i€{8,4}
»% a1 - a)fs,4 +pall — q)2f4,4}
Fs = et =2t mex gt pa(t—p)®  max  fg )
P+a i€{1,2,3,4,5} i€{1,2,3,4}
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The original maximization problem can therefore be divided
into the sub-problems of finding the constrained maxima of
(K, 2%), K = 1,..., Kjnos, where 2 is the variable and
K is fixed.

Still, the maximization of Fg is made difficult by the pres-
ence of the max functions. To get around this, we partitioned
RE into 2K~ sub-spaces o; characterized by {z; < 2 <
... < g} where {j,k, ..., [} are all the permutations of the set
{1,...,K}. Considering Fx over each of these sub-spaces al-
lowed to remove the max functions. Moreover, we could iden-
tify the subspaces in which the maxima of Fx occur. These
sub-spaces depend on the values of p and q. And we could fi-
nally rewrite the optimization problem P1 into the problem P2:

maximize max Fr (K, z™)
2K €0, X man]¥
1 S K S K?TLO/J)

subject to the same constraints as P1. Where the functions Fg
are defined as follows:

— q
o= p+qf1’1
Fo= V+af1’2 + V+af2’2
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-1-2-3 (1 —q)*/(p+ )
5 |4 *q((1 —p)* +2(1 —p)(1 —q)
+3(L—q)?) +P° +p(L — M)/ (p + q)
24 (9% +20%a(1 — 0)> + p(1 — )N/ (0 + q)
-1-2-4 (P*9(1 —9)* +p(1 — )/ +q)
-1-2-3-4 e —9*)/p+a)

TABLEI
Loss rates after reconstruction. Note: in the column Redundancy, -1-2 means

that packets n-1 and n-2 were sent in packet n.

ifp+g<1

Bo—- ﬁ *{qf1,3 +p°qf23 +pa2 —p—9)f33}

Fyo= ox{ef1a+0? q@—p—a)f2,a +0"¢(1—9)f3,a +pa(3—
3p +p? +2pg — 3¢ +4%)f4,4}

Fs = For{afis+p2alpat(1—0)*) fo5+p° d2(1-p)(1—a) +
(1-9)2+(1—p)*)fas+P*a(l —q)* fas+pa((L—p)(1 -
9+ (PP (L—9)+(L—0)®+2pg(2—p—q)+(L—p)*) fs.5}

ifp+g>1

o= ﬁ*{qfl,s +pafes +po(l —q)fa3}

Fy = o{efra+tpafoa+pal —q)fsa+pa(l —q)faa}

Fs = prlafis+pafes +pa(l—a)fas +pa(l — a)?fas +

pa(1 —q)%fs,5}

The constraint on the packet loss rate after reconstruction can
be formulated as a set of constraints on the values of %K =
(@1,...,2K). Actually, Table 1 shows PLR,tter reconstr fOr
a given amount of redundancy. Hence, a maximum valuc for
PLR,fier reconst» aMounts to imposing a minimum amount of
redundancy. If r¢ denotes the minimum rate used to encode au-
dio samples, PLR,fter reconstr < PLRyq, is equivalent to
x; > ro, for all 4 in the minimal set of copies which yield a
packet loss rate smaller than PLR,,,5.

Once the formulation of the original problem is simplified, the
maximization of the objective functions Fx, K = 1,..., Knas
can be carried out using classical methods, the choice of method
dependant on the utility function f(z,y). If f(z,y) is differ-
entiable with respect to 2 and strictly concave, the maximizing
values 2K can be found by the Lagrangian method. If f(x,y)
is a non-linear concave function of z, numerical methods such
as SQP (Sequential Quadratic Programming) can be used. In
addition, if f(z,y) is a piecewise linear function of z, linear
programming methods provide a solution to the maximization
problem.
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Abstract

Quality of Service (QoS) is critical for the success of real time applications over IP, such as Voice over IP
(VoIP). On voice gateways, Call Admission Control (CAC) plays an important role for guaranteed QoS, for it
makes decisions on whether and how to deliver the traffic based on different kinds of resources. In our study,
we propose the measurement-based CAC model based on the various system resources on the local voice
gateways. The end-to-end network congestion is also considered along with the configurable busy out on the
voice gateways. The performance data is provided to show the improvement on a set of parameters for better
Quality of Service and better serviceability of voice gateways.

1 Introduction

The traditional circuit switch infrastructure for telephony services will be augmented by packet switch
infrastructure in the near future. Transport of voice and data across Internet has been integrated by both
enterprises and service providers. There are many benefits for choosing Voice over IP. For example, the low
cost of IP can save the customers more than the expensive circuit switches. More service can be easily created
and delivered in IP than the current telephony infrastructure.

Voice gateways play an important role for carrying voice over IP. The voice comes into the ingress voice
gateways through T1, El, or POTS and is streamed into Voice over IP (VoIP) packets that is routed to the
egress voice gateways.

VoIP applications are different from data services. As they are real-time and interactive, there are strict
requirements on the delay and the jitter for end-to-end delivery. Therefore, Quality of Service (QoS) is critical
for providing the expected behaviors of VoIP applications. In most of cases, it is impossible to imagine that
voice calls or fax calls can be delivered without reasonable delay and loss for customers.

In this paper, we study the QoS issues on voice gateways through Call Admission Control (CAC). To
guarantee QoS, CAC must be provided on voice gateways, allowing the voice traffic to be accepted when and
only when expected performance can be assured before the voice traffic enters the voice gateways. Many
factors may be considered in CAC, such as interface bandwidth, system resources of gateways, the network
conditions, and configured policy control.

In the following sections, we show how system resources on voice gateways help to guarantee the QoS of
voice traffic. System resource module is shown for call admission control and traffic engineering. Network
conditions are important for real-time streams. We provide the end-to-end probing module to detect
connectivity and congestion for delivering the traffic. All the modules discussed here can be used as a part of
CAC to guarantee QoS, some procedures are recommended for integration based on the experience on H.323
VolIP calls in this paper.
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2 System Resource Availability

System resources refer to the common resources on VoIP gateways in this paper. To be more specific, CPU,
memory and call volumes are discussed in this study for providing better QoS for VoIP applications.

Voice gateways may be overloaded in some extreme cases. CPU utilization may go over 99% if huge bursty
traffic is coming into voice gateways simultaneously, such as a large number of fax calls or Interactive Voice
Response (IVR) calls. The memory consumption may be quite high if multiple IVR calls or fax calls are in
process. Similarly, only a certain number of calls can be handled by voice gateways, otherwise the
performance of voice gateways will be decreased.

In order to prevent the extreme cases from affecting the performance of all other processes on voice gateways,
we provide the module for system resource measurement, and measure-based call admission control with per-
call treatment and voice gateway busyout. The performance result is presented to demonstrate better
serviceability and availability on voice gateways.

2.1 Two-threshold model
The two-threshold model is proposed here to catch abnormal cases. Namely, it has low and high thresholds.
Whenever the current value is over the high one, the model remains in the unavailable state until the current
value drops below the low one. For example, if CPU utilization is configured as [70%, 90%], and the current
value is 92%, which is over 90%, that means that CPU is in unavailable state until the current value drops
below 70%.

CPU (%)

90

70

» .
»  Time

Figure 1: Two-threshold example

There are many advantages for this model. First, it is generic for modeling different resources. For call volume,
the thresholds can be used as the number of calls. For memory, the thresholds can be either percentage or the
absolute byte numbers. Another advantage of using two-threshold model is to avoid the spiking condition of
some system resources. Moreover, the two-threshold model is a super set of one-threshold model. For a
example, if CPU utilization is configure as [90%, 90%], it is the same as one-threshold model with the
threshold defined as 90%.

On the other hand, it needs careful configuration for different gateways if resource-based call admission
control is enable in the rest of this section. The proper values for low threshold and high threshold should
depend on the administrator’s requirement and expectation. They may be different among configured resources
on different gateways, and have respective impact on the performance of voice gateways.

2.2 More features on call volume

Besides the option for extreme cases, call volume may also be used for traffic engineering. For example, the
users can specify the different two thresholds for call volumes for the multiple access Voice gateways with the
busyout enabled on each of them. This will help the switch to send the calls to the available access gateways
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instead of continuously delivery of calls to the unavailable ones. Better load-balancing can be achieved if
multiple gateways connected to the same switch have CAC cnabled.

Figure 2: load-balancing example by call volume control

2.2 Resource-based CAC

Whenever the high thresholds are crossed on the configured system resources, including CPU average
utilization, memory consumption and call volume, this will trigger the admission control module. We provide
two options:

e per-call treatment: the new calls will not be accepted and be treated as the configured behavior, such as
playing message saying "Please try another number ...." or playing different tones.

* system denial: the PSTN interfaces of the ingress gateways will be busied out to inform the PBXSs or the
switches to not send new calls to them.

“... the line is busy,
> . M
> please try again ...

busyout

Figure 3: per-call treatment vs. system denial

By adding these options, system resource availability becomes a part of call admission control to guarantee the
performance of VoIP applications. By per-call treatment or system denial, PBXs or the switches may reroute
that call through the paths with good quality.

2.3 Performance Analysis

In our performance analysis, we chose system denial as the method for busying out the calls from coming into
the voice gateways. Theoretically, given that the two-threshold model is used and the switches are blocked
from sending new calls to worsen the unavailable situation, this should improve the call success ratio after the
calls are connected.

2.3.1 Test topology
Figure 4 and 14 show the test topology on system resources concentrate on the originating voice gateways.

2.3.2 Overall CAC overhead

With the measurement turned on, the load for providing the measurement data and configured actions for
busying out the trunks must be considered to ensure the introduced CAC load doesn’t worsen the performance
of voice gateways. The data in Figure 5 shows the load of CAC overhead can be ignored.
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Figure 5: the CPU overhead for CAC

2.3.3 Call Success Ratio, delay, ...

There are parameters that demonstrate that CAC based on system resources can provide the better
serviceability and the availability. One of them is Call Success Ratio (CSR), which is the ratio of the final
successful calls to the calls with successful setup.

L i —
98
94 —e— without CAC

——with CAC
90 \

88 =

86 T T T T T T
0 10 20 30 40 50 60 70

Call Duration (s)

Figure 6: CSR comparison with different call durations

The tests here focus on the parameters on the originating gateways with the bursty data. Figure 6 demonstrates
CSR is consistent and acceptable with CAC enabled. Without CAC enabled, more calls fail after successful
call setups and CSR is dropping to unsatisfactory level.

Round Trip Delay (RTD) in this paper is measured by the call generator on the delay for voice path
confirmation. Figure 7 shows the improvement of RTD is much better when CAC is enabled.
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Figure 7: RTD comparison with different call durations

3 Network congestion measurement

Given the concern about the scalability of RSVP and some existing old Internet infrastructure, RSVP hasn't
been deployed in all the routers in the current Internet. That implies that VoIP cannot fully rely on RSVP in
many scenarios, at least at the current time.

QoS could be based on measurements for VoIP. Two of important factors in choosing the VoIP routes for QoS
are network connectivity and availability.

If the network is down along the paths from the source to the destination, it’s better to stop all the incoming
VoIP calls and reroute them through traditional PSTN if there is no IP route. The same strategy applies the
congested network. If the congested network cannot guarantee the QoS of VoIP calls, it’s better stop new
incoming VoIP calls and wait for the recovery from network congestion.

The most used parameters in determining QoS for VoIP applications are loss, delay, jitter and ICPIF (ICPIF
short for Calculated Planning Impairment Factor, see ITU-T G.113). Many service providers need this kind of
measurement as a part of CAC for VoIP applications.

3.1 Probe-based measurement

There are many ways for network measurement and management. One of them recently provided by Cisco is
specific for VoIP applications through most of Cisco gateways. Parameters such as jitter, delay, and ICPIF are
obtained through Response Timer Response (RTR) probes.

2 o-ale 2

Figure 8: end-to-end network condition

RTR is the enhanced module for point-to-point probes. In addition to the traditional ICMP echo probes, RTR
provides more features. One of them is to use configured IP ToS fields for ICMP echo probes. Another is to
support new probes for UDP and TCP response time measurement. For the later, the far end must enable a
RTR responder to listen to a UDP port (port 1976) for RTR control message authentication.

To make the probes more accurate, RTR probes allow the users to define the packet size, the number of
packets and the interval between consecutive packets. First, VoIP packets are RTP/UDP, which can use RTR’s
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UDP response time. Second, based on the VoIP codec, we can use the proper packet size to simulate the actual
voice packets. As loss, delay and ICPIF may rely on the codec, RTR probes provide a better way to discover
QoS and the voice quality.

Based on the RTR probes that simulate the VoIP packets, there are usually two scenarios for service providers.
One is the probes show the network is disconnected from the source to the destination. The reasonable action
in the VoIP gateways is to busy out its proper PSTN interfaces, which prohibits the switches to send more
VoIP calls to the same destination. As soon as the RTR probes indicate the network is connected again, the
PSTN interfaces should be brought up again.

The other is the probes show loss rate, delay or ICPIF is too bad to provide the expected QoS for new traffic.
An option is provided for the users to drop the new incoming VoIP calls to that destination whenever the
configured thresholds are crossed for loss, delay or ICPIF.

There are some drawbacks for RTR probes. One is that they are asynchronous probes, which may not reflect
the dynamic changes of network performance. Aother is that the probing packets are not the voice packets,
which may not reflect the real treatment of voice packets from the source to the destination. Probe packets add
extra load on the network, especially when the network is already congested. Therefore, this approach makes
more sense for detecting network connectivity and then triggers the system denial on some voice interfaces.

3.2 RTR-based CAC
Whenever the probing results to the desired destinations are below the configured expections (such as delay,
loss, or icpif), this will trigger the admission control module. We provide two options:

®  per-call rejection: the new calls will not be accepted and be denied with configured cause code, such as no
QoS available.

®  Selected system denial: the users can select certain PSTN interfaces of the ingress gateways to be busied
out to inform the PBXs or the switches to not send new calls to them until the probing results turn good.

Figure 9: per-call rejection vs. configurable trunk busyout

Note that the selected system denial provides the flexibility of sharing the gateways for different ISPs or
different users. For example, user A owns ISDN interface One and delivers calls to New York, and user B
owns ISDN interface Two and delivers calls to Los Angels. A can configure to busy out ISDN interface One
preventing calls from the switch if the network condition to New York is below expectation.

By adding these options, system resource availability becomes a part of call admission control to guarantee the
performance of VoIP applications. By per-call rejection or selected system denial, the PBX or the switch may
reroute that call through the paths with good quality.
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3.3 Performance Analysis
In our performance analysis, we choose selected system denial as the method for busying out the calls from
coming into the voice gateways.

3.3.1 Test topology
The tests on probing the network condition concentrate on the originating voice gateways.

L —1
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Ethernet
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Dala Traffic — = Dala Traffic
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Figure10: Congested Network Topology

3.3.2 Overall CAC overhead

With the measurement is turned on, the load for providing the probes and configured actions for busying out
the trunks must be considered to ensure the introduced CAC load doesn’t worsen the performance of voice
gateways.

It’s not surprising that CPU utilization and memory consumption are actually lower with CAC enabled. As the
system denial is functioning when the network condition is unsatisfactory, the switches are blocked from
sending new voice calls into the gateways. Therefore the gateways use less systems resources.

The concern for the probing approach is the extra probing traffic introduced. This could worsen the congested
networks or could not scale if the gateways want to deliver calls to a large number of destinations belonging to
different domains. The extra load also depends how large the probing packet is. For example, if the probes, in
G729, are updated by 10 packets every 10 seconds, then the bandwidth required is (20+12+8+20)*8*10/10 =
480 bps.

3.3.3 Call Success Ratio, delay, ...
In this subsection, we demonstrate the RTR probes can provide the better serviceability and the availability
through preventing voice traffic from entering congested networks.

In Tigure 12, we compare the CSR in different traffic patterns in the tests. The percentage mentioned below is
about the bandwidth of the slow link in the test topology. In Traffic pattern 1, the network traffic through the
common link is 400 kbs voice and 400 kbs data. In Traffic pattern 2, 800 kbs voice and 800 kbs data. In
Traffic pattern 3, 1100 kbs of voice and 1400 kbs of data. In Traffic pattern 4, 1100 kbs of voice and 1800 kps
data. Note that voice traffic means the traffic the switches want to send to the voice gateways . With the CAC
enabled, the channels are busied out and the voice traffic cannot enter the voice gateways.
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Figure 12 demonstrates that the CSR is quite good and consistent under different traffic patterns with CAC
enabled. The reason for that is that voice gateways inform the switches of backing off whenever the network is
congested. On the other hand, without CAC enabled, the voice calls keep entering the IP world even if the
network is congested, which will introduce a lot of call failures due to packets drop such as no voice path

failures.
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Figure 12: CSR comparson with different traffic patterns

Tigure 11 shows the similar results when the certain number of delay is introduced in the network. Without
CAC, the call failure rate is unacceptable even if the calls are connected. With CAC, the call success ratio is

quite better.
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Figure 13: Round Trip Delay comparison with different traffic patterns

Figure 13 provides the same information about the improvement of RTD with CAC enabled. The reason is that
calls are blocked when the network is congested. So RTD is better for calls when the network condition gets
better.
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Figure 14: Mixed Traffic Topology

4 Integration for CAC

In this paper, we demonstrate some modules for CAC on Voice gateways. With the help of these module,
improved QoS will be provided for end-to-end VoIP applications. Each module is independent of each other,
and can be used in different places. Based on our experience on VoIP H.323 calls, one procedure we
recomumend is

when the call is from telephony side,

1.

2.

3.
4.
5

The system resource should be checked first to decide if enough resource is available on the gateways. If
yes, continue. If no, do call treatment if configured.

The outgoing interface resource should be checked by LCAC module for bandwidth and call volume. If
yes, continue. If no, reject the call.

If RSVP isn' enabled, use end-to-end network congestion measurement module. If yes, goto 5.

If RSVP is enabled, use RSVP synchronized module to reserve the bandwidth for both directions.

allow the call to continue.

Similarly, when the call is from TP side,

1.

2.

3.
4.

the incoming interface resource should be checked by LCAC module for bandwidth and call volume. If
yes, continue. If no, reject the call.

system resource should be checked to decide if enough resource is available on the gateways. If yes,
continue. If no, do call treatment.

If RSVP is enabled, use RSVP synchronized module to reserve the bandwidth for both directions.

allow the call to continue.

This procedure shows how these modules work together to provide better QoS through call admission control.
Other procedures may be used based on the signaling protocol and vendors’ favors, and more modules can be
added for call admission control.
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5 Conclusion and Future Work

QoS is critical for the success of real time applications over IP, such as Voice over IP. On voice gateways, call
admission control plays an important role for guaranteed QoS, for it makes decisions on whether and how to
deliver the traffic based on different kinds of resources.

In this paper, we study the QoS issues on VoIP gateways through measurement-based CAC. To guarantee
QoS, CAC must be provided on VoIP gateways, allowing the voice traffic to be delivered when and only when
expected performance can be assured at the time voice traffic enters the VoIP gateways. Many factors may get
involved in CAC, such as interface bandwidth, gateway system resources, the network conditions, ......

We show how system resources on voice gateways help to gnarantee the QoS of voice traffic. System resource
module is shown for call admission control and traffic engineering. Network conditions are considered by
several approaches to detecting connectivity and congestion. All the modules discussed here can be used as a
part of CAC to guaranteed QoS, some procedures are recommended for integration in our paper.

As the rapid progress is being made in providing QoS, there are a lot of issues for better Call admission
control. For example, with RSVP enhancement for aggregation, CAC should be provided based on the
aggregation policy instead of per call requirement. How to integrate some of the above CAC modules with
DiffServ and MPLS is another interesting topic.
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Abstract - The paper presents an analysis in a DiffServ
network scenario of the achievable QoS (Quality of Service)
performance when different aggregation strategies between
video and voice traffic flows are considered. Each network
node of the analyzed DiffServ scenario is represented by a
‘Worst-Case Fair Weighted Fair Queueing scheduler with a
shaper obtained using a Shaped Starting Potential Fair
Queueing. The system of each node, referred in literature as
WF’Q+ scheduler, permits to guarantee the isolation among
the different PHB (Per Hop Behavior) service classes,

intaining the multiplexing gain. The parameters setting of
the WF’Q+ scheduler is also di d. In particular, the
necessary network resources, estimated by the WFXQ+
parameters setting obtained idering the aggregation of
traffic sources belonging to the same service class, are
compared with those estimated on a per flow basis. The
higher gain achievable using the first approach with respect
to the second one, is also qualitatively highlighted. The
simulation results, presented in the paper, evidence the
possible problems that can be raised when voice traffic is
merged with video service traffic. As a consequence, the
paper results suggest to consider in different service class
queues the two Kkinds of traffic.

Keywords -- WF?Q+ scheduler, LBAP traffic characterization,
DiffServ architecture, voice model, QoS parameters

1. Introduction

A key challenge of the current telecommunication age
is represented by the developing of new architecture
models for IP networks in order to satisfy the recent QoS
requircments of innovative IP-based scrvices (c.g. IP
Telephony and videoconferencing).

At present, the ISP (Internet Service Provider) often
provide the same service level independently from the
traffic generated by their clients. Taking into account the
transformation of Internet to a commercial infrastructure,
it is possible to understand the need to provide
differentiated services to users with widely different
service requirements.

In this framework, the DiffServ approach is the most
promising  for  implementing  scalable  service
differentiation in IP networks. The scalability is achieved

by considering the aggregate traffic flows and
conditioning the ingoing traffic at the edge of the network.
Aggregation obviously decreases the complexity of traffic
control in the core network, but it produces some
unwelcome effects, such as “lock-out” or “full-queues”
phenomena, which contribute to increase end-to-end delay
and jitter of the traffic flow of a single service. These two
phenomena take place respectively when few flows
monopolize queue space preventing other connections
from getting in the queue and when it is not possible to
maintain the queucs non-full. Hence, the cffects of the
aggregation mechanisms on the QoS parameters of the
different aggregated flows need to be further analyzed.
The first works in this field have highlighted relevant
concepts to support traffic aggregation [1], however a still
open issue is what kind of aggregation strategies is better
to carry out. To this aim we investigate traffic aggregation
strategies because there is still no clear position on what is
the better configuration (standardization organisms say
anything regarding this matter). On the other hand recent
publication [2] suggests to divide network traffic in only
two service classes (e.g. real-time and non real-time) but it
seems, from our point of view, a little bit restrictive with
respect to different traffic features. In the paper, we
analyze the impact of the aggregation of real-time video
and voice traffic in the same service class (hence, in the
same queue in a per-service queueing system) on the
experimented QoS parameters of the different flows. The
QoS concept used in this work is to be identified with the
whole set of properties which characterize network traffic
(e.g. in terms of resource availability, end-to-end delay,
delay jitter, throughput and loss probability). The results
obtained in this scenario are then compared with those
obtained considering real time video and voice as separate
traffic flows.

The DiffServ architecture [3] is a good starting point
but it is useless if there is no teletraffic engineering
background able to provide the needed differentiation.
Therefore we should take into account also scheduling
disciplines and their dimensioning, in order to understand
if they may affect results (changing scheduling discipline
change the way the flows are treated). Hence, we have
firstly chosen to use one of the best work-conserving
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scheduling algorithms (WF2Q+) instead of a non work-
conserving one used in other analysis [4]. The choice
derives from the assumption that the best the scheduling
algorithm is (keeping acceptable its complexity) the better
treatment a flow receives in terms of low end-to-end delay
and jitter. Moreover, the parameters setting of the
considered scheduling discipline has been analyzed as
described is in Section 4.

In the analysis, we use as traffic characterization
approach, the LBAP (Linear Bounded Arrival Processes)
theory [5]. Furthermore, we investigate the effects on
LBAP characterization of the multiplexing of the video
traffic, instead of taking into account the simple sum of
the traffic descriptors obtained with the single source. By
means of simulation analysis we evaluate if the
multiplexing gain derived from characterization of
aggregated traffic does not affect the QoS parameters.

The rest of the paper is organized as follows. In
Section 2 we present the simulation scenario while in
Section 3 we describe the voice source model, the video
and data traffic taken into account in the simulation
analysis. In Section 5, the results are discussed while
Section 6 summarizes the main results presented in the

paper.

2. Simulation Scenario

Our simulation scenario mainly reflects the topology
of a DiffServ domain of an IP network. The simulation
scenario is implemented using the OPNET Modeler vers.
6.0.L, a powerful CAMAD (Computer Aided Modeling
and Design) tool used in modeling communication
systems and in analyzing network performance. The
considered scenario is shown in Fig. 2.1.

o 3
</ A
af Gl
¥, W [
R s bt
(@] . // 7\
s /] VAR
7 _/
o / ag \
ose.s oy )
host_§ fost_8 fhost_3

Fig 2.1: Simulation scenario

The network model is represented by edge and core
routers, each one having a work conserving scheduler that
permit to realize the isolation of the entering flows, based
on performance guarantees. The scheduling discipline is a
Worst-Case Fair Weighted Fair Queuing with the addition
of a Shaper, obtained using a Shaped Starting Potential
Fair Queuing (SSPFQ), denoted as WFQ+ [6]. The
WIPQ! is a GPS (Generalized Processor Sharing)
approximating service discipline with high fairness
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properties and relatively low implementation complexity.
Moreover, in order to simulate a single Diffserv domain,
we implement at the edge router the classifier and the
marker necessary to associate each packet to the selected
PHB. Based on this classification and marking, each
packet receive the suitable forwarding treatment by the
core routers. The traffic sources taken into account in the
simulation scenario, are the most heterogeneous possible
because we want to analyze the performance of a real
network; it must integrate the carrying of video, voice and
data traffic. Hence, describing the scenario shown in Fig.
2.1 in more details, every block named as host 1, 4 and 7
contains 15 voice sources, while every block named as
host 3, 6 and 9 contains a video source. The remaining
hosts contain “data” module, which simulate best-effort
traffic.

The statistics we have collected concern the most
significant QoS parameters of real-time services, i.e. end-
to-end delay and jitter delay, which are evaluated
considering the connection among the different sources
and the destination node shown in Fig. 2.1.

3. Source models

In the simulations, we adopt a model only for the voice
sources, while for the other kinds of traffic we consider
actual traffic data.

The model used for the voice sources consists in an
On-Off model, suggested by the typical behavior of a
voice source with VAD (Voice Activity Detection): it is
active or inactive depending on the talker is speaking or
silent. Assuming that no compression is applied to voice
signal, during active periods the source transmits at the
constant bit rate of v=64 Kbps (this corresponds to a
standard PCM codec with VAD). In-depth analyses of this
traffic source, shown in literature, have emphasized that
the distribution of active and inactive periods lengths can
be approximated by an exponential function [7], with
mean values respectively equal to T, =350 msec and
T=650 msec. The packet size is 64 bytes, and
considering the bit rate and the header overhead (40 bytes
taking into account the RTP/UDP/IP header) the source
generates one packet every 3 msec.

Video flow Mean_rate Peak rate
(Mbps) (Mbps)
GOLDFINGER 0.584 5.87
ASTERIX 0.537 3.54
SIMPSONS 0.446 5.77

Table 3.1 — Statistical parameters of considered video sources

The traffic data used for the video sources are
described in [R], where also their statistical analysis is
presented. They have been obtained collecting the output
of an MPEG-1 encoder loaded by different sequences of
movies half an hour long. Some relevant statistical
parameters of the traffic data used, named Goldfinger,
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Asterix and Simpsons, are summarized in Table 3.1.

The video packets are produced at application level,
dividing the number of bytes produced by the encoder in
the frame period, T=1/24 sec, in consecutive packets of
size equal to 1500 bytes (in this case an MTU, Maximum
Transfer Unit, of 1500 is supposed). Moreover, in the
simulation we consider the 40 byte of overhead, related to
the UDP/RTP/IP header, assuming that every packet
transports 1460 byte of the traffic data registered at the
output of the encoder.

Sim=3200 bytes

1500 bytas 320 bytes
Fig 3.1 - An example of packet fragmentation at application level

The time interval between the generation of the
consecutive packet in each frame period, has been
considered deterministic and equal to T/N, where N is the
number of packets needed to transport all the bytes
produced by the encoder during a frame period. As an
example, Fig. 3.1 presents a case where 3200 bytes are
necessary for the encoding of a frame; at application level
we divide the frame in three packets, which are sent with
time interval equal to T/3 sec.

The Best Effort sources have been obtained
considering the traffic data acquired at the Faculty of
Engineering of the University of Pisa. In particular, we
consider the traffic exchanges by the Faculty of
Engineering with the external world (essentially other
University sites and Internet) by means of an ATM
network at 155 Mbps [9]. The peak rate of the considered
traffic is equal to 11 Mbps, while a mean rate of only 400
Kbps has been observed; the high peak-to-mean ratio is a
clear evidence of the high burstiness of the data traffic.
During the data acquisition both the arrival time and the
size of each packet have been registered. Hence, in this
case the packet generation process to use in the
simulations is directly obtained from the traffic data.

4. Parameters Setting

In order to set the scheduler parameters, we first
characterize the traffic sources by mean of the LBAP
approach. The traffic characterization of the single source
is obtained by the parameters (b, p) where b is indicated
as bucket size and p as token rate. The physical
interpretation of the LBAP parameters can be understood,
considering that the number of bytes produced by a single
source in a time interval of (0,7), A(T), is upper bounded
by

AT)<b+pT vV >0
The results presented in [10] permits to have an upper
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bound for the end-to-end delay experimented by the traffic
when it traverses through a Latency Rate scheduler
network, as that considered in our simulation scenario (i.e.
WF?Q+); estimation of WF*Q+ latency term is described
in [11]. In particular, the delay introduced by a single
node to a packet belonging to the i-t4 [low, characterized
by the LBAP parameters (b, p;) is upper bounded by (in
the following we suppose that for the i-t4 flow a service
rate equal to p; is allocated)

Dsﬂ+®,.
Pi

where ©,represents the latency of the scheduler,

Limax | Loax
pi c
respectively represent the maximum packet size of the i-th
flow and of the global traffic arriving to the scheduler,
while p; and C, are the service rate allocated to the i-th
flow and the global output service rate respectively.
Extending the analysis to a network of K WFQ+
schedulers, the end-to-end delay experimented by a single

packet belonging to the -4 flow is upper bounded by

b <k o)
D, sp—’i+2j=1®{ .

defined as O, = Limse and Ly

where G)ij indicates the latency of the j-th node

evaluated for the i-th flow.

The end-to-end delay bound has been obtained
considering the worst-case analysis, which is more
conservative with respect to experimented end-to-end
delay.

Furthermore, as shown in [12], also the LBAP traffic
characterization is conservative with respect to the
statistical modeling approaches. These two considerations
leads us to assume that the maximum end-to-end delay of
the i-th flow can be upper bounded simply by

p <.
pi

This hypothesis permits to establish the buffer size and
the guaranteed rate to set in the scheduler, simply
cvaluating the LBAP curve of the i-th flow.

The simulation results that will be presented in Section
5 point out the goodness of our assumption, showing the
very conservative nature of the worst-case analysis.

Considering the above hypothesis, the procedure used
to set the scheduler parameters consists in evaluating the
LBAP curve and in finding the point where this curve
intersect the straight line b; = p,;D; , where D, represents

the maximum delay fixed for the considered source.
Figure 4.1 shows the presented approach in the case of
the video sources. In particular, in the figure we can
observe the LBAP curves for three different video
sources, and the curve related to the traffic obtained
aggregating these sources. Moreover, assuming a
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maximum end-to-end delay of 200 msec, we can observe
the relate straight line and the intersection points with
each LBAD curves that, as described above, give the
couple (pi, by to consider in the setting of scheduler
parameters.
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Fig. 4.1 - Video characterization

The characterization results obtained considering the
considered three video flows (named Goldfinger, Asterix
and Simpson), the aggregate of 15 voice sources
(corresponding to a host in the simulation scenario) and
the data traffic are reported in Table 4.1. In the table, the
column Dmax indicated the maximum end-to-end delay
analytically obtained from the estimation of scheduler
parameters.

Traffic flow Rate (p) | Buffer (b) | Dmax (p/b)
(Mbps) (Kbit) (msec)
GOLDFINGER 1.25 250 200
ASTERIX 0.83 160 193
SIMPSONS 1.27 260 205
15 VOICE sources 110 30 27
Data 0.40 400 1000

Table 4.1 - Traffic characterization of considered sources

In the setting of the scheduler parameters, we can
choice to set a service rate equal to the sum of p obtained
for the three sources, and a buffer size equal to the sum of
b obtained for each source. Considering this approach and
the results obtained with the procedure presented above,
the total service rate to allocate for the video services and
the related buffer size are equal to 3.35 Mbps and 670
Kbits respectively. The other approach consists in the
estimation of the parameters directly from the LBAP
curve of the multiplexed traffic. In this case, it is expected
to obtain a multiplexing gain in the setting of the
resources to guarantee to the video service. In particular,
considering the same upper bound of the end-to-end
delay, we need to allocate a service rate of 2.5 Mbps and a
buffer size of 500 Kbits. Then, in terms of buffer size we
observe a gain of 170 Kbits (corresponding to a reduction
of about 25%), while in terms of service rate a gain of 850
Kbps (25%) is achieved. Considering the service rate
evaluated for each kind of traffic source, it is possible to
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set the scheduler parameter assuming a utilization factor
of the link equal to 0.9. In more details, we evaluate the
sum of p;, P, and fix the rate of the output link equal to
Pu/0.9. Hence, for boundary and core routers, the
parameters are set as summarized in Table 4.2.

Output Service Rate
(Mbps)

Boundary
Routers 3.06
Core router 1 6.12
Corc router 2 9.18

Table 4.2 — Parameters of the routers

The buffer size is given for each traffic class, ie.
voice, video and data. When considering the scenario
related to the aggregation of voice and video flows, the
buffer size for this aggregated class of traffic has been set
equal to Bygicet Byideo-

5. Simulation results

The simulation analysis is mainly focused in the
evaluation of the impact of different aggregation strategies
on the QOS parameters. The low scalabity of the IntServ
network architecture, suggests for the IP Telephony
scenario to study a DiffServ core network architecture.
Hence, it is expected that in each node of an IP Telephony
core network, a per-class queueing is implemented and an
appropriate scheduling algorithm guarantees the QoS
requested by the real time sources.

Two relevant problems arise in this framework. The
first concerns the choice of an appropriate scheduling
algorithm and of a procedure for the setting of their
parameters. The second issue is related to the aggregation
strategies to adopt. Hence, in this Section we present the
results that give insights on these problems.

We consider two different aggregation strategies: in a
first one we have carried video and voice together in a
premium class and data in a best effort class (in the
figures the related curves are indicated with label
containing the word “1 link™); in a second one we have
supposed to carry video traffic in a separate queue from
voice traffic (curves labeled with the noun containing the
word “2 link™).

Fig 5.1 presents the complementary probability of the
end-to-end delay experimented by the voice packets when
the two different strategies are considered and only one
video source is activated (in this case the setting of
simulation parameters have been changed according to the
dimensioning procedure presented in the previous
paragraph, in order to take into account the inactivity of
the others video sources). Fig. 5.2 presents the same
curves obtained when all three video sources are active.
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As first analysis of the simulation results, it is possible
to note that the adopted scheduling algorithm, i.e. WF°Q+,
and the procedure for its parameters setting permit to
guarantee the target QoS for the voice sources if the video
and voice traffic flows aren’t merged in a single queue. In
particular, the curves labeled as “1 Link” either in Fig. 5.1
and in Fig. 5.2 clearly show that the maximum delay
observed during the simulation is under 10 msec, which is
lower than the fixed delay of 27 msec, considered in the
setting of the scheduler parameters.
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Tig 5.1 - Complementary Probability of Voice Delay:
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Fig 5.2 - Complementary Probability of Voice Delay:
P{delay > 1} - Three Active Video Source
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Both Fig. 5.1 and Fig. 5.2 show the degradation in
terms ol end-to-end delays of voice trallic when the video
flows is merged in the same queue with the voice traffic.
Indeed, in the Fig. 5.1, we can note that in correspondence
of a probability P=0.001 a delay of 7 msec is observed in
the first case (curve “1 Link™), which is lower than the 15
msec registered in the second case.

Furthermore, this degradation is amplified when the
number of video sources is increased. Indeed, in Fig. 5.2
the maximum end-to-end delay registered for voice traffic
is unvaried with respect to the previous case, i.e. about 7
msec, while it is increased to 23 msec, when all real-time
flows are aggregated in the same queue.
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Hence, in this second case the worsening of the delay
parameter of voice service is due to the increase of the
number of bursty traffic multiplexed with the voice
sources. Hence, we can suppose that if there is more
requested bandwidth the need for network resources
increase in a non-linear way when considering a wrong
strategy of aggregation, in this case the real time
application may be damaged seriously.

On the other hand, the video performance take benefits
from the aggregation, showing a little delay improvement
that can be related to the multiplexing with the voice (the
related figures are not reported for sake of simplicity).
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Delay jitter, J (sec)
Fig 5.3 - Complementary Probability of Voice Jitter Delay:
P{ delay jitter >t} - Three Active Video Source

The different performance observed with the two
considered aggregation strategies, can be related to “lock-
out” phenomenon, which plays a decisive role in
deteriorating voice performance. Indeed, when the video
sources are merged with the voice traffic, the first
monopolize the queue space obstructing the second from
receiving the desired service level The “lock-out”
phenomenon can be avoided using different queues for
video and voice traffic, while, at the same time, the choice
of appropriate scheduling disciplines can guarantees an
adequate multiplexing gain.

Finally, we observed that the best effort traffic (used
as background traffic) is not affected by the fusion of the
two service classes because the total bandwidth share
(video + voice) is unchanged.

The same worsening of performance can be observed
when we consider the jitter parameter, as shown in T'ig.
5.3, which plots the complementary probability estimated
for this statistic (the results are related to the multiplexing
of three video sources).

6. Conclusion

The main goal of the paper is the evaluation of
different traffic aggregation strategies for voice and video
services in a Diffserv environment. In this framework, the
simulation analysis presented in the paper highlights that
the wrong aggregation of traffic flows with different
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statistical features, such as video and voice traffic, may
lead to performance worsening, which should be avoided
especially in providing IP-based business services, such as
IP Telephony.

On the other hand, the simulation results emphasize
that with an adequate isolation between video and voice
traffic flows and an appropriate dimensioning of network
resources, it is possible to provide real-time services. In
particular, the considered WF*Q+ schedulers network and
the proposed procedure for setting the related parameters,
permit to achieve the target QoS. Furthermore, analyzing
the proposed procedure for the setting of schedulers
parameters, based on the LBAP traffic characterization, it
has been possible to highlight the multiplexing gain
obtainable considering the LBAP characterization of
aggregated traffic.

Tinally, the simulation results have evidenced that
although we have neglect the latency terms in the
expression of the end-to-end delay reported in literature,
the maximum delay experimented is lower than that
analytically estimated (see the fourth column in Table
4.1). This result is a further evidence of the very
conservative nature of the worst-case analysis.
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Abstract

Speech quality, especially in voice over IP systems is
infl d by many par ters:

Delay has significant impact on the conversational quality
mainly for two reasons: On the one hand the conversation
between both subscribers and their interaction is more difficult.
On the other hand the delay has a strong influence on the echo
perception, longer transmission delay leads to an increased
sensitivity in the users echo perception. It is important to
evaluate the echo performance of a system in all conversational
situations since typically additional artifacts like voice switching
and background noise modulation may occur due to echo
cancellation processes.

Voice switching may be introduced at many stages in a VoIP
scenario. Voice switching may lead to speech quality degradation
perceived as missing syllables or missing words. Since again the
effect is subjectively perceived different in single talk situations
as compared to double talk situations both situations have to be
taken into account.

The transmission of background noise is a very critical
parameter for the naturalness of a conversation. Due to clipping
caused e.g. by VAD or the use of background noise reduction
algorithms, background noise modulation - in combination with
comfort noise injection - may degrade the perceived quality
significantly. Packet loss may lead to speech quality degradation
during single talk and double talk periods.

The article describes objective methods which allow the
assessment of various speech quality parameters relevant for the
conversational quality.

A. INTRODUCTION

In modern IP systems the communication using
speech can no longer be regarded as it used to be in
traditional PSTN networks. The differentiation between
terminals and network is no longer possible. Typically
the same signal processing algorithms are used in
networks and in terminals. Basically three different
configurations have to be taken into account:

IP gateway to IP gateway , IP terminal to PSTN
terminal and IP terminal to IP terminal including the
acoustical interfaces like hands-free phones, headsets or
handset (see figure 1).

Since the interaction of the signal processing between
terminal and network highly influences the speech
quality, typically a complete configuration has to be
considered for all testing including network and traffic
load simulations.

) BTt
IP- ® 1P-
PABX
Gateway Gateway
PSTN - PSTN over IP
o 1P g’ <
L2

S o T | >
—

Fig. 1: The typical scenarios in VoIP networks

B. SIGNAL PROCESSING IN IP CONFIGURATIONS

Figure 2 introduces a typical block diagram for the
signal processing from a speech transmission quality
point of view.

Background noise reduction

Vot

/4

@ - Comfort noise insertion

oo

D] i Decode {

Fig. 2: Block diagram of typical components in
voice over IP systems

The acoustical access is realized by acoustical
components such as hands-free units, headsets or
handset terminals. In any case sufficient echo control has
to be provided in order to guarantee a sufficient echo
loss even under worst case conditions. Due the influence
of delay on echo perception (see[l]) these worst case
conditions have to take into account the maximum
expected delay due to the propagation delay, the delay
variation (‘jitter’) in the network, packetization delay
and buffer size in the equipment. The echo control can
either be achieved by good acoustical terminal design or
by using a speech echo canceller or any sort of voice
activated switching (echo suppressor) which is shown in
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the block diagram. Since in many cases the amount of
echo cancellation is not a sufficient, speech echo
cancellers typically are backed up by voice controlled
amplification/attenuation  systems in sending and
receiving direction. Occasionally cancellation and
switching is not realized in full bands but subband echo
cancellers and attenuations are used. Sometimes
additional signal processing components such as
companding devices (AGC) etc. are introduced in order
to enhance speech quality under special conditions e.g.
noisy environments or a wide range of speech signal
levels in the network. Typically voice activity detectors
(VAD) are used in order to measure the voice activity
and avoid the transmission of speech packets in case no
voice activity is detected. In order to hide those silence
intervals, comfort noise is inserted (typically on the far
end side of a connection to save transmission
bandwidth). In any case speech is coded using various
sorts of a speech coding algorithms such as G.711,
G.723, G.729. Buffers of variable size are used in order
to guarantee the transmission of the speech with a
minimum of packet loss under typical network and
traffic conditions.

C. THE MOST DOMINATING PARAMETERS

DETCRMINING TIIE SPELCIT QUALITY IN VOIP SYSTEMS

One of the dominating parameters influencing speech
quality is delay. Delay may strongly impact the
conversational quality but delay as well influences the
delectability and annoyance causcd by ccho. Echo may
occur in single talk as well as in double talk situations.
In general the echo attenuation required to avoid
customer complains is a function of delay and as soon as
one way delay exceeds 250 ms, the echo attenuation has
to be at least 46 dB. More information can be found in
[1]. Due to various kinds of signal processing echo
attenuation depends on robustness and adaptation speed
of echo cancellers, the reliability of double talk
detection, the sensitivity against background noise and
other kinds of disturbances. Consequently the
requirements on echo attenuation have to be checked
under all these conditions. Specifically the double talk
situation has to be taken into account. In order to assess
this situation subjcctively and find limits for the double
talk situation auditory tests were conducted recently [2].
Specific double talk tests developed for this specific
scenario were used. The test subjects had to rate the
annoyance caused by echoes during double talk using
MOS (Mean Opinion Scores) MOS 1 corresponds to a
highly annoying echo, MOS 5 corresponds to "echo not
perceptible”. In Fig. 3 the difference in echo loss -always
compared to the single talk situation- is shown in
relation to the MOS rating.
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Fig. 3: Differences in echo loss requirement
between the single and double talk situation as a
function of perceived echo annoyance during single
talk

From this results it is obvious that the requirements for
echo attenuation during double talk are high and depend
on the quality achieved in single talk situation. This
means that in case the echo attenuation in single talk
situations is poor the requirement for double talk may be
low as well. From Figure 3 the echo loss requirement
during double talk depending on the annoyance of echo
perceived subjectively under single talk conditions can
be derived .

Switching itself is a critical parameter under both
single and double talk conditions. Basic requirements for
switching in the single talk mode are known already
since many years (e.g. ITU-T Recommendation P.340
[3]). The annoyance caused by switching, specifically
front-end clipping was widely investigated by Sotscheck
[4]. The most important result of these investigations is
that front-end clipping of more than 15 ms should be
avoided in any case. Frontend clipping is certainly not
the only relevant parameter for VoIP scenarios since
packet loss causes more statistically distributed temporal
clipping. Without any kind of error correction (packet
loss concealment), the speech gaps resulting from packet
loss cause a high degradation of speech sound quality
and may even reduce the intelligibility of speech
significantly.

More critical however is switching during double talk.
Since during double talk typically echo cancellation is
less efficient again switching is introduced by additional
nonlinear processes in conjunction with the echo
canceller function (e.g. loss insertion to guarantee the
necessary overall echo attenuation). If a loudness
variation between the single and the double talk situation
is more than 3 dB, the speech quality is degraded. Figure
4 gives the relationship between the annoyance caused
by loudness variations as a function of attenuation range.
Again specific double talk tests have been used for the
tests. MOS 1 corresponds to highly annoying switching
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whereas MOS 5 corresponds to switching not
perceptible. For more information again see [2].

MOS

5

3,7

2,7
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0 3 6 9 12 16 20
-> loudness variation single/double talk

Fig. 4: Annoyance caused by loudness variations
between single talk and double talk

When regarding the speech sound quality the speech
quality may be highly influenced by packet loss and
jitter. Packet loss in combination with various codecs
may degrade the speech quality significantly. In order to
evaluate this degradations methodologies based on the
human perceptions of speech quality have been
developed. Such methods are PSQM [5], TOSQA [6]
and the new PESQ [7]. A typical example of the
correlation between the quality perceived subjectively
and the predicted speech quality is shown in figure 5.
The results are expressed in mean opinion scores where
MOS 1 represents unacceptable quality and MOS 5
represents a very high quality.
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Fig. 5: Comparison of MOS values derived from
auditory tests and MOS values predicted by TOSQA
(TMOS) (see [6])
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Those methods can be used for known codecs and for
known impairments in order to evaluate speech sound
quality. All those methods are perceptional based, but
allow speech quality evaluations only in single talk
conditions and unfortunately no method has been
validated yet in order to evaluate the speech quality of
systems including terminals.

Those methods can be used for known codecs and for
known impairments in order to evaluate speech sound
quality. All those methods are perceptional based, but
allow speech quality evaluations only in single talk
conditions and unfortunately no method has been
validated yet in order to evaluate the speech quality of
systems including terminals.

The transmission quality of background noise is -
from the subjective point of view - one of the most
important parameters. Since background noise is also
transmitted during phases where no speech is present,
background noise must be regarded as a signal. The
transmitted background noise contains important
information for the conversational partner about the
environmental conditions. Echo cancellers, VAD,
DTX, and other algorithms are used in order to eliminate
speech pauses/background noise in order to reduce
bandwidth for transmission. Such operations may
strongly degrade the quality of background noise
transmission since pauses typically are filled by comfort
noise which may interact with the transmitted back-
ground noise and lead to modulation of background
noise.

D. EVALUATION METHODS AND EXAMPLES
The most important evaluation methods for the
dominating parameters influencing the speech quality in

its various aspects are given using selected examples.

1.. Background noise transmission quality

Since the transmission of background noise
subjectively is one of the most important parameters and
in addition it is highly affected by the signal processing
in IP connections the objective measurement of this
parameter is of high importance as well. When analyzing
the background noise transmission mostly the influence
of the transmission system on the background noise is of
importance, any structure inherent to the background
noise itself should not influence the result of the
analysis, such it is useful for analysis purposes to start
with the evaluation of more or less constant background
noises (e.g. office-type noises, street-type noises, interior
vehicle noises for mobile terminals). The analysis
methods used for that purpose is the "relative approach”
[8]. The algorithm does not use any reference signal, but
is working directly on the transmitted background noise
signal. It takes into account the sensitivity of the human
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ear on a signal fluctuation in the time domain as well as
on dominant spectral structures. It is recognized that
slow variations of a signal in time and/or frequency are
typically not disturbing which is taken into account by
the algorithm. The algorithm is based on forward
estimation using the signal history. The new signal
examples are predicted and compared to the actual
acquired signal. The basis for the procedure is the
hearing adequate spectral representation of the time and
frequency domain. The basis therefore is a hearing
model according to [9]. The nonlinear relationship
between sound pressure level and loudness perceived
subjectively is taken into account by time/frequency
warping in a Bark filter bank and proper integration of
the individual outputs. The filter bank is realized in the
time domain. The output signals of the filter bank are
rectified and integrated, thus the envelope is generated.
The three-dimensional output of the hearing model is the
basis for the relative approach. In each critical band long
term level (integration time: 2-4s) is compared to the
short term level (2ms).

An overall value can be derived for example by
applying the following equation (see [8]):

Q=f(NSH

f(Z{

W (Fg (D Y |Fy(in)

n=1

—F, (i,n+ D wyGLF, )]

Fo(i=1)-F;(O)

where FG (1) is a mean value of the critical band level
over a period T of 2 to 4 seconds, FG (0) = FG (1), FG
@i, n) is a mean value of the critical band level over a
much shorter period (approx. 2 msec), n is the current
(time-dependent)  value. The weighting factors
w1, FG@A), wo(i,FG(@) depend on the critical band
level FG (i). In addition the overall value is influenced
by the function £ (N,S) which describes an audititory
factor, dependent on loudness N and sharpness S.

When just displaying the result in the time/frequency
domain a typical result looks like the picture below. The
difference is color-coded and represented as a type of
spectrography: high color represent big differences
between estimation and actual signal, dark colors
indicate low differences.

Fig. 6 shows the analysis result of a background noise
reduction algorithm used in a hands-free terminal. The
upper part of the picture shows the time response (light
color) when switching on the hands-free terminal in the
presence of background noise (the dark color indicates
the time signal of the background noise signal).
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Fig. 6: Relative Approach Analysis,

upper: corresponding time signal

(light: transmitted background noise signal,
dark: background noise signal)

lower: Relative Approach analysis

(light: annoying signal components)

From the time signal it is not very obvious whether the
algorithms works properly or not. When however
analyzing the result of the relative approach it can be
seen that the high peak in the beginning of the adaptation
process is auditory annoying, the energy is spread over
the whole frequency range for a small period of time.
Within the first two seconds additional structures can be
found between 1.6 and 3.4 kHz which are obvious in the
relative approach and are obvious as well during the
auditory  judgement of the background noise
transmission. Similar results could be achieved for other
sorts of background noises and algorithms. Research
work is ongoing in order to quantify the result of the
relative approach analysis.

2.. Duplex performance

During double talk speech quality may be affected
mainly by echo and/or switching. Special test signals an
analysis techniques were developed in order to simulate
the double talk behavior in the most realistic way but
being able to analyze reliably and repeatable this
situation. One test signal configuration used is shown in
Fig. 7.

The signals are based on a CS-signal [10] simulating
voiced/unvoiced sounds of speech, typical power
density, modulation and distribution of speech using
deterministic signals: voiced sound in the beginning
followed by a pn-sequence and a pause. The double talk
signal is constructed similar but uncorrelated to the test
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signal. During the pauses of the double talk signal -these
are the time intervals where for real conversations echo
and switching is audible- evaluations on echo
attenuation and switching can be made.

)1 H sending

receiving
(double talk)

F

s, (t

Se (1) . -

-
V\ transmitted signal in
sending, extracted
during double talk
1\ original test signal in
\U/ sending
F ts ®) }

f Fls®}

Fig. 7: Test signal for double talk evaluations

IHS (1)
Hs(®) =

test  signal in

e
ca. 16\5

Wl‘ws&vitciﬁng
[ during
___ | double talk __|

Y

11.2 11.2 11

lecho during
double talk

transmitted signal in sending (extract during double-t.)

Fig.8: Example of extracting signal components for
switching and echo evaluation during double talk in
sending direction

Fig. 8 gives one example how to extract the
information about switching and echo during double talk
based on the test introduced with Fig. 7. Switching is
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evaluated during periods where only the signal in
sending direction is present. The echo is determined
during periods, where only the double talk signal is
present and no signal in sending direction should be
expected. In general all these investigations have to be
conducted under various network conditions in order to
get a range of performance requirements.

E. SUMMARY

The present article discusses impairments which may
occur in modern VoIP systems during speech
communication. Starting from functional units typically
found in connections a short overview about signal
processing is given. Instrumental procedures which may
be used for the investigation of the dominating speech
quality parameters in VoIP systems are introduced.
Methods and performance requirements are based on
auditory tests and cover the conversational situation
including the transmission of background noise.
Especially for the double talk situation and the
background noise transmission the evaluation
procedures and the underlying principles namely the
auditory test results are given.
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Abstract — In VoIP applications, packet loss can have a
major impact on perceived speech quality. The impact is
affected by factors such as packet loss size, loss pattern and loss
locations. In this paper, we report an investigation into the
impact of loss location on perceived speech quality and the
relationships between convergence time and loss location for
three different codecs (G.729, G.723.1 and AMR) using
perceptual-based objective ement thods (PSQM+,
MNB and EMBSD). Our results show that loss location has a
severe effect on perceived speech quality. The loss at unvoiced
speech segments has little impact on perceived speech quality
for all codecs. However, the loss at the beginning of voiced
segments has the most severe impact on perceived speech
quality. The convergence time depends on the speech content
(voiced/unvoiced). For unvoiced segments, the convergence time
is stable whereas for voiced segments it varies but has an upper
bound at the end of the segment. Our method allows a more
accurate measurement of the exact effect of packet loss on
perceived speech quality. This could help in the development of
a perceptually relevant packet loss metric, which could be
valuable in non-intrusive VoIP measurements.

Keywords -- Voice over IP, Packet loss, Speech quality,
Objective perceptual measurement, Codecs, Concealment
performance

L INTRODUCTION

Packet loss is a major source of speech impairment in
voice over IP (VoIP) applications. Such a loss could be
caused by discarding packets in the IP networks due to
congestion or by dropping packets at the gateway/terminal
due to late arrival. The impact of packet loss on perceived
speech quality depends on scveral factors, including loss
pattern, codec type, and packet loss size [1][2]. Tt may also
depend on the location of loss within the speech.

In modern codecs (e.g. G.729, G.723.1 and Adaptive
Multi-Rate, AMR codec), internal concealment algorithms
are used to alleviate the effects of packet loss on perceived
speech quality [3][4][5]. When a loss occurs the decoder
derives the parameters for the lost frame from the parameters
of previous frames to conceal the loss. The loss also affects
subsequent frames because the decoder takes a finite time
(the convergence time) to resynchronise its state to that of
the encoder. Recent research has shown that for some codecs
(e.g- G.729) concealment works well for a single frame loss,
but not for consecutive or burst losses [1], and that the
convergence times are dependent on speech content. Further,
the effectiveness of a concealment algorithm is affected by
which part of speech is lost (e.g. voiced or unvoiced). For
example, it has been shown that concealment for G.729

works well for unvoiced frames, but for voiced frames it
only works well after the decoder has obtained sufficient
information [6]. Further, the decoder fails to conceal the loss
of voiced frames at an unvoiced/voiced transition. Thus, the
location of packet loss in relation to different parts of speech
is important.

In most studies [1][6], the analysis of concealment
performance and convergence times is based on the mean
square etror (MSE) and signal-to-noise ratio (SNR) criteria
(with subjective or perceptual-based objective methods only
used to assess overall quality under stochastic loss
simulations). The perceptual impact of concealment
algorithms or convergence times for different loss locations
is still unknown. It is important to understand the effects of
loss location and loss pattern on perceived speech quality,
for different types of codec, to allow a more accurate
measurement of voice quality. This requires the use of
perceptual-based objective methods in the analysis. This
could be helpful in setting up more efficient speech recovery
system and for the development of perceptually relevant
packet loss metrics which could be valuable in non-intrusive
‘VoIP measurement.

The IETF has recently proposed a set of new metrics for
packet loss [2]. This includes loss constraint distance (i.e.
distance threshold between two losses) and “noticeable” loss
rate (ie. percentage ol lost packets with loss distances
smaller than loss constraint distance). For the same loss rate,
different loss patterns may have different effects on
perceived speech. In VoIP applications, the loss constraint is
related to the convergence times of the decoder. However, it
is still unclear how to determine the loss constraint threshold
and whether (or how) the threshold is related to codec type,
burst size or speech.

The aims of the study reported in this paper are two fold:
(1) to investigate the impact of loss location on perceived
speech quality and hence the concealment performance of
codecs, and (2) to investigate the relationships between
convergence times and loss locations/speech content, codec
type or loss size.

The work reported here is based on three codecs — two
existing codecs (G.729B [13] and G.723.1) and a new codec
(AMR [7][14]) for VoIP. Three major perceptual distance
measurement algorithms  (PSQM/PSQM+ [8][9], MNB
[10][11] and EMBSD [12]) are used for perceptual
performance analysis for different loss location. Each
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algorithm quantifies perceptual quality, but has a different
range of perceptual distance.

The results show that the loss location has a severe effect
on perceived speech quality. The loss at unvoiced speech
segments has little impact on perceived speech quality for all
three codecs. However, the loss at the beginning of voiced
segments has the most severe impact on perceived speech
quality. The extent of the impact depends on the size of the
burst loss and codec type. The convergence time depends on
the speech content. For unvoiced segments the convergence
time is stable whereas for voiced segments it varies but
constrained by the duration of the segment.

The remaining sections of the paper are structured as
follows: Section II presents a brief overview of the codecs
used and their concealment algorithms. The perceptual
distance measurement algorithms (PSQM/PSQM-+, EMBSD
and MNB) are summarised briefly in Section III. The
simulation system is described in Section IV, the
experiments, results and their analysis are given in Section
V. Section VI concludes the paper.

II.  CODECS AND THEIR INTERNAL CONCEALMENT

A.  Codec types - G.729, G.723.1 and AMR

The G.729 CS-ACELP (Conjugate Structure Algebraic
Codebook Excited Linear Prediction, 8 Kbps) and G.723.1
(MP-ML(Q/ACELP: Multipulse excitation with a maximum-
likelihood-quantizer/Algebraic Codebook Excited Linear
Prediction, Dual rate: 5.3/6.3 Kbps) are both standardized by
the TTU and have been used in VoIP applications. The AMR
(Adaptive Multi-Rate, ACELP) speech codec was developed
by ETSI and has been standardized for GSM. It has been
chosen by 3GPP as the mandatory codec. The AMR is a
multi-mode codec with 8 narrow band modes with bit rates
between 4.75 to 12.2 Kb/s. Mode switching can occur at any
time (frame-based). AMR speech codec represents a new
generation of coding algorithms which are developed to
work with inaccurate transport channels. The flexibility on
bandwidth requirements and the tolerance in bit errors of
AMR codecs are not only beneficial for wireless links , but
are also desirable for VoIP applications.

The three codec types belong to CELP analysis-by-
synthesis hybrid codec. At each speech analysis frame, the
speech signal is analysed to extract the parameters of the
CELP model (Linear Prediction, or LP filter coefficients,
adaptive and fixed codebooks’ indices and gains). For
stability and efficiency, LP filter coefficients are transformed
into Line Spectral I'requencies, or LSI”s for transmission.
These parameters are then encoded and transmitted. At the
decoder, the parameters are decoded and speech is
synthesized by filtering the reconstructed excitation signal
throuth the LP synthesis filter.
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The major differences between the three codecs lie in the
excitation signals, the partitioning of the excitation space
(the algebraic codebook), delay and the way in which the
coefficients of the filter are represented. For example, the
G.729 uses two stage codebook structures for LSP
parameters and gets the name “conjugate structure”.

The frame sizes for the three codecs are 10 ms (80
samples at 8 kHz sampling) for G.729, 20 ms (160 samples)
for AMR and 30 ms (240 samples) for G.723.1. They all
have voice activity detection and silence suppression
processing. The frames are classified as normal speech
frame, SID (Silence Insertion Description) frame and null
frame (non-transmitted frame).

B.  Codec Internal Concealment

All three codecs have built-in concealment algorithms,
which can interpolate the parameters for the loss frames from
the parameters of the previous frames. For example, for the
(G.729 the concealment algorithm works in accordance to the
following steps:

- The line spectral pair coefficients of the last good frame
are repeated

- The adaptive and fixed codebook gain are taken from
the previous frame but are damped to gradually reduce
their impact.

- If the last reconstructed frame was classified as voiced,
the fixed codebook contribution is set to zero. The pitch
delay is taken from the previous frame and is repeated
for each following frame. If the last reconstructed frame
was classified as unvoiced, the adaptive codebook
contribution is set to zero and the fixed codebook vector
is randomly chosen.

ITl.  PERCEPTUAL SPEECH QUALITY MEASURE — PERCEPTUAL
DISTANCE

Perceptual distance is used to measure the perceptual
difference between a reference speech signal and a degraded
speech signal. It normally includes a perceptual model and a
cognition model to mimic the process in the human’s hearing
perceptual process. Various perceptual speech quality
measurement algorithms exist with different perceptual or
cognition models.

PSQM  (Perceptual Speech Quality Measurement)
developed by KPN has been adopted as ITU-T
Recommendation P.861 for assessing the speech quality for
codecs [8]. PSQM+ was proposed by KPN to improve the
performance of PSQM for loud distortions and temporal
clipping [9]. PSQM/PSQM+ can generate a perceptual
distortion value for each frame (32 ms for 8 kHz sampling,
with 50% overlapping) and the overall PSQM/PSQM+ value
is calculated for the whole test sentence via different
weighting factors for silence or non-silence frames. As
PSQM+ provides a more accurate measure of perceived
speech quality under frame loss situations, we have chosen it
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for overall perceived speech quality and perceptual distance
calculation for each frame.

The MNB (Measuring Normalizing Blocks) developed by
the US department of Commerce [10][11], is included as an
Appendix in ITU-T P.861 Recommendation. The MNB docs
not generate a distortion value for each frame since each
MNB is integrated over frequency or time internals.

EMBSD (Enhanced Modified Bark Spectral Distortion)
was developed by Temple University in USA [12]. It
estimates speech distortion in the loudness domain taking
into account the noise masking threshold in order to include
only audible distortions in the calculation of the distortion
measure. As EMBSD only takes into account the non-silence
frame for the final perceptual distortion calculation, the
setting of the threshold of silence or non-silence will affect
the final result.

In the paper, MNB and EMBSD are used for the overall
quality measurement.

IV. SIMULATION SYSTEM

In order to investigate the impact of packet loss location
on perceived speech quality, and the relationships between
convergence time and loss location, we set up a simulation
system. This includes speech encodet/decoder, loss
simulation, perceptual quality measure and convergence time
analysis, as shown in Figure 1. For codecs, we have a choice
of (G.729, G.723.1 and AMR. The standard 16 bit, 8 kHz
sampled speech signal is processed by the encoder first.
Then the parameter-based bit stream is sent to the decoder
without frame losses (speech quality degradation in this case
is only due to codec). The bitstream is also sent to the loss
simulation module where the loss position and frame loss
size can be selected. After loss simulation the bit stream is
processed by the decoder to obtain the degraded speech
signal with loss. The overall perceptual speech quality is
measured between the reference speech signal and the
degraded speech signal with loss by calculating the
perceptual distance values using the PSQM+, MNB and
EMBSD algorithms. The perceptual distance for each frame
is also measured between the degraded speech without loss
and the degraded speech with loss using PSQM+ for the
analysis of convergence time. This eliminates coding
impairment from the computation. The convergence time is
also calculated using the normal Mean Square Error (MSE)
method [1].

Loss simulation for each codec differs from the loss
specification in the codecs. For G.729, if a parameter byte in
the bit stream is set to zero, the frame is treated as a loss by
the decoder and concealment is initiated automatically. For
AMR, there is an extra byte for the transmit/receive frame
type. Tor a lost frame, there is only a need to set the type as a
BAD/ERASED frame. For (G.723.1, a loss location mark file
is created and serves as the input to the decoder.
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V. EXPERIMENTS AND ANALYSIS OF RESULTS

A.  Loss location and perceived speech quality

In the first experiment, the impact of loss position on the
overall perceptual speech quality or the performance of
concealment under different loss locations is investigated.
The PSQM+, MNB and EMBSD perceptual distance values
are calculated for the whole test speech sentence (about 6
seconds), while only one loss is produced each time and the
loss position moves smoothly from left to right. The move is
one frame each time and the frame size is decided by the
codec chosen. At each loss location , the frame loss size can
change by one, two, three or four frames to simulate different
packet size or burst loss size.

The waveform for the first talkspurt for the test sentence
“Each decision show (s)” is shown in Figure 2. It consists of
four voiced segments - V (1) to V (4) corresponding to the
vowels ‘I, ‘i, ‘@ and ‘auw’. The voiced segments are

separated by unvoiced segments.

The overall perceptual distance values for PSQM+, MNB
and EMBSD for (G.729 are shown in Tigures 3, 4 and 5,
respectively. The values (using PSQM+) for G.723.1 (6.3
Kb/s) and AMR (12.2 Kb/s and 4.75 Kb/s mode) are shown
in Figures 6, 7 and 8. In all the figures, the horizontal scales
are in the unit of frames. As the frame sizes are 10, 20 and
30ms for G.729, AMR and G.723.1, respectively, the total
number of frames for the test segments shown are 134, 67
and 45.

Examination of Figure 3 shows that the perceptual
distance value varies between 1.4 and 2.4 as the loss location
moves from left to right. In the PSQM 1, a change in
perceptual distance indicates a change in perceptual speech
quality (the smaller the distance, the better the perceived
quality). Similar changes in perceived speech quality can
also be seen for the MNB (Figure 4) and EMBSD (Figure 5),
as well as for the different codecs (Figure 6, 7 and 8). It is
evident that the same loss condition (one packet loss for the
whole test speech segment) causes an obvious variation in
overall perceived speech quality, but the variation is
dependent on speech content. A loss at unvoiced speech
segments shows little impact on perceived speech quality
(almost the same perceptual distance values as for no-loss
cases). However, a loss at voiced segments has different
effects on perceived speech quality depending on its location
within the voiced segment. At the beginning of a voiced
segment, it has the most severe impact (the peaks in the
figures). At the end of voiced segments, the impact is small.
In the middle voiced segments, perceptual distances change
depending on the codec and frame loss size. For example,
for the G.729 onc-frame loss (Figure 3), the pereeptual
distance value reaches its peak when the loss is at the
beginning of voiced segments. Then, as the loss position
moves to the right (for each voiced segment), the perceptual
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distance rapidly returns to the minimum value, showing a
good convergence performance for voiced segments 1, 2 and
3. For voiced segment 4, the value varies depending on the
speech content. As the frame loss size increases, the
perceptual distance increases.

We explain this phenomenon from two perspectives:
(i). From the perspective of the codec or concealment
algorithms

In the case of a loss at the beginning of voiced segment, as
the previous frame is clearly an unvoiced frame or an
unvoiced/voiced transition frame. The concealment
algorithm will conceal the loss using the filter coefficients
and the excitation for an unvoiced sound. It causes the lost
frame to be concealed using the unvoiced features. In other
words, during the unvoiced to voiced transition period, the
shape of the vocal tract is in transition (not stable), and the
LP filter coefficients will change rapidly for each frame. The
excitation signal is also changing from unvoiced to voiced.
The concealment algorithm can not conceal properly for the
loss at this transition stage.

For a loss during the stationary part of a voiced segment,
the concealment algorithm will conceal the current frame
with the gain further reduced from the previous frame
(adaptive codebook gain). The line spectral pair coefficients
(or LP filter coefficients) of the last good frame are repeated.
In other words, the vocal tract is at a stable stage (after the
transition) and keeps the same shape. The LP filter
coefficients are very stable during this stage. If the pitch
delay does not change much within a short time period, a
small loss can be concealed perfectly using the parameters of
the previous frames. However, when there is an increase in
burst loss size or [rame size, it is dillicult to conceal the
losses adequately. The concealment performance degrades
depending on the features in the voiced segments.

(ii). From the perspective of the perceptual quality
measurement algorithms

The signal energy is very important for the overall
perceived speech quality for all the perceptual algorithms. If
a reference signal frame has a large signal energy (e.g. the
beginning of a voiced segment), and the degraded signal has
a very small energy (due to improper concealment), this will
cause a significant increase in the perceptual distance. For a
loss during the voiced segment, the degraded signal will
normally have a rather large energy. Perceptual distance will
vary for different loss size and loss location.

For different codecs (G.729, G.723.1 and AMR), the
perceived speech quality shows large variations due to
differences in the frame sizes. The perceptual distances using
PSQM+ for the three codecs for a loss at the beginning of
voiced segment 4 is summarized in Table 1 (including
perceptual distances for no-loss cases).

117

Table 1: Perceptual distance using PSQM+

%o},izc No-loss | 1-frame | 2-frame | 3-frame | 4-frame
(gig/gs) 1.36 162 1.83 211 242
(337%/18) 151 1.79 2.84 3.54 4.03
(1;‘ ;g o | 098 135 16 2.06 245
(4.}7\;%@ 1.92 217 2.42 2.81 3.34

From Table 1, it can be seen that the AMR (12.2 Kb/s)
has the best perceptual quality and the AMR (4.75 Kb/s) the
worst for no-loss cases. For a one-frame loss, the quality
sequences remain the same. For a two-frame loss, the
(.723.1 has the worst quality while AMR (12.2 Kb/s)
remains the best. For three-frame and four-frame loss, G.729
and AMR (12.2 Kb/s) have similar perceptual quality, while
(.723.1 remains the worst.

Of the three perceptual measurement methods (PSQM+,
MNB and EMBSD), the PSQM+ provides perceptual
distance values for most parts of the speech segment. The
EMBSD and MNB only show the variations in perceived
speech quality for frames with high energy. A loss at the
unvoiced or voiced segments with small energy (see Figure
2) has no impact on perceived speech quality (flat line area
in Figures 4 and 5). This is due to the different processing
methods for silence and non-silence frames in the perceptual
quality measurement algorithms. For EMBSD, the
perceptual distance for an entire test speech segment is
obtained by averaging over all non-silence frames (which are
defined as the frames with the energy of the reference speech
and the degraded speech both above their preset thresholds).
For a loss at short and small energy voiced segments (e.g.
voiced segment 1), the degraded speech with a loss has a
limited energy. This is not taken into account by the EMBSD
in the overall perceptual distance calculation and causes a
flat area in Figure 5 (e.g. for voiced segments 1 and 3). A
similar phenomenon exists for the MNB. The PSQM 1! also
classifies the frames as silence or non-silence. But it
calculates all perceptual distances for silence or non-silence
frames and uses different weighting factors for the overall
perceptual distance calculation. Thus PSQM+ (Figure 3)
also gives the perceptual distance value for a loss during
small energy.

B.  Convergence time with loss location

The second experiment was carried out to analyze the
convergence time and its relationship to speech content or
loss position. The convergence time is calculated by
comparing the difference between the degraded signal
without loss and the degraded signal with loss (as shown in
Figure 1). First the MSE method [1] is used to calculate the
convergence time for each loss position for a speech
waveform such as that shown in Figure 2. Here the
convergence time is defined as the first good frame received
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after a burst of lost frames until the frame with its MSE value
below a threshold (1% of the maximum MSE value seen so
far). The convergence time for G.729 is shown in Figures 9,
in units of frames (10ms/frame). From the figure, we can see
that the convergence times are almost the same for different
loss sizes. It shows a good lincar relationship for loss at the
voiced segments. Tt is at a maximum at the beginning of the
voiced segments and decreases gradually to a minimum at
the end of the voiced segments. The convergence time for a
loss at the unvoiced segments appears stable. Similar results
were also obtained for the AMR and G.723.1 codecs. It
seems that the convergence time is only related to the speech
content and not to codec and frame loss size.

We analyze further the convergence time based on
perceptual distance. We measured the frame-based PSQM+
valucs between degraded speech without loss and degraded
speech with loss. We choose two voiced segments in Figure
2. One with only voiced part (V(2) in Figure 2) and another
one with the adjacent unvoiced part (V(4) in Figure 2 ). We
change loss positions from the beginning to the end of the
waveforms. The perceptual distance variation curves for
selected loss positions are shown in Figure 10 and 11, in the
unit of frames (here it is the frame of PSQM+ calculation,
which is 32ms frame size with 50% overlapping resulting in
16 ms real frame size). Curves 1 to 5 (Figure 10) and 1 to 12
(Figure 11) correspond to the loss position from left to right.
The loss position for each curve corresponds to the first non-
zero point in the curve. The duration of the frames with non-
zero (or over a threshold) perceptual distance is related to
the convergence time.

From Figures 10 and 11, we can see that if a loss occurs
during a voiced scgment, then the convergence time is
almost the remainder of the length of that voiced segment
from the loss point (curve 1 to 5 in Figure 10 and curve 6 to
12 in Figure 11). The perceptual distance itself changes
significantly with changes in the location of loss while the
influence of the loss secems only limited to the voiced
segment. The convergence times are almost the same as for a
loss at unvoiced parts (curves 1 to 5 in Figure 11). The
PSQM+ curves vary in a similar way. This explains the
linear relationship of the convergence time during the voiced
segments and flat variation during the unvoiced segments as
shown in Figure 9. PSQM+ variation curves also show the
overall PSQM+ values for the different loss position. We
also tested other voiced segments and obtained similar
results. The convergence time is more closely related to
speech content and less affected by frame loss size and codec
type. The convergence time is constrained by the duration of
the voiced segments.

VI. CONCLUSIONS

We have investigated the impact of loss positions on
perceived speech quality and the relationships between the
convergence time and loss locations. Preliminary results
show that a loss at unvoiced speech segment has almost no
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obvious impact on perceived speech quality. However, a loss
at the beginning of voiced segments has the most severe
impact on perceived speech quality. We have explained this
effect from both the perspectives of the concealment and
objective perceptual measurement algorithms. The impact of
loss position on perccived speech or the conccalment
performance of three modern codecs (G.729, G.723.1 and
AMR) have also been compared and analyzed. Three
different perceptual speech quality measurement algorithms
(PSQM+, MNB and EMBSD) are compared for the purpose
of loss location analysis. We have analyzed the convergence
times for different loss locations and different codecs by
taking into account the normal MSE and perceptual PSQM+
measure. The results show that the convergence time is
affected mainly by speech content (e.g. it is very stable
within unvoiced segment whereas it varies but constrained
by the duration of the voiced segments).

This work should help to fully understand the real impact
of packet loss on perceived speech quality and the features
of the convergence time in order to set the real loss
constraint distance between the losses. This could be help for
the development of a perceptually relevant packet loss
metric, which could be wvaluable in non-intrusive VoIP
measurements or to set up more efficient speech recovery
systems.

Further research will focus on a more extensive analysis of
the impact of packet loss on speech content.
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Figure 2: Speech waveform for the 1* talkspurt of test sentence
“_each decision show(s)_”. V(1) to V(4) corresponds to 4 voiced segments)
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Figure 3: Overall PSQM+ values vs. loss location for G.729
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Figure 4: Overall MNB value vs. loss location for G.729
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EMBSD vs loss location (G.729)
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Figure 5: Overall EMBSD value vs. loss location for G.729
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Figure 6: Overall PSQM+ value vs. loss location for G.723.1 (6.3 Kb/s)
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Figure 7: Overall PSQM+ value vs. loss location for AMR (12.2 Kb/s)

PSQM+ vs. loss location (AMR, 4.75Kb/s)

PSQM+
=N w
[L L TS [T, B

Loss location (in frames, 20ms/frame)

‘—°— 1-frame —=—2-frame —— 3-frame —*—4-frame ‘

Figure 8: Overall PSQM+ values vs. loss location for AMR (4.75Kb/s)
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PSQM+ for each frame

Convergence time for G.729
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Figure 10: PSQM-+ for voiced segment 2 (G.729, 2-frame loss)
(Curves 1 — 5 correspond to 5 loss locations from left to right)
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Figure 11: PSQM-+ for voiced segment 4 (G.729, 2-frame loss)
(Curves 1 to 12 correspond to 12 loss locations from left to right)
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Modeling the Effects of Burst Packet Loss and Recency on Subjective Voice
Quality

A. D. Clark, Ph.D. Fellow IEE, Member IEEE

This paper describes VQmon, a non-intrusive monitoring
technique for Voice over IP networks that is computationally
efficient and suitable for integrating or embedding into VoIP
gateways or IP Phones. This uses an extended version of the ITU
G.107 E-Model incorporating the effects of time varying packet
loss and recency . A 4 state Markov model is used to represent
the time distribution of packet loss during a VoIP call.

QoS, Voice over Packet, E model, subjective quality

A. INTRODUCTION

Voice over IP networks differ from conventional
telephone networks in that voice quality is affected by a
wider variety of network impairments and can vary from
call to call and even during a call. It is therefore
desirable to monitor call quality in order that service
providers can properly provision networks and that
network resources are properly allocated.

Passive monitoring systems examine operating
characteristics of a system in order to assess or measure
performance level.  This may involve examining
elements of the system, for example buffer levels, or
examining the data stream being transmitted through the
system. This contrasts with Active measurement
systems in which test data is inserted into the system and
used to obtain performance measurements.

This paper describes a passive monitoring system
(VQmon) for Voice over IP networks that is able to
monitor per-call quality, providing feedback to a service
management or CDR (Call Detail Record) system. The
VQmon monitoring system also considers the effects of
time varying impairments such as bursty packet loss and
recency.

B. EMBEDDED PASSIVE MONITORING

Passive monitoring systems examine operating
characteristics of a system in order to assess or measure
performance level.  This may involve examining
elements of the system, for example buffer levels, or
examining the data stream being transmitted through the
systemn. This contrasts with Active measurement
systems in which test data is inserted into the system and
used to obtain performance measurements.

Telechemy Incorporated, 3360 Martins Farm Road, Suite
200, Suwanee, GA 30024, alan@telchemy.com

Embedded passive monitoring systems employ some
form of monitoring function embedded into the
equipment that comprises the system under test. This
has the advantage of a closer relationship with system
elements, allowing access to real time data and control
information howcver has the disadvantage that
implementation cost and complexity must be low. This
contrasts with external passive monitoring systems
which may, for example, be connected to T1 trunks or
Ethernet LANs.

Within the context of a VoIP network embedded
passive monitoring can be integrated into VoIP
Gateways, IP Phones or other end-systems, providing
access on a per-call basis to CODEC selection, packet
loss and delay information. This permits per-call
estimates of transmission quality to be made with
minimal impact on the service being monitored.

Active monitoring systems typically make test calls
through the VolIP network, transmit speech files and
compare transmitted and received files using PSQM,
PESQ or some similar method. This approach allows
the CODLCC performance to be directly measured
however provides only a snapshot of network
performance on a single connection.

C. USING THE E MODEL TO ESTIMATE VOICE
QUALITY

The E Model [7] is a well established transmission
quality model for telephone networks. This provides an
objective method of assessing the mouth-to-ear
transmission quality of a telephone connection and is
intended to assist telecom service providers with
network planning and performance monitoring. The E
Model is described in some detail in ETSI Technical
Report ETR 250 [7] and in ITU Recommendations
G.107 [8] and G.108 [9].

The E Model has the following components:-
R = Ro-Is -Id-le+A

Which results in an R factor of between 0 and 100.
The components of R are:-

Ro - representing the effects of noise and
loudness ratio
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Is - representing the effects of impairments
occurring simultaneously with the speech signal

Id - representing the effects of impairments
that are delayed with respect to the speech signal

Ie - representing the effects of equipment
such as DCME or Voice over IP networks

A - the advantage factor, used to compensate
for the allowance users make for poor quality
when given some additional convenience (e.g.
cellphone)

The equipment impairment factor Ie is generally used
to represent the effects of Voice over IP equipment.
Certain CODECs have been characterized through
subjective testing to give a profile of the variation of Ie
with packet loss [11].

le Factor

Packet Loss %

[~ -G711---B-- G723.1 —A—G.720A

Figure 1. Mapping Packet Loss to Ie

D. TIME VARYING IMPAIRMENTS

The network impairment that has greatest effect on
voice quality is packet loss. Packet loss may occur due
to buffer overflow within the network, deliberate discard
as a result of some congestion control scheme (e.g.
Random Early Detection) or transmission errors.
Several of the mechanisms that can lead to packet loss
are of a transient nature and hence the resulting packet
loss is bursty in nature. Bolot [6] studied the distribution
of packet loss in the Internet and concluded that this
could be represented by a Markovian loss model such as
the Gilbert or Elliott models.
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Jitter (or packet delay variation) also has an effect
however the use of a jitter buffer generally replaces jitter
by delay and packet loss. Incoming packets are buffered
and then read out at a constant rate; if packets are
excessively late in arriving then they are discarded. For
this reason it is advisable to measure packet loss (or
rather frame loss) between the jitter buffer and the
CODEC. Jitter buffers are often adaptive and adjust their
depth dynamically based on either the current packet
discard rate or current jitter level.

Cox and Perkins [3] compared the impact of random
and burst packet loss on G.711 and G.729A CODECs.
They found that for low packet loss rates a burst
distribution gave a higher subjective quality than a non-
bursty distribution whereas for high packet loss rates the
converse was true. One explanation for this effect is that
at low packet loss rates the distortion due to the loss of
two successive packets is not much greater than that of
one lost packet and is counteracted by the greater
distance between packet loss events.

MOS Score

1 T T T
0 5 10 15

Percentage packet loss

‘—O—Rar‘dom ERRE N Burst‘

Figure 2. Effects of Random vs Burst Packet Loss

If the rate of packet loss varies during a VoIP call then
the perceived call quality will also vary. The term
instantaneous quality may be used to denote the
measured or calculated quality due to packet loss or
other impairments and the term perceived quality may
be used to denote the quality that the user would report
at some instant in time.

Intuitively, if instantaneous quality changes from
good to bad at some moment in time then the
listener would not immediately notice the change. As
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time progresses the user would become progressively
more annoyed or distracted by the impairment. This
leads to the idea that the perceived quality changes more
slowly than instantaneous quality.

In tests reported by Barriac et al [1] the packet loss
rate during a 3 minute call was varied from 0 to 25%. In
the example shown below the packet loss was set to 25%
for most of the call and reduced to 0% for a 30 second
period mid-call. Listeners were asked to move a slider
to indicate their assessment of quality during the call and
then asked to rate the call at the end. This showed the
effect described above, with an approximately
exponential curve with a time constant of 5 seconds for
the good-to-bad transition and 15 seconds for the bad-to-
good transition.

Figure 3. Relationship between Instantaneous and
Perceived Quality Metrics (Source Barriac [1])

The recency effect reflects the way that a listener
would remember call quality.

In tests conducted by AT&T [2] a 15 second burst of
noise was moved from the beginning to the end of a 60
second call. When the noise was at the start of the call
users reported a MOS score of 3.82 whereas when the
noise was at the end of the call users reported a MOS
score of 3.18, giving a change in MOS score of 0.64.

Tests reported by France Telecom [1] showed a
similar effect. An improvement in MOS score of 0.68
was reported when a period of high packet loss was
moved from the end to the beginning of a 60 second call.

The effect is believed to be due to the tendency for
people to remember the most recent events [4] or
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possibly due to auditory memory which typically decays
over a 30 second interval [1].

E. EXTENDING THE E MODEL TO REFLECT TIME
VARYING IMPAIRMENTS

In many Voice over IP network implementations the
connection between CODEC and telephone handset may
be transient. For example a user may be dialing through
an existing local loop and being routed to a Gateway
located at the Central Office. This means that some
elements of the E Model may not be measurable by
equipment located within the network. Default values
for many of the E Model parameters can be assumed
(per G.107), giving an effective value for Ro Is of 94.

The E Model can then be represented as:
R=94 Id-Ie

The average value of Ie may be determined by taking
the average of the perceived quality for the call.

For each time interval t(i), the instantaneous quality
Lin(i) is determined by measuring the post-jitter buffer
packet loss for the time interval and mapping the packet
loss to an Ie value using the curves shown in Figure 1.

The perceived quality can be estimated from the
instantaneous quality by assuming an exponential decay,
modeling the effect described in Section D. A time
constant of 5 seconds is assumed for a deterioration in
quality and 15 seconds for an improvement in quality.

Over a series of N samples the average perceived
quality is therefore

L= Sum( Iperceived(i) )/N

The recency effect can be modeled by assuming that
perceived quality decays exponentially with time
constant t3 from the exit value I. from a burst of
noise or distortion towards the average le. The
following model is proposed:

L(endof call) = Te + (k( Ly -L))e™?

F. MODFEILING PACKET 1.0SS

In order to meet the requirements of real time
implementation within a VoIP Gateway it is essential to
minimize processing overhead. The approach used in
VQmon is to obtain some minimal amount of
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information during a call and perform most computation
at the call end.

A 4-state Markov model is used to represent the burst
packet loss characteristics of the call. The four states
represent the conditions of receiving or losing a packet
within burst or gap conditions.

State 1
State 2
State 3
State 4

Gap state- receive packet
Burst state  receive packet
Burst state  lose packet
Gap state  receive packet

A gap state is defined by the requirement that g,
successive packets must be received.

This model is similar to the more normal Gilbert or
Elliott models however includes a state representing the
loss of an isolated packet within a gap. The rationale for
this is that packet loss concealment (e.g. replay last
packet), can mask the effects of isolated lost packets.

A packet loss event driven model is used to count a
minimum number of key transition events. It is assumed
that Voice Activity Detection is being used and hence
that packet loss reports relate to packets containing
speech energy. When the call is completed then
remaining transition counts can be derived and then the
counts normalized to give probabilities. This model
holds considerable information and can be used to
determine average gap and burst size and density,
successive lost packet distribution etc.

Packet loss event:-
cs=Cs + pkt
lfpkt >= 8min then
iflost = 1 then

cu=cu+1
else
ca=cp+1
lost =1
¢ = ¢y + pkt
else
lost = lost + 1
iflost > 8 then ¢s =0
if pkt = 0 then
Ciz = C33 + 1
else
Cn=cpn+1
Coo = Coo + pkt
pkt=0

pkt is an input parameter representing the numbr of
packets received since the last lost packet event.The
series of counters c¢q; to ¢4 are used to determine the
corresponding Markov model transition probabilities (i.e
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¢y is used to calculate pyy). Counter cs is used to
measure the delay since the last significant burst of
lost packets. Parameter gy, the minimum gap size, is
typically 16.

The equipment impairment value for the burst and gap
condition is determined using the curves shown in
Figure 1, giving Iy, and I, respectively.

Let I be the quality level at the change from burst
condition L, to gap condition L. and let I, be the quality
level at the change from L, to I

I =Tp- (I -I)e™  wheret, is typically 5

L=L,+ -1y e where 2 is typically 15
Combining these gives

L=(Lg(l-e")+ L, (1-e")e®)/(1-¢
b/u—g/a)

Integrating the expressions for I and I, to give a time
average gives

Lav) =(blp+ gl -t; (I - L) (1 - C_bm) +h
{-Lp) 1-e7)/(b+g)

This may be used to determine an R factor from the
expression:-

R =94 - L(av)

This R factor does not yet include the effects of delay
or recency however is useful when examining the effects
of packet loss, jitter and CODEC type on transmission
quality. Within the context of VQmon this is the
Network R Factor.

The effects of delay are well known [5] and easily
modeled. Delays of less than 175mS have a small effect
on conversational difficulty whereas delays over 175mS
have a larger effect. A simple delay model is used in
VQmon:

If delay < 175 mS then
Ij=4 . delay
Else
Is=4+ (delay 175)/9

The Recency effect is modeled using the approach
described in E above. It is assumed that the I; represents
the exit value from the last significant burst of packet
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loss, y represents the time delay since the last burst, t3 is
a time constant of typically 30-60 seconds and k is a
constant (set to a nominal value of 0.7).

L (end of call) = L(av) + (k( I, - L(av))) e ¥

The User R Factor is determined from the expression
below. This is intended to more closely approximate the
user s perspective of quality and therefore does take into
account both recency and delay.

User R Factor =94 - I, (end of call) I

G. EXPERIMENTAL RESULTS

Some 1initial subjective comparison was made to
validate the VQmon model. An audio file was corrupted
using a burst error process which comprised a low loss
state and a high loss state, the loss and state transition
probabilities being selected randomly. A 10mS packet
size was used and packet loss concealment applied.

Sets of five test files were created, and a group of six
listeners used to rank the files from 1(best) to 5 (worst).
The ranking was compared with that predicted by the
algorithm described above.

File Mean user rank R factor rank
Venf 1.0 1
dgcs 3.0 2
cnkb 35 3
mxhr 2.5 4
gwav 5.0 5
Table 1 Comparison of R factor and User

Ranking data set |

File Mean user rank R factor rank
Ecen 1.2 1
Fhpc 1.8 2
Rlgd 32 3
Xknc 3.8 4
Dlwx 5.0 5
Table 2 Comparison of R factor and User

Ranking data set 2

File Mean user rank R factor rank
Mvui 1.8 1
Fyok 1.2 2
Rkdi 3.5 3
Mtwt 3.5 4
okdu 5.0 5
Table 3 Comparison of R factor and User

Ranking data set 3
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The results showed reasonable correlation with user
ranking however there were several obvious exceptions,
for example file mxhr from data set 1. The locations of
packet loss events for this file were reviewed and it
became apparent that some loss bursts occurred either
during silence periods or during periods when the sound
produced by the speaker was not changing significantly,
for example during an extended aaaah .

Further comparisons are being made using both
ranking tests of the type described above and
comparisons with well known objective test measures
such as PSQM and PESQ.

H. SUMMARY AND CONCLUSIONS

VQmon represents a novel approach to embedded
passive monitoring that incorporates the effects of burst
packet loss and recency. The algorithm provides a
computationally efficient method for estimating the
transmission quality of a Voice over IP network, and
produces results that correlate well with user ranking of
impaired files.

One problem that arises as a result of analyzing only
packet related statistics is that it is not possible to
identify the exact effects of lost packets during
talkspurts. Additional work is in process to incorporate
smart packet loss events which would be generated by
the CODEC.
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Abstract- Most features of conferencing applications are mostly
independent from specific scenarios. Thus, it is useful to provide a
generic service to accelerate and simplify the development of such
applications. Scalability in terms of group size and distribution of
conference members is a big issue in the design of such services
especially when applying conferencing in large scaled Internet
scenarios. Beside functionality for conference management and
multipoint communication, floor control is a crucial issue for the
provision of application state synchronization and controlled
access to application resources. We present an approach to
provide a generic floor control service even suited for large scaled
environments. The proposal uses efficient multicast on local level
combined with a tree-based routing on global level by introducing
the Resource Backbone (RBone) approach, which promises to
improve the responsiveness of the provided floor control. The
service as well as the protocol mechanisms required for
implementation are presented in this paper.

Index terms - floor control, resource backbone
A. INTRODUCTION

Interactive collaborative scenarios like remote meetings,
virtual classrooms, or sharing applications via the Internet
have become more and more popular in the past ten years.
Trom an application's point of view, the need for tight control,
such as for synchronization of actions or controlled access to
application resources, arises for these applications in contrast
to loosely coupled scenarios like plain video streaming. Hence,
coordination and synchronization means are required due to
concurrent activities in these scenarios. Thus, it is crucial for
these scenarios to provide means for the implementation of
floor controf [13], e.g., to map the real-life's social protoco!
[13] onto the distributed environment.

A crucial issue in the development of a floor control service
is its scalability with respect to the responsivencss of the
provided functionality depending on the number of
participating users and their geographical distribution.
Recently proposed conferencing toolkits and standards suffer
especially from this key issue. Either unicast-based topologies,
often simple stars, are used routing the requests to a
centralized floor control manager or a multicast-based
exchange of floor holder information is applied often leading
to large response time of each request due to the overhead to
ensure reliability of the exchanged floor information.

In this paper, a scalable floor control approach is presented
combining both mechanisms. It starts with a presentation of
the provided services. The main part of the paper is dealing
with outlining the proposed protocol mechanisms in detail.

The basic idea of the proposal is to combine the usage of
multicast and unicast by applying efficient multicast on local
level and apply a tree-based unicast routing on global level.

e-mail: dirk.trossen/@nokia.com  phone: +1(781) 993 3605

For that, similar to the MBone approach, multicast-capable
local islands are interconnected using unicast funnels. Within
this tunnel topology, named as the resource backbone (RBone)
throughout the paper, a floor control specific routing is used
for optimization. Hence, an optimized interconnection of the
distributed entities is achieved.

Thus, this approach is expected to improve the
responsiveness of the provided service even in conferences of
larger scale. This is especially true when considering scenarios
in which the group of conference members is comprised of a
few subgroups of participants each located in a fast local area
network as for instance in internal corporate meetings among
geographically distributed developer groups. However, a
performance  evaluation or measurements of real-life
implementations are is not shown in this paper.

The remainder of the paper is organized as follows. Section
B gives an overview of related work in the area of group
communication toolkits and protocols. Section C outlines the
provided floor control services, while in Section D the RBone
approach is introduced for realizing the services. Finally,
Section E concludes the paper, and Section T gives an outlook
for future work.

B. RELATED WORK

Since the importance of group communication has been
increased significantly during the past ten years, there are
several conferencing environments being proposed for the
implementation of collaborative applications.

While environments proposed in [1][2] focus on specitic
aspects of conferencing functionality, more generic platforms
like the Scalable Conferencing Control Service (SCCS [17]) or
standard-based  solutions of the ITU (International
Telecommunications Union) or the ICTT (Internet
Engineering Task Force) aim to provide a wide spectrum of
services for the creation of conferencing applications.

Tor that, the ITU specifies a set of standards (T.120 [11])
providing multipoint transfer, conference management, and
floor control functionality for data applications. A tree-based
approach of interconnected service providers is used to which
applications are attached. Due to the centralized approach used
for the floor control functionality, this approach leads to a bad
scalability in terms of responsiveness as shown in [10].

In [17], the scalable conferencing control service (SCCS) is
proposed with an TTU-compliant service model using more
sophisticated protocol mechanisms to improve the scalability
of the environment even in large scaled scenarios. For that, a
resource management scheme is introduced leading to a higher
responsiveness of the system when locally handling requests in
the tree of providers. However, the proposed mechanism does
not use underlying multicast facilities which can be seen as the
major drawback similar to the centralized version of the ITU.
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The proposed Internet  Multimedia  Conferencing
Architecture of the TETF [7] (see Figure 1) outlines the
components and protocols to be used for realization of

conferencing scenarios in the Internet.
!

' Conference i Media 1
e Management —Pi‘— Agents —»
Conference Conference | A/v | Shared
Setup + Discovery Course Ctrl Appl.

SAP| SIP [HTTP|SMTP | RSVP| Distr. | RTP/ | Rel.

Ctrl [RTCP| MC

UDP TCP UDP
IP + IP Multicast

Figure 1: Internet Multimedia Conferencing Architecture

For the realization of the conference course control
component for the control of tightly coupled conferences
services like the ITU T.120 protocol stack or SCCS might be
used. For the support of loosely coupled conferences (or light-
weight sessions [6]) following the ALF (application level
framing [6]) approach, conference control is realized by
loosely interconnected participants using multicast-based
information exchange with a lack of centralized control of
membership and floor holder information. However, these
approaches have to deal with large response times in large
scaled conferences due to the distributed handling of the
request, e.g., using quorum-based approaches [15].

An approach to provide floor control in the Internet as an
extension to existing MBone tools is proposed by Malpani and
Rowe in [14] using a centralized architecture. Since the
approach only maintains a speakers list in a conference, the
large response time of the system is not a critical issue.
However, this lack of efficiency is not acceptable for generic
floor control services.

Dommel [3] proposes group coordination in a larger scope
including floor control for application state synchronization.
The proposal uses a shared tree for multicast delivery, sub-
group support, and floor control message routing. This
approach extends the usual TP multicast routing by proposing a
sub-group addressing. However, a single floor controller
approach is used for the floor control protocol which applies a
centralized approach for which the shared tree routing is used.
Furthermore, the multicast tree routing has to be extended
using the proposed sub-group addressing.

Hence, it can be summarized that the related work either
implement tree- or simple star-based approaches by
interconnecting conference members, or use multicast-based
scheme by allowing temporary inconsistencies, or do not
implement floor control at all. In the following two sections, a
floor control protocol is presented using a combination of local
multicast and global unicast.
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C. PROVIDED SERVICES

Compared to the approaches presented in the related work
section, the remainder of the paper will focus on the provision
of floor control services. Hence, other conference course
control functionality (see¢ Figure 1), such as membership
control, is not within the scope of the paper.

As proposed in [17], a floor control service should provide
facilities to support application state synchronization and
controlled access to application resources. Hence, the service
shall enable to map social protocols, i.c., the rules to access
application objects like audiovisual streams, onto distributed
systems. The list of possible scenarios includes conducted
meetings or even more complicated mediated conferences, but
also access control on resources as for shared applications.
However, the mapping of floors onto application semantics is
not within the scope of the proposed service.

Each floor is identified using a conference-unique name.
The naming pattern is not within the scope of the service.
However, it is recommended to use a decimal naming scheme
to simplify naming conflict resolving. The following floor
control services are provided:

- grab floor: allocates a floor for exclusive use by the

requesting participant

- inhibit floor: allocates a floor for non-exclusive use by

several participants

- release floor: releases an allocated floor; changes the

state of the floor accordingly

- test floor: asks for the current state (F FREE,

F_GRABBED, F_INHIBITED) of the floor

- ask floor: asks the current floor holder to grant an

exclusive floor to the requesting entity

- give floor: grants an exclusive floor to another

participant

- holders of floor: asks for a list of current floor holders

It can be seen that the provided floor control service is very
similar to the T.122 [12] of the H.323 standard. However,
requesting the current floor holders is not supported by the
T.122  standard.  Additionally, appropriate  repairing
mechanisms are not provided to recover from node or network
failures.

D. SERVICE REALIZATION: THE RBONE APPROACH

In the following sections, the protocol environment of the
service is presented together with a description of maintenance
functions for the topology. Furthermore, it is outlined in detail
how to handle the floor control service requests in this
environment.

Ist. Protocol Environment

Figure 2 shows the protocol environment in terms of the
used topology to realize the proposed services. Tt can be seen
that the topology is comprised of the conference participants
which must join the conference management group (CMG).
This group can also be used for other conference management
service, e.g, to exchange membership information.
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Furthermore, selected participants, the RB providers, are
interconnected within a tree topology, the Resource Backbone
(RBone or RB), with a dedicated top node. Each RB provider
is responsible for handling floor control requests within its
own local floor conirol island (FCI). This FCI is a local
multicast group containing all joined conference participants
within local scope.

Conference
222 Floor Control Island Management
O RB Provider Group

Figure 2: Protocol Environment

Hence, the RBone tree topology connects multicast-capable
islands using unicast runrels similar to the MBone approach
[5]. However, a floor control specific routing is used within
the unicast topology.

It is not within the scope of the approach how to define the
different multicast group addresses. However, means like the
session description protocol (SDP [9]) together with the
session announcement protocol (SAP [8]) might be used to
distribute the appropriate information.

Tt will be outlined in the following sections how the
proposed scheme applies multicast-based floor control on local
level and tree-based routing on global level. But first, the used
transfer mechanisms of underlying transport layers are
depicted.

2nd. Encoding and Transfer of Messages

In the following protocol description of the floor control
service, a simple message transfer is applied. For that, it is
assumed to use an underlying multicast transport service. In
addition, dedicated participants, namely the RB providers, are
interconnected using an underlying unicast transport service.
Both services are assumed to provide reliable, consistent
delivery of data units called messages. The encoding of these
messages is not within the scope of the paper. However, the
presented protocol description easily enables to extract a
message format for the exchanged messages.

Reliability is bounded by the fact that member end systems
may find that they no longer can reliably interact with the other
members, e.g., due to network partitioning. For the unicast
case, a connection failure indication is mandatory to be
delivered to the participant. Messages are globally ordered.
Thus, each message is assigned a message number by the
appropriate transport service, and messages are delivered to
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participants in monotonic message number order. In the rest of
this document, the term distribute will be used to indicate that
a member end system sends a message using the appropriate
transport service.

3rd. Floor Context

Each FCI member maintains state information of floors
valid for the local FCI. This statc information includes the
name and state of locally allocated floors and the name of local
holders. Additionally, each FCI member maintains a list of
current FCI members. If a floor is indicated as free using a
FLOOR STATUS message, the appropriate floor entry is
deleted from the floor context.

The top RB provider maintains an additional global floor
context containing all local floor context information. In
addition, cach floor entry contains the information in which
branch of the tree this floor entry is valid.

4th. Joining the Floor Control Island

Each participant wishing to use the floor control services
must join the multicast group representing the FCI and sends
an I'CI JOIN message to the TCL Tor that, it is assumed that
the underlying multicast protocol supports the establishment of
locally scoped groups.

After sending that message, the I'CI general timer is set to
two seconds assuming a fairly small response time due to the
local character of the FCI. If the newly joined participant
receives an FCI THERE before the FCI general timer expires,
the join procedure is finished and the newly joined member
becomes a normal FCI member. The FCI THERE message
contains the local floor context. All FCI members store the
received member information of the new participant.

If the timer expires before receiving the FCI THERE, it is
assumed that either the old RB provider failed or the newly
joined member is the first FCI member. In both cases, the
newly joined member becomes the new RB provider and sends
an FCI_INQUIRY to the FCI. Furthermore, the hearibeat
mechanism (scc Scetion D.6) is startcd. Each member of the
FCI has to respond with an FCI_REGISTER containing its
presence information and the local floor context within the
time interval defined by FCI gencral. If the old RB provider is
still working, it has to release all RB connections and has to
respond to the FCI_INQUIRY, if needed.

After getting the local floor context and FCI member list,
the RB provider continues with the RB backbone
establishment procedure (see Section D.5).

5th. Establishing und Extending the Resource Buckbone

An RB provider connects to the resource backbone by
sending an RB_JOIN to the CMG containing its presence
information. Note that this message is not sent by the initiator
of the conference since this participant does not need to
connect to the resource backbone as the first member of the
conference. If the RB provider is connecting to the RB for the
first time, an appropriate flag of the RB_JOIN message is set
for indication.

Any other RB provider responds by sending an RB. THERE
message to the CMG. This response is delayed when there is
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another RB extension operation pending. Hence, any response
is delayed until an RB_FINISH message is received at the
CMG.

The RB_THERE message contains the responding RB
provider's presence information. This send operation is
delayed randomly to avoid message explosion. When other RB
providers receive this message, they stop sending their own
response because a responding RB provider was found.

All responding RB providers try to establish a unicast
transport connection to the requesting RB provider. From the
set of responding RB providers, only one connection request is
positively confirmed while all other transport connection
requests are refused. After connection establishment, the
requesting RB provider sends an RB_JOIN message via the
unicast connection, i.e., via the RBone topology. This message
is routed upward in the tree until a) it reaches the top RB
provider or b) it reaches the requesting RB provider again.
Note that this message is only routed upward on connections
which are valid. This means that the establishment procedure
is finished for this connection. Furthermore, it can be seen that
the established RB connection is an upward connection from
the requesting provider's point of view.

In case a), the RB is established successfully and the
completion of the procedure is signaled (see below). In case
b), a loop was built. As a result, the requesting RB provider
releases its connection again and becomes the new top RB
provider. To collect valid floor state information, the new RB
top provider sends an RB GET CONTEXT message
downwards. This message is sent until it reaches a leaf node,
which sends an RB_CONTEXT message back in upward
direction. These messages are cumulated in each branching
node until it reaches the new top RB provider with updated
global floor context information.

The completion of the RB extension procedure is signaled
by the current top RB provider sending an RB_FINISH to the
CMG.

6th. Heartheat

As an indication that a local RB provider is still alive, a
heartbeat mechanism is used. For that, the current RB provider
regularly sends an FCT HEARTBEAT message to the FCI.
The interval for sending the heartbeat is defined by the FCT
general value. Since the FCI general interval determines the
responsiveness of the system against RB provider failures, this
interval is kept small to recover fast enough from an RB
provider failure.

A failure of the RB provider is detected by missing
FCI_HEARTBEAT messages. For this, a detection timer is
used which is set to twice the value of the FCT general interval
by default.

7th. Repairing the Resource Backbone

Repairing an existing resource backbone is necessary in
three cases, namely when an RB connection fails, or a local
RB provider quits, or a local RB provider fails. In the
following, the mechanisms for all these cases are presented.
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1) RB connection fails

In this case, it is assumed that both connection endpoints are
still intact. Hence, both endpoints start the RB extension
procedure (see Section D.5) again to find new RB endpoints.

2) Local RB Provider quits

In this case, the local RB provider quits orderly. This is
done by sending an FCI_GIVE to the FCI containing the list of
remaining FCI members and the presence information of any
FCI member indicating the new RB provider. This member
must take over the role of the new RB provider by sending an
FCI_GIVEN message to the FCI. If the chosen member does
not respond within FCI general seconds, a failure is assumed,
the chosen member is removed from the list, and the selection
process is restarted. If there is no member left on the list, the
old RB provider deletes the FCI.

If the selection of a new RB provider was successful, the old
RB provider must release all RB connections, and the new RB
provider starts the RB extension process (see Section D.5) to
find an RBone endpoint.

3) Local RB Provider fails

As indicated in Section D.6, an RB provider failure is
detected by missing FCT HEARTBEAT messages. In that
case, the oldest remaining FCI member must sent an
FCI_THERE message containing the current list of FCI
members. Tf this message is not received within FCT general
seconds, the next member on the list must send the message,
and so forth. All members not sending the FCI THERE
message are deleted from the list. Tfthey are still working, they
are supposed to join the FCI again. If the old RB provider is
still working, it has to release all RB connections, and it has to
join the FCI again for usage of floor control services, if
needed.

The newly selected local RB provider connect to the RB
using the procedure of Section D.5.

8th. Service Request Handling

The basic rule for handling floor control service requests is
that each FCT tries to respond to a request locally. Tf this is not
possible due to missing information, the request is sent upward
in the RB for further processing.

This general rule is explained in more detail for each floor
control service request in this section. The mechanisms are
depicted using an indented bullet notation for better illustrating
the protocol functionality.

4) Grab Floor

The requesting participant sends a FLOOR _GRAB message
to the FCI. The RB provider checks its floor context whether
the floor is already grabbed locally.

- If yes, a FLOOR ERROR message is sent to the FCT
with error code E_GRABBED. Note that this case can
be avoided by the requesting participant by checking its
own floor context before sending the message.

- Ifnot, the FLOOR GRAB message is routed upward in
the RB.
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5)

- If an RB provider is passed whose local FCI
contains  the current floor holder, a
FLOOR_ERROR message is sent back to the
originating RB provider immediately with error
code E_GRABBED or  E_INHIBITED,
respectively.

- If the message reaches the top RB provider, the
global floor context is checked.

- If the floor status is F_FREE, the global floor
context is changed, and a FLOOR_STATUS
message is sent back via the RB indicating the
new status F GRABBED. The
FLOOR_STATUS message is relayed to the
local FCI by the originating RB provider. Each
FCI member wupdates its floor context
appropriately.

- If the floor is allocated, a FLOOR ERROR
message is sent back to the originating RB
provider with error code E GRABBED or
E INHIBITED. This message is relayed to the
FCL

Inhibit Floor

The requesting participant sends a FLOOR INHIBIT
message to the FCI. The RB provider checks its floor context

whether the

floor is already grabbed, i.e., allocated

exclusively.

If yes, a FLOOR ERROR message with error code
E GRABBED is sent to the FCI indicating the
erroneous message.

If not, the RB provider checks whether the floor is

inhibited locally.

- If yes, the RB provider updates its floor context
and sends a FLOOR_STATUS message to the FCT
indicating the new floor context entry to the other
members.

- If not, the FLOOR INHIBIT message is routed
upward in the RB.

- If the message passes an RB provider whose
local floor context indicates the floor as grabbed,
a FLOOR_ERROR message with code
E_GRABBED is sent back to the originator.

- If the message passes an RB provider whose
local floor context indicates the floor as
F INHIBITED, an appropriate
FLOOR_STATUS message is sent back to the
originating RB provider.

- If the message reaches the top RB provider, the
global floor context is checked.

- If the floor status is F FREE or
F_INHIBITED, the global floor context is
changed accordingly, and a

FLOOR_STATUS message is sent back via
the RB indicating the current status. The
FLOOR STATUS message is relayed to the
local FCI by the RB provider. Each FCI
member updates its floor  context
appropriately.

6)
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- If the floor status is F GRABBED, a
FLOOR_ERROR message with error code
E_GRABBED is sent back to the originating
RB provider being relayed on the FCI for
indication.

Release Floor

The requesting participant sends a FLOOR_RELEASE
message to the FCI. The RB provider checks its floor context
whether the floor is either inhibited or grabbed locally.

7)

If not, the message is ignored since a floor is released

which has not been allocated before.

If yes, the RB provider must consider the following

cases:
grabbed floor: The FLOOR RELEASE message is
sent upward via the resource backbone to indicate the
status change to the top RB provider which updates
the global floor context and sends a
FLOOR_STATUS message back downward the RB
indicating the new status. The local RB provider
updates its local floor context and relays the
FLOOR STATUS message to the FCI indicating the
status update to the FCI members.
inhibited floor: the requesting FCT member is deleted
from the local floor holder list in the floor context (if
not a floor holder, the message is ignored), the status
is changed accordingly, and the new context is
indicated by sending a FLOOR STATUS to the FCI.
- If the requesting FCT member was the last local

holder of the floor, the FLLOOR_RELEASE
message is sent upward via the RB.

- If the FLOOR RELEASE message passes
an RB provider whose local FCI still has at
least one holder of that floor, the message is
not routed upwards anymore because there is
no status change necessary to be indicated.

- If the message reaches the top RB provider
and there is no other branch in the tree
containing floor holders, the top RB
provider changes the status in its global floor
context accordingly.

Test Floor

The requesting participant first checks its own floor context
information for getting the local floor information.

If there is no floor context entry, it sends a
FLOOR TEST message to the FCI. The RB provider
forwards this message upward in the RB.

- If the message passes an RDB provider with
sufficient information, i.e., a valid floor context
entry, it generates a FLOOR STATUS message to
be routed downwards via the RB. This RB provider
is finally the top RB provider holding the global
floor context information.
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8)

Ask Floor

The requesting participant sends a FLOOR_ASK message
to the FCI. The RB provider checks its floor context
information and must handle three cases.

If the floor is inhibited locally, the RB provider sends a
FLOOR_ERROR  message  with  error  code
E_INHIBITED to the FCIL.

If the floor is grabbed locally, there is nothing to do

since the floor holder reccived the FLOOR_ASK

message, too.

If there is no floor entry in the local context, the RB

provider forwards the FLOOR ASK message upwards

in the RB.

- If the message passes an RB provider with
sufficient information, this RB provider relays the
message to its local FCI when the floor is grabbed.

- TIfthe floor is indicated as inhibited in a passed RB
provider's floor context, a FLOOR ERROR
message with error code E_INHIBITED is sent
back via the RB downwards.

- If the message reaches the top RB provider, the
global floor context is checked.

- If the floor status is F GRABBED, a
FLOOR ASK message is forwarded downward
the RB on the appropriate branch of the floor
holders.

- If the floor is either inhibited or free, a
FLOOR ERROR message with error code
E INHIBITED or E FREE is sent back to the
originating RB  provider which relays this
message to the FCI.

Tt can be seen that there is no response for a FLOOR_ASK
message. However, this message is usually supplemented by
an appropriate floor passing operation of the application.

9

Give Floor

The giving participant sends a FLOOR_GIVE message to
the FCIL. If the giving participant is not the floor holder or the
floor is indicated as being inhibited, the message is ignored by
both the RB provider and the FCI members. If the giving
participant is the current floor holder, two cases must be
considered.

Tf the given participant is a local FCT member, all FCT

members, including the RB provider, change their local

floor context information indicating the given
participant as the new floor holder.

If the given participant is not a local FCI member, the

RB provider forwards the FLOOR GIVE message

upwards via the RB, sets the local floor status entry to

F GIVING, and indicates the temporary floor context

entry to the FCI by sending a FLOOR STATUS

message.

- Ifthe FLOOR GIVE message reaches the top RB
provider, the message is forwarded downwards via
the appropriate branch of the RB.

- If the message reaches the top RB provider on the
same branch on which the floor holder should

10)
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reside and the floor holder is not in the FCI of the
top RB provider, a FLOOR_STATUS message is
sent back to the originating RB provider to be
relayed on the FCI indicating the old floor holder
as the new one. Hence, the old status is re-
established.

- If during forwarding the message either upwards or
downwards the RB provider is reached whose FCI
contains the given participant, an appropriate
FLOOR_STATUS message is relayed to the FCI
and forwarding is stopped. Furthermore, a
FLOOR GIVEN message is sent back by the
receiving RB provider in the reverse direction.

- If the FLOOR_GIVEN message passes the top
RB provider, the RBone branch information is
changed in the global floor context (storing the
old and new one).

- If the FLOOR GIVEN message is received by
the originating RB provider, a FLOOR_STATUS
message is sent to the local FCI to indicate the
free status of the floor.

Holders of Floor

The requesting participant sends a FLOOR HOLDER
message to the FCI. Three cases have to be considered.

If the floor is grabbed locally, the current floor owner
responds by sending a FLLOOR HOLDER LIST
message with its own presence information. This
information exchange can be avoided by checking the
local floor context information in the requesting
participant.

If the floor is grabbed in another FCI, the RB provider

forwards the FLOOR HOLDER message upwards via

the RB.

If the message reaches the top RB provider, it is

forwarded downwards on the appropriate branch.

If the message passes the RB provider whose local

FCI contains the current floor holder, this provider

generates a FLOOR _HOLDER_LIST message

containing the presence information of the current
floor holder and sends it back in the reverse direction.

- If the FLOOR HOLDER LIST message reaches
the top RB provider, the message is forwarded
downwards on the appropriate branch.

- If the message reaches the RB provider of the
requesting participant, the message is relayed on
the FCL

If the floor is inhibited, the FLOOR HOLDER message

is forwarded upwards by the RDB provider via the RB.

- If the message reaches the top RB provider, a
FLOOR_HOLDER_ASK message with an empty
floor holder list is sent downwards on all branches
in which the floor is marked as allocated.

- These messages are forwarded in all RB
providers on all connected branches until they
reach a leaf node. This leaf node inserts its local
floor holder information, if available, and sends
the message back in upward direction.
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- Each  branching node  cumulates the
FLOOR_HOLDER_ASK messages on all
branches into one message to be forwarded until
a single message reaches the top RB provider.

- An  appropriatt  FLOOR_HOLDER_LIST
message is sent back an the appropriate branch of
the RB in downward direction.

- If the message reaches the RB provider of the
requesting participant, the message is relayed on
the FCIL.

11) Handling during RB Repair operations

If an RB repair procedure (see Section D.7) is started during
forwarding any floor control message, forwarding is halted
until the repair procedure is finished, signaled by RB_FINISH.

After finishing the repair procedure, forwarding messages is
restarted at the originating RB provider. All other forwarding
messages in the RB providers are discarded.

If the originating RB provider failed or quit, the successor
of this RB provider has to restart the forwarding procedure.
Thus, each local FCI member has to be aware of pending
operations. This is feasible due to the multicast-based state
information change.

For the floor give case, the originating RB provider re-sends
the FLOOR GIVE message with the temporary floor entry
(state F_GIVING). The following cases must be considered:

- Ifthe FLOOR GIVE message reaches the RB provider
whose FCI contains the new floor holder, the procedure
is continued as in the original case depending on the
current floor context entry.

- If the FLOOR GIVE message reaches the top RB
provider, the message is forwarded on the old branch
using the appropriate entry in the global floor context.
Further forwarding operations are handled the same
way.

As it was stated in the introduction, this section extensively
outlined the protocol mechanisms to be used to realize the
proposed floor control services following the RBone approach.
Although the explicit message notations are not presented,
their extraction from the presented description should be easily
feasible.

E. CONCLUSIONS

This paper presented a floor control approach which offers
sophisticated services for the implementation of distributed
application state synchronization and application resource
access.

The main focus in the development of the underlying
mechanisms was on providing a scalable solution in terms of
participating users in the conference to ensure high
responsiveness of the services. For that, the proposal applied
the idea of establishing a resource backbone (RBone)
topology interconnecting multicast-capable floor control
islands similar to the MBone approach in the Tnternet. The
RBone is comprised of a tree of selected entities in the
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conference being responsible for routing floor control requests
outside the local island.

The paper depicted the mechanisms for maintaining the tree
in terms of establishing and updating the topology in node and
network failure cases. Furthermore, the service request
handling was presented which follows the idea to handle
requests locally, if possible, and to forward the requests
globally, if needed.

Hence, the proposal applies efficient multicast transfer on
local level and tree-based unicast routing on global level using
a floor control specific routing scheme. Furthermore, recovery
from network and node failures, both on local and global level,
is supported to some extent as well using a heartbeat
mechanism in the FCIs.

This approach is expected to improve the responsiveness of
the provided floor control service even in conferences of larger
scale, especially if the conference is comprised of a few
subgroups each located in a fast local area network.

F. FUTURE WORK

There are several issues to be addressed in the future work.
The first one is the proposal for a naming scheme for the
floors. Currently, the naming of the floors is not within the
scope of the protocol. However, to avoid conflicting floor
names, a unique naming scheme might be desirable to be
added to the service. This could easily be done by using a
simple numeric identifier naming scheme similar to the ITU
standards.

Secondly, the cases of failures in the protocol, specifically
in the RBone, have to be studied more extensively to improve
the robustness of the protocol.

Thirdly, the scalability and robustness of the protocol has to
be studied in form of simulations or protocol prototyping.
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Abstract In  today s  distributed, team-oriented  work
environment, it is critical that team members should be able to
conduct multiparty, multimedia conferencing spontaneously.
Spontaneous conferencing is analogous to ad-hoc, drop-in
meetings and impromptu discussions in multi-person offices. The
knowledge of the presence and availability of team members can
be effectively used to facilitate spontaneous conferencing. In this
paper, we present SEC, a communications system designed to
support spontaneous, ad-hoc conferencing in an enterprise. SEC
makes an extensive and innovative use of the Session Initiation
Protocol (SIP) for presence and availability management,
conference control, and text messaging. We also discuss in detail
the design of SEC and report on the initial usage experience with
SEC services.

Index Terms Presence and Availability, B uddy List, Voice over
IP, Spontaneous Multimedia Conferences

A. INTRODUCTION

Critical to increasing the productivity of group work in
today s team-oriented, distributed workplaces is the ability of
group members to communicate with each other in an efficient
manner. Group members frequently engage in spontaneous,
multiparty communications. However, as group members
become geographically distributed, ad-hoc, drop-in meetings
and impromptu discussions in multi-person offices are often
infeasible. One result is that group members often waste time
and energy in scheduling efforts playing phone tag.

One effective approach to address this issue is to enable
team members to see the presence and availability state of
each other in real time. This way, team members know when
to initiate new communications and when to invite other
members to ongoing communications.

Existing commercial instant messaging applications, such as
AOL IM and MSN Messenger, enable a group of users to
communicate based on the presence and availability state of
cach other. However, most of these systems are designed for
public use and thus lack certain features that are critical for
enterprise use. For example, in most commercial instant
messaging applications, the support for voice communications
is limited to one-to-one. Most systems that do support voice
conferencing require advanced scheduling and thus do not
effectively support the spontaneity of enterprise group
communications.

In this paper, we present Spontancous Enterprise
Communications (SEC).  SEC is designed to support
spontaneous, ad-hoc conferencing in an enterprise.  In
particular, SEC enables team members to subscribe to the
presence and availability state of each other and to conduct
conferencing with those who are available on the fly. SEC

provides both text and voice conferencing capabilities and
enables conference participants to switch to using different
media on demand. For a voice conference, SEC enables users
to use the VoIP capability in the SEC client application, PSTN
phones, or both, depending on their current communication
capabilities.

SEC makes an extensive and innovative use of Session
Initiation Protocol (SIP) [1] for presence and availability
management, conference control, and text messaging. In this
paper, we discuss in detail the design of SEC and report on the
initial usage experience with SEC services.

The rest of the paper is organized as follows. Section B
discusses related work. Section C defines terms and concepts
critical to discussing SEC services. Section D describes
functional requirements for SEC services. Section E presents
SEC services from the perspective of end users. Section F
discusses architectural issues in providing SEC services and
presents an architectural overview. Section G describes in
detail how SEC services are provided. Section H reports on
the initial usage experience with SEC services. Section I
discusses future work and concludes the paper.

B. RELATED WORK

Using presence and availability for group communications
in distributed enterprise workplaces has been extensively
studied and found to be effective [7], [8]. [9]. [10], [1 1], [12].
However, its use has mostly been for text-based
communications. SEC extends the use of presence and
availability in enterprise group communications by supporting
both text and voice communications in an effective manner.

Since the emergence of Mbone [14] and its tools for
multimedia communications [6], enabling multimedia
conferencing services on the Internet has received a
tremendous attention. Beginning with [5], efforts to enable
multimedia communications on Mbone have generated an
important body of work that is in wide use today for VoIP,
e.g., Real Time Protocol (RTP) [3] and Session Description
Protocol (SDP) [2]. SEC is an example of providing a
particular  application-level  service, i.e., spontaneous
conferencing, using these underlying technologies.

There are many commercial products that provide
multimedia communication capabilities, e.g., CU-SeeMe [15]
and Microsoft NetMeeting [24]. However, in most of these
systems, the communication is limited to one-to-one. Those
that do allow multiparty conferencing for both PSTN and/or
VolIP users, e.g., Microsoft Exchange Conference Server [25]
and WebEx [27], require conferences to be scheduled in
advance (usually via a Web interface) and thus do not address
the spontaneity of enterprise group communications in an
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cfficient manner. ME.net [26] is an example of commercial
services that provide spontaneous conferencing capabililies
using buddy lists and Web pages. However, ME.net only
supports PSTN phones and does not allow users to switch to a
different communication media type on demand.

C. TERMINOLOGY

In SEC, presence is defined as data that indicates whether
or not a user has logged into a communications systen, and
availability refers to the user s willingness to communicate
with other users in the system. The presence and availability
state of a user is called the PA state of the user. PAL stands
for presence and availability list. A PAL is equivalent to a
buddy list. Each item on a PAL identifies a contact or
buddy whose current PA state the owner of the PAL is
interested in knowing. A PAL provides the main interface
through which users access SEC conferencing services. We
distinguish PALs from standard buddy lists in that a contact
on a PAL may not only represent a human but also any object
that is an event source in SEC. PAL is part of an ongoing
work on using PA subscriptions and notifications in an
distributed enterprise environment.

D. REQUIREMENTS

In this section, we describe the functional requirements on
SEC. SEC is primarily designed to provide spontaneous
conferencing in an enterprise. Hence, SEC should:

e Integrate with a PAL. Users should be able to initiate
new conferences from their PALs. Users should also
be able to add new participants to ongoing conferences
from their PALs.

e Integrate with enterprise dircctory. An enterprise
directory is the main source of contact information in
an enterprise. Thus users should be able to manage
their PALs using the enterprise directory, e.g., add a
new contact to a PAL and/or add a new participant to
an ongoing conference from a directory search result.

e Support PSTN phones. Today, PSTN phones are the
main means of communication in an enterprise. For
mobile users, cellular phones are still the only viable
option for interactive voice communications.
Therefore, while providing VoIP capabilities, SEC
should also enable users to use their PSTN phones.

e Allow mobility. Today s workspace often spans
multiple geographical locations, e.g., a different
corporate location and on the road. At the same time,
one often needs to get in touch with his or her project
members, managers, or customers from a remote
location. Therefore, SEC should allow users to access
its services from different locations. In addition, the
communication devices available to users may change
as they move from location to location. Thus SEC
should enable users to use different communication
devices.

e Provide multiple types of communications media.
Different work contexts require different types of
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communications media. For cxample, for a sparsc
exchange of short ideas over a long period of time, text
may be better suited than voice. For long, detailed
discussions and presentations, voice may be a better
choice. Hence, SEC should support multiple types of
commuunications media. Currently, SEC supports text
and voice. Support for other media types, e.g., images
and video, and application sharing is also planned.

e Enable dynamic change of communications media
type. The work context in which a communication
takes place may dynamically change. For example, a
group of users who have been asynchronously
exchanging ideas in a text conference may wish to have
a more interactive discussion and thus wish to switch to
a voice conference adding a voice component to the
text conference. Thercefore, SEC should allow users to
switch or add a different communications media type
on demand.

e Hide communications devices. Users do not need to
know the communication devices of those that they
communicate with. Rather, users only need to specify
the identities of the parties with whom they wish to
communicate and the type of media, e.g., text or voice.
SEC will then establish appropriate connections
between the communication devices of choice.

e Be easy touse. SEC should streamline the process
through which end users access its services as much as
possible. In particular, creating a new conference and
inviting a new participant to ongoing conferences
should be simple without the need to schedule and
reserve communication resources.

Another important consideration is security. Different work
contexts and corporate cultures may have different Security
requirements. In fact, such requirements may range from no
security to protection from all possible attacks. We are
currently designing and developing a flexible security
framework to be used in SEC. Issues related to providing
secure communications in an enterprise environment is
beyond the scope of this paper

E. USAGE EXAMPI E

In this section, we describe in detail SEC services from the
perspective of end users. Figure | shows how an enterprise
user creates his or her PAL from enterprise directory search
results. In Figure 1, the window on the left is SEC s interface
for accessing an enterprise directory, called DQ. Using this
window, the user can submit a query to DQ in order to search
for the contact information of other employees. Once the
search results are returned and displayed in the window, the
user can then select one or more entries in the window and
click on the Add to Contact List button. This results in the
selected users being added to the user s PAL. The current
version of SEC does not place any restrictions on who can add
whom on their PALs. However, in practice, different policics
may be required, depending on corporate security policies,
organizational structures, and cultures. Part of our future
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rescarch cfforts is to design a flexible policy framework that
can be adapted (o different enterprise workplaces.

In Figure 1, the window on the right is the main client

interface for accessing SEC services. Using this window, the
user can call a PSTN phone. In addition, the user sees the PA
state changes of each contact on his or her PAL in real time.
In SEC, the PA state of a contact may currently assume one of
the following values: AVAILABLE, BUSY, and OFFLINE.
‘When the PA state is AVAILABLE, the contact is willing to
accept invitations to communicate. When the PA state is
BUSY, the contact is not willing to accept invitations to
communicate. When the PA state is OFFLINE, the contact
is not presently logged into SEC. After logging in, the user
can manually set his or her PA state via the SEC main client
window.

Users can communicate only with the AVAILABLE
contacts on their PALs. Using their PALSs, users can instantly
create new text or voice conferences or invite AVAILABLE
contacts to ongoing conferences on demand.

SEG U Tor
00 Enisrprizs Dirsclery

Figure I: PAL Management with DQ Corporate
Directory

Note that the PA state of a contact does not include the
contact s presence and availability on his or her specific
communication device(s). This is in contrast with some
current proposals for presence management [16], [19], which
allow users to subscribe to and get notifications of the PA state
changes on the individual communication devices of their
contacts. We argue that it is easier for end users to manage
their subscriptions to the PA state of other users and to control
access to their own PA state at the user level than to do so at
the device level. Providing a PA service at the user level still
enables end users to have control over their communication
devices. One approach would be to allow users to have
profiles, and the system would automatically make a decision
about which device(s) to use, depending on which profile is
active when the user makes or reccives a call. In the current
implementation of SEC, each user makes a decision about
which device to use on a call-by-call basis (see Section G.4).

Main BEC Cllent GUE
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Also note that the PA state of a contact could further be
refined (o include the type of communication the contact can
and/or is willing to participate in, i.e., text, voice, or both. In
the current implementation, SEC assumes that a user is always
capable of and is willing to participate in both voice and text
communications.

In Figure 2, the window on the left is the interface for a
voice conference, and the window on the right is the interface
for a text conference. A voice conference has a tabbed
interface because users generally participate in one voice
communication at a time. A text conference has its own
window because users tend to participate in multiple text
communications simultaneously.

In both voice and text conferences, the user can add new
participants to an ongoing conference by first selecting the
corresponding entries on the user s PAL and then clicking on
the Add button on the respective windows. Subsequently,
the invited contacts are alerted and are allowed to accept or
reject the user s invitation. As part of accepting the invitation,
the invited contacts decide on the communication devices to
be used in the conference. Currently, for a voice conference,
they can use either the VoIP capabilities of the SEC client
application or a PSTN phone. Once they accept the invitation,
they automatically join the conference and immediately start
communicating with the other participants. In the case of a
voice conference, a participant may also invite a participant by
dialing a phone number from within the conference. When the
called party answers the phone, s(he) is automatically placed
in the conference through SEC and can immediately start
communicating with the other conference participants.

SEC Weicu Canfarancs GLUI

BET Teut Canfoimade G0

Figure 2: SEC GUI for Voice and Text Conferences

As shown in Figure 2, the windows for voice and text
conferences show a participant list. This list is dynamically
updated as the conference membership changes. In SEC, the
conference participant list is provided as an extension to its
PAL service. That is, when participants join a conference,
they automatically subscribe to the PA state of the conference.
Part of the PA state of the conference is its membership, and
whenever the conference membership changes, SEC
proactively notifies the conference participants of the new
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membership. This is an example of subscribing to the PA
state of a non-human enlity and is an effective means for
conference control and management. For example, SEC could
allow an authorized user to subscribe to the PA state of a
conference without requiring the user to first join the
conference. Then, the user could monitor the conference
membership changes with minimal overhead.

Figure 2 also shows that a conference of one media type can
spawn a new conference of a different media type. Hence, the
participants in a text conference may dynamically switch to
using voice by clicking on the Talk button on the text
conference window, and vice versa. This ability to switch to
using a new media type seamlessly, and on demand, enables
conference participants to adapt to the changing context in
which their communication takes place and thus increases the
effectiveness of their group work.

The SEC client application shown in Figure | and Figure 2
is designed for desktop computers. SEC also has a Web client
designed for networked Pocket PCs or PDAs running
Windows CE, e.g., Compaq iPAQ. The SEC Web client
enables mobile users to access and manage their PALs and
participate in voice and text conferences. A mobile user who
uses the SEC Web client participates in a voice conference
using his or her cellular phone. Figure 3 shows the main
interfaces of the SEC Web client as displayed on a Pocket PC
emulator running Packet Internet Explorer for Windows CE.

BEC Clisnt Vel GLE

REC Wel GLA Tor Text

Figure 3: SEC Web Client

To support mobile users who do not have a networked
Pocket PC or PDA, SEC could provide a voice interface to its
services. For example, the live addressbook system [23]
allows users to dial an 800 number, set their PA state, discover
the PA state of their contacts, and call a contact. Through
such a dial-in interface, SEC can allow those mobile users
without networked PDAs or Pocket PCs to register their
current phone numbers and automatically manage their PA
state. For instance, when such a user receives or makes a call
to a contact using SEC, SEC can notify the subscribers to the
PA state of the user that the user is busy. Likewise, when the
user hangs up the call, SEC can notify the subscribers that the
user is now available. In this capacity, SEC would be playing
the (limited) role of a client proxy for the user.
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F. ARCHITECTURAL OVERVIEW

In SEC, the concept of a SEC client is separated from the
concept of a communication device. The SEC client is capable
of speaking to SEC server components in order to access
SEC services. A communication device generates and renders
media, i.e., voice and text. This separation significantly
increases the flexibility and availability of access to SEC
services. For example, an office user who prefers the desktop
phone for voice communications or whose desktop PC is not
multimedia-capable, can fully utilize SEC services by running
the SEC Java client application on the desktop PC and
participating in voice conferences using the desktop phone.
Likewise, a mobile user who has a networked PDA running
Windows CE and a cell phone can run the SEC Web client on
the PDA for SEC signaling and text communications and use
the cell phone for voice communications.

SEC uses a centralized conference control mechanism, in
which a central coordinator creates and assigns globally
unique addresses, i.e., URLS, to conferences on demand. For
membership control, SEC uses a SIP signaling to dial-out to
potential conference participants. Tn a sense, SEC employs the
model of a dial-out bridge [18] but adapts the model in order
to support spontaneous conferencing. See Section G.4.

Another approach would have been to distribute the
administrative tasks related to conference control among SEC
clients. However, in general, managing group membership is
more difficult in a distributed architecture than doing so in a
centralized architecture [21]. Especially for tightly coupled
conferences, in which all the participants have to agree on the
full membership at all times, the group membership, in effect,
can only change in lock step [13]. Therefore, a fully
distributed conference control scheme may not be effective in
a dynamic environment, such as a team-oriented workplace,
where conferences are created in an ad-hoc manner, and the
conference membership may need to change on demand and
on the fly. The disadvantage of a centralized conference
control scheme is that the central controller represents a single
point of failure and that the scalability is limited. In a client-
server architecture, server components are generally built with
a high degree of fault tolerance and scalability, e.g., using
multiple replicas of the same component. However, it remains
a rescarch issuc to design a centralize conference control
mechanism that effectively enables spontaneous conferencing
in a fault-tolerant and scalable manner.

In a SEC conference, the participating clients connect to a
SEC conference bridge, and the media stream from each
client is routed through this bridge to the other clients. That is,
a SEC conference has a star configuration. Another
approach is a fully meshed configuration, in which cach
client is directly connected with all the other clients in the
conference, and all the media streams are directly sent from
client to client. In general, without support for IP multicasting
in the network, the fully-meshed configuration demands a
higher network bandwidth than the star configuration. For a
conference with n» number of participants, the fully meshed
configuration requires n(n-1) network connections, whereas
the star configuration requires 2 network connections. See
Figure 4.
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Figure 4: Example Conference Configurations

However, as in a centralized conference controller, the
central bridge in the star configuration represents a single
point of failure. Furthermore, the star configuration
introduces a longer delay in the end-to-end delivery of voice
packets than the fully meshed configuration. In SEC, because
a client is connected to a conference bridge when it joins a
conference, different bridges may be dynamically allocated to
handle different conferences. In our initial experience with
the prototype implementation of SEC, we have not
experienced significant delay in conferences on our corporate
intranet that spans two corporate sites, Morristown and
Piscataway in New Jersey. However, a study is needed to
evaluate the performance of SEC in a more general
environment.

In SEC, a voice conference bridge does not mix voice
streams in the middle for two reasons. First, because the
mixing is a CPU intensive operation, it limits the scalability of
the bridge. Second, it limits control over simultaneous voice
streams that end points may require to provide application-
specific services. For example, different users may wish to
focus on different speakers. Providing this kind of service is
infeasible with a mixing bridge.

Therefore, in SEC, the voice conference bridge simply
routes voice packets to their destinations and leaves the task of
mixing to SEC clients. For a PSTN phone, the bridge routes
voice packets to a PSTN proxy that performs mixing and then
sends the mixed stream to the phone. This approach takes
advantage of the increasing availability of multimedia-enabled
PCs with high processing power. Distributing the mixing task
to clients helps the voice bridge support a larger number of
simultaneous conferences than otherwise possible.  This
approach also allows the voice bridge to control network
resource usage by limiting the number of voice packet streams
for a given voice conference that it routes out to the clients.

Figure 5 shows the architectural overview of SEC. As
previously described, SEC is a distributed client-server
system. The server components include Communications
Controller (CC), PAL Manager/Registrar, Multipoint Control
Unit (MCU), Multipoint Text Control Unit (MTCU), PSTN
Gateway Proxy, and HTTP Proxy. The CC, PAL
Manager/Registrar, and HTTP Proxy form the main interface
through which SEC clients access SEC services. The MCU,
MTCU, PSTN Gateway Proxy, and HTTP Proxy are
responsible for routing media streams between communicating
clients.
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Figure 5: SEC Architectural Overview

The CC is responsible for setting up conferences and
maintaining the current contact addresses of registered users.
The CC also interfaces with the integrated enterprise directory.

As its name implies, the PAL Manager maintains PALs in
the system. It keeps track of who is subscribing to whose PA
data and who is participating in which conferences. The PAL
Manager is also a system registrar; that is, a SEC client logs
into the SEC system by registering with the PAL Manager.
Upon successful registration, a SEC client learns from the
PAL Manager the contact address of the CC to be used for its
session.

The MTCU is responsible for routing text messages to
appropriate  SEC clients. It maintains the participant
membership of each ongoing text conference in the system. A
SEC client learns the contact address of the MTCU to be used
for its conference(s) at conference setup time (see Section
G4).

The MCU is the SEC voice conference bridge and as
previously discussed, is mainly responsible for routing voice
packet streams to appropriate SEC clients. Like the MTCU, it
maintains the participant membership of each ongoing voice
conference in the system. A SEC client learns the contact
address of the MTCU to be used for its conference(s) at
conference setup time (see Section G.4).

The PSTN Gateway Proxy facilitates the participation of
users using PSTN phones in multiparty SEC voice
conferences. Without the PSTN Gateway Proxy, a user using
a PSTN phone would be limited to 2-party voice calls. Given
any PSTN phone used in a SEC voice conference, the PSTN
Gateway Proxy receives the voice packet streams of the other
clients in the conference from the MCU handling the
conference, mixes the received streams, and sends the mixed
stream to the PSTN gateway that is connected to the phone. In
the reverse direction, the PSTN Gateway Proxy receives the
voice packet stream from the phone via the same PSTN
gateway and sends the stream to the same MCU, which in turn
sends it to the other clients in the conference.

The HTTP Proxy allows uscrs to access the SEC services
using Web browsers. The HTTP Proxy receives user
commands in the form of HTTP requests and transforms them
into SEC operations before sending them to SEC servers.
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Likewise, the HTTP Proxy reccives the results of these
operations from SEC servers, (ransforms them into HTTP
responses, and then sends these responses to the user. The
HTTP Proxy is designed to support mobile users who have a
networked PDA running Pocket Internet Explorer. The HTTP
Proxy enables such a user to enter a (cell) phone number
where he or she can be reached. Subsequently, the user can
initiate and participate in a SEC voice conference using the
phone. The user can also initiate and participate in a SEC text
conference via the HTTP Proxy.

The SEC servers and clients communicate with each other
using a variety of Internet protocols for PAL management,
conference control, and media transport. Specifically, SEC
makes extensive use of the Session Initiation Protocol (SIP)
[1] and its proposed extensions [16], [17] to register users,
manage PALs, set up conferences, and transport text
messages. SIP is chosen mainly because of its simplicity and
flexibility. The basic SIP consists of a small number of
methods and allows for incorporating application-specific
semantics into its methods. In addition, SIP messages are
encoded in plain text. This greatly helps streamline the testing
and debugging process during implementation.

Note that the SEC server components are NOT SIP proxies.
In fact, from SIP s perspective, they can be viewed as SIP end
points. Also note that the PAL Manager works as a registrar
in SEC only. It is not currently meant to function as a general-
purpose SIP registrar.

The Real-time Transport Protocol (RTP) is used to transport
voice packets between the communication devices used in
voice conferences. H.323 [4] is currently used to
communicate to PSTN gateways to support PSTN phones or
IP phones not capable of mixing voice streams.

G. DESIGN

In this section, we discuss in detail the integration with a
corporate directory, PAL. management, and conference control
in SEC.

1) Integration with Corporate Directory

One of the main goals in SEC is to enable enterprise
employees to use their existing employee identifiers for
accessing SEC services. Hence, SEC currently interfaces with
a dircctory system, called DQ. DQ is a directory lookup
service that has been developed and used in-house. The SEC
client enables the user to look up other users via DQ and add
search results as contacts to his or her PAL (see Figure 1).
The SEC client retrieves the employee identifiers from DQ
search results when adding new contacts (see Section G.3).
The SEC client also allows the user to place a phone call from
DQ search results.

2) Registration

When the user logs in, the user s SEC client sends a SIP
REGISTER message to the PAL Manager/Registrar. In SEC,
this REGISTER message contains the user s contact addresses
for conference invitations (SIP INVITE), new subscription
notifications (SIP SUBSCRIBE [16]), notifications of the PA
state of the user s contacts (SIP NOTIFY [16]), and incoming
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text messages (SIP MESSAGE [17]). Note that after with
registration, the user always receives SIP INVITE messages
whenever the user is heing invited to voice conferences. This
is the case even when the user specifies use of a PSTN phone,
in which case the user dynamically redirects the invitation to
the phone. While this design incurs extra messaging overhead
in conference control, it allows users to have a fine-grained
control over how many voice conferences they are willing to
participate in simultaneously and the devices to be used.

Another benefit of this approach is that it allows the user to
see the full membership of the conference to which the user is
being invited, even when the user uses a PSTN phone in
conjunction with a PC or PDA. The conference membership
data is mostly unavailable on the standard Caller-Id service
today.

3) PAL Management

As discussed in Section E, SEC provides PAL management
at the level of individual users, rather than individual devices.
To illustrate, say User A wishes to subscribe to User B. First,
User A looks up User B in DQ and then instructs the SEC
client to add User B to his or her PAL.. At this point, the SEC
client retrieves the employee identifier of User B from the DQ
search results and then composes a URL, e.g.,
UserB @research.telcordia.com. Subsequently, the SEC client
creates a SIP SUBSCRIBE message with User B s URL in the
To header field and sends the message to the PAL Manager.
If User B is currently not logged in, the PAL Manager sends a
200 Ok response to the SEC client of User A. The response
indicates that User B is OFFLINE.

If User B is in the system, the PAL Manager creates a new
SUBSCRIBE message and sends it to the SEC client of User
B. This SUBSCRIBE message is to alert User B that User B
has a PA watcher, in this example, User A. However, this
SUBSCRIBE message specifies the PAL Manager as the PA
watcher and has the address of the PAI. Manager as the
NOTIFY contact. If User B has other watchers, and if the
PAL Manager has already sent and received a successful
response to a similar SUBSCRIBE message, the PAL
Manager does not send another SUBSCRIBE message. Figure
6 graphically illustrates this design.

The goal of this design is two-fold. First, it enables the
PAL Manager to keep track of all the PA subscriptions in SEC
and their current status. In turn, as is discussed shortly, this
removes from users the administrative burden of maintaining
and downloading their PALs to new locations. Second, it
facilitates an efficient implementation of the open PA
subscription policy that allows every user to subscribe to all
other users in SEC. By not alerting a user of all of his or her
subscribers, the message traffic between the PAL Manager
and the SEC client of the user is greatly reduced. If the user
wishes to find out the list of his or her subscribers, the user
can contact the PAL Manager.
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Figure 6: PA Subscription in SEC

When User B s SEC client returns a successful response to
its SUBSCRIBE message, the PAL Manager records User B s
current PA state, which is included in the response and sends a
successful response with the same PA state to User A s SEC
client. Subsequently, whenever User B s PA state changes,
User B s SEC client sends a SIP NOTIFY message to the PAL
Manager. The PAL Manager records User B s PA state and
sends a NOTIFY message to User A s SEC client. This
NOTIFY message has User B s URL in its From header.

SEC actively manages PALs on behalf ofend users in order
to better support mobility. To illustrate, say User A in the
previous example logs out of SEC, moves to a new terminal,
and logs back into SEC from the new location. In order to
download his or her PAL without any support from SEC, User
A somehow has to remember the contents of the PAL and re-
subscribe to the PA state of his or her contacts. A better
approach would be to have User A store the PAL somewhere
in the network and then download the PAL file to the new
terminal. This would work well, except that User A has to
remember the location of the PAL file. To improve upon this
approach, the PAL Manager saves the PAL to a permanent
store periodically and when User A logs out. When User A
logs backs in, the PAL Manager retrieves the PAL file for the
user and sends the PAL contents to the user in its response to
the REGISTER message. This approach frees users from
having to remember the locations of their PAL files, no matter
where they are logging in.

4) Conference Set up and Management

As described in Section F, SEC employs voice/text bridges,
namely MCU and MTCU, to provide its spontaneous
conferencing services. In SEC, spontancous conferencing
means that the process of setting up and managing conferences
should be streamlined to the extent possible. In particular,
users should not have to schedule conferences or determine
conference membership in advance. To this end, SEC makes
an extensive use of the SIP redirection feature. In this section,
we discuss in detail the conference setup and management
schemes in SEC.

Specifically, SEC combines the model of users calling a
conference bridge with that of a conference bridge calling
users. In addition, SEC makes use of the proposed SIP
SUBSCRIBE and NOTIFY methods to convey conference
participant lists. That is, in SEC, each conference participant
SUBSCRIBEs to the PA state of his or her conference.
Henceforth, SEC NOTIFies the participant whenever the PA
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statc of the conference changes, i.c., a new participant has
joined the conference. Figure 7, Figure 8, Figure 9, and
Figure 10 graphically illustrate the SEC conference set up and
management schemes in the context of User A inviting User B
to a conference. In these figures, the communication between
the SEC server components is described in terms of the SEC
proprietary protocol.
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Figure 7: Creating a Conference in SEC

In SEC, when a user wishes to communicate with another
user, the SEC client first creates a conference Figure 7 shows
how a conference is created in SEC. In the figure, User A s
SEC client sends a SIP INVITE message to the
Communication Controller (CC) server.  This INVITE
message is addressed to a user who is a default super user,
SEC. In SEC, all the INVITE messages that initiate a
conference are addressed to this user. This INVITE message
also includes a Require header that specifies the type of
conference to be created, i.e., voice or text. Upon receiving
this INVITE message, the CC creates a new conference and
assigns a unique identifier, e.g., CONF_X in Figure 7). In
addition, the conference is assigned an URL that is created by
combining its identifier with the name of the domain where
SEC is used, e.g., CONF_X @research.telcordia.com. SEC
makes extensive use of conference URLs in providing its
conference services.

Subsequently, the CC chooses an MTCU or MCU server to
be used for this conference, and notifies the server of the new
conference. The CC also notifies the PAL Manager of the
new conference so that the participants of this conference can
SUBSCRIBE (o the PA state of the conference. Finally, the
CC sends a 302 Moved Temporarily response to the SEC
client of User s A. The 302 response is a standard SIP
response for redirecting calls. In SEC, the 302 response
includes the URI of the new conference in its Contact: header.
The SEC client of User A acknowledges the receipt of this
response by sending a SIP ACK message to the CC.

Once a conference is created, the caller joins the
conference. This is equivalent to a conference participant
calling a PSTN bridge in order to join a conference. Figure 8
shows User A joining CONF_X. As shown in the figure, User
A s SEC client sends a new SIP INVITE message to the CC.
This INVITE message is addressed to the URI of CONF_X. It
also contains the session description that User A wishes to use
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in this conference. For a voice conference, this scssion
description either contains the IP address and port number at
which User A s SEC client listens for incoming RTP/RTCP
packets or the telephone number of the PSTN phone that User
A wishes to use for this conference. For a text conference, it
has User A s contact address to which SIP MESSAGESs should
be sent.

Upon receiving the INVITE message from User A s SEC
client, the CC alerts the MTCU/MCU for this conference that
User A is joining the conference. In addition, the CC sends
User A s session description to the MTCU/MCU. In turn, if
User A wishes to use a phone, the MCU establishes an H.323
session with a PSTN Gateway Proxy, which in turn calls User
A sphone via a PSTN gateway.

Meanwhile, the MTCU/MCU acknowledges to the CC that
User A has joined CONF_X. This acknowledgement includes
the IP address and port number to which User A s SEC client
should send its voice (if User A is not using a PSTN phone) or
text messages. Subsequently, the CC alerts the PAL Manager
that User A has joined CONF_X. Finally, the CC sends a SIP
200 Okay response to User A s SEC client. This response
contains the TP address and port number that the CC has
received from the MTCU/MCU for CONF_X.

Next, User A s SEC client sends a SIP SUBSCRIBE
message to the PAL Manager to subscribe to the PA state of
the CONF_X conference. This SUBSCRIBE message is
addressed to the URL of CONF_X. Upon receiving this
SUBSCRIBE message, the PAL Manager verifies that User A
is a participant of the CONF_X conference and sends a SIP
200 Okay response. This response contains the current
participant list of CONF_X, i.e., User A at this point. The
PAL Manager also records that it should send a SIP NOTIFY
message whenever the PA state of CONF_X changes.
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Figure 8: Caller Joining Conference in SEC

Subsequently, the SEC client of User A invites User B to
CONF_X. To this end, one standard approach is that User A
first calls User B and then transfers User B to CONF_X.
However, this approach requires the SEC client of User A to
be involved with two simultaneous calls unnecessarily and
incurs extra message overhead. Therefore, SEC takes more a
direct approach, in which a conference invites a potential
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participant on bchalf of a caller.
graphically illustrate this approach.

In Figure 9a, the SEC client of User A sends a INVITE
message to CONF_X at the CC. The request URI of this
INVITE message contains the URL of CONF_X, but the To
header contains the URL of User B. The CC interprets this
message as User A inviting User B to CONF_X. Thus the CC
sends an INVITE message to the SEC client of User B. This
INVITE message has as its From and Contact headers the
URL of CONF_X. Furthermore, this INVITE includes as part
of its message body the current participant list of CONF_X,
i.e., User A at this point. A better approach would be to have
a header to convey this information. Such a header is not yet
defined.

Upon receiving the INVITE message from the CC, the SEC
client of User B sends a 200 Ok response that includes the
session description of User B. The semantics of this session
description is the same as that of User A. Upon receiving this
response from User B, the CC alerts the appropriate
MTCU/MCU that User B has joined CONF_X. This alert
includes the session description of User B. Then the
MTCU/MCU processes User Bs session description,
including, if CONF_X is a voice conference, calling the PSTN
phone of User B s choice as specified in User B s session
description.  Subsequently, the MCU/MTCU acknowledges
User B s joining CONF_X to the CC. This acknowledgement
includes the IP address and port number to which User B s
SEC client should send its voice (if User B is not using a
PSTN phone) or text messages. Then the CC alerts the PAL
Manager that User B has joined CONF_X.

Figure 9a and Figure 9b
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Figure 9a: Inviting User To Conference in SEC
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Figure 9b: Inviting User to Conference in SEC

Next, in Figure 9b, the CC sends an ACK message to User
B s SEC client. If necessary, this ACK messages contains the
CONF_X session description that the MTCU/MCU has sent
for User B. Subsequently, User B s SEC client subscribes to
the PA state of CONF_X by sending a SUBSCRIBE message
to the PAL Manager. The PAL Manager sends a 200 Ok
response that includes the current PA state of the CONF_X,
namely User A and User B. In addition, the PAL Manager
sends a NOTIFY message to User A s SEC client. This
message includes the current PA state of CONF_X, namely
User A and User B.

5) Conference Spawning

Spawning a conference means creating a new conference
out of an existing conference. The new conference inherits
the membership of the existing conference. In SEC,
conference spawning is provided as a means of changing the
type of communication media on demand, e.g., from a text
conference to a voice conference and vice versa.

One issue to consider in providing conference spawning is
concurrency control. Without any provision, it is possible that
multiple participants will try to spawn the same conference.
One approach to addressing this issue is to designate a
participant as a conference administrator and enforce a policy
that allows only the administrator to spawn the conference.
However, in SEC, it is difficult to determine who should be
the administrator, especially considering that the main idea
behind spontaneous conferencing is to allow participants to
freely interact with each other. Yet another approach is to
have the conference spawning operation require a lock.
Whoever acquires the lock first gets to spawn the conference.
However, the extra step of having to acquire a lock could
disrupt the fluidity of participant interactions in a spontaneous
conference. In addition, always requiring a lock demands,
unnecessarily, a high processing overhead, especially
considering the presence of a social protocol that tends to
prevent conflicting, concurrent operations in group work [20].

Therefore, SEC allows multiple participants to make a
request to spawn the same conference. In order to prevent the
same conference from being spawned multiple times, each
request is made as originated, not from individual participants,
but from the conference itself. This allows SEC to detect
multiple requests to spawn the same conference as duplicates
and process them accordingly.
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As discusscd in Scection G4, to crcatc a conference, an
INVITE is sent to the CC. The To header in this INVITE has
the URL of a super user, called SEC. When spawning a
conference, the From header in this INVITE contains the URL
of the spawned conference. The CC honors only one such
INVITE, e.g., the first one to be received, and ignores the rest.
The rest of the conference spawning process is similar to the
process of creating a new conference. The SEC client whose
request to spawn the conference is honored is responsible for
inviting the rest of the participants in the spawned conference.

6) Text Communications

SEC provides instant messaging service using the proposed
SIP MESSAGE method [17]. In SEC, an instant messaging is
primarily between two users. For a text communication
between more than two users, a text conference is created.
The process of creating a text conference is similar to that of
creating a voice conference and is described in Section G.4.

In order to send a text message to the participants in a text
conference, the SEC client of the sender sends a MESSAGE
addressed to the URL of the conference. Upon receiving this
MESSAGE, the MTCU for the conference sends to each
conference participant a new MESSAGE containing the
sender s message in its message hody. However, one issue is
how to convey the identity of the sender in the new
MESSAGE. One approach is to have the sender s URL in the
From header and the recipient s URL in the To header.
However, this approach loses the context information that
specifies that this message is sent within a text conference.
Another approach is to include the URL of the conference in
the From header in the new MESSAGE and the URL of the
recipient in the To header. However, this approach loses the
identity of the sender. Currently, SEC adapts the latter
approach, including the sender URL in the message body.

H. IMPLEMENTATION AND INITIAL USAGE EXPERIENCE

The current implementation uses a SIP stack being built in-
house. The CC, PAL Manager, MTCU, and SEC client are
written in Java. The MCU, PSTN Gateway Proxy and the
audio module embedded in the SEC client are written in C++.
The audio mixing in the PSTN Gateway Proxy is completely
done in software and requires no specialized hardware. The
audio module uscs the Microsoft DircetX technology to
capture mic input and mix and play back incoming voice
packets. When available, the mixing capability on sound
cards is automatically utilized by DirectX. The SEC Web
client is a Java Servlet that interfaces with SEC on behalf ofa
user. A Cisco AS5300 gateway is used to call PSTN phones.
For voice conferences, G.711 is used throughout the system
Server and client machines are all PCs running either NT 4.0
‘Workstation/Server or Windows 2000 Professional.

SEC is in a prototype stage, and as such, no formal study
has been done on the usage of SEC services. However, the
current prototype has been in regular use among 4 users, who
are also members of the SEC team, for the past few months.
Two of the users have been actively using the AOL IM
application, while the others have had a limited exposure to
IM applications in general. Not surprisingly, much of use of
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SEC has been related to SEC itself, c.g., reports of new bugs
and bug fixes, discussions on future plans, elc.

One of the benefits of using SEC for instant messaging is
security. Although the current prototype does not yet provide
a security measure, the fact that instant messages do not go
over the public network generates a sense of security and has
been the main motivation for using SEC for exchanging work-
related instant messages. Voice is preferred for long, focused
discussions. Often times, in text conferences, one of the
participants would inevitably send a message, saying, go to
voice? for topics that require a lot of explaining. Another
feature that is often used is the ability to directly call PSTN
phones from the SEC client. This enables users to contact
other users even when they are not logged into the system and
thus greatly extends the usability of SEC.

Our usage experience also shows that the interaction with
PSTN features should be improved. For example, when
directly dialing a phone number in a voice conference, an
answering machine or voice mail sometimes answers. In such
a case, the ability to disconnect the dialed number from the
conference is mandatory.

We plan to deploy SEC within our department and to
conduct a formal usability, performance, and scalability study
in near future. The issues of privacy and use of PA state
within an enterprise organizational hierarchy should be
explored.

L FUTURE WORK AND CONCLIJSIONS

In this paper, we presented SEC, a communications system
designed to provide spontaneous conferencing in distributed
enterprise  workplaces. Spontaneous conferencing  is
analogous to ad-hoc, drop-in meetings and impromptu
discussions in multi-person offices. SEC enables users to
initiate and invite participants to ongoing conferences on
demand from their PALs, where they can observe the changes
to the presence and availability state of their colleagues in real
time. To better support enterprise communications, SEC
provides both text and voice conferencing capabilities and the
ability to spontaneously switch to a different communication
media type, i.e., from voice to text and from text to voice. For
voice conferences, SEC supports both VoIP and PSTN phone
users. SEC also provides a Web interface so that mobile users
with networked PDAs and cellular phones can access SEC
services. SEC makes extensive and innovative use of SIP to
provide its services.

SEC is a work in progress. In particular, we plan to conduct
a formal performance and scalability study of SEC s server-
based approach to multiparty communications. Given that the
PSTN phone is still the device of choice for voice
communication in a typical enterprise workplace, increasing
the performance and scalability of the SEC PSTN Gateway
Proxy is especially critical.

We also plan to include support for automatic availability
management. A popular approach is to use the frequency of
user actions at the keyboard and/or on the mouse. We are
currently looking to improve the performance of this approach
by taking into account other parameters that better represent
users availability, such as the state of a user s computer
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desktop.  Another issuc is access control to presence and
availability in an enlerprise environment. One possible
approach is to hierarchically organize access rights [22] to
reflect an organizational hierarchy. However, this approach
may not work well for team-oriented environments, where the
organization of a team may not reflect the organizational
hierarch of an enterprise. We are also investigating ways to
apply SEC PAL and conferencing services to better address
data and document sharing needs in a distributed enterprise
workplace.
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Abstract—This paper presents a solution for setting up an easy
accessible voice gateway between Mbone and ISDN/PSTN
networks. It implements gateway control and administration
mechanisms and utilizes some available public domain software
to achieve necessary functionalities. With this solution, users can
easily set up voice conferences with mobile WAP phones or web
browsers, and join in multicast sessions using (mobile)
telephones.

Index Terms—Gateway, Mbone, ISDN, PSTN, multicast.

I INTRODUCTION

IP networks begin to play an active role in voice
communication. IP telephony exploits open IETF and ITU
standards to carry multimedia traffic over IP networks,
offering users more flexibility. IP based telephony has the
potential to significantly reduce the costs of long-distance
voice communication. In addition to cost effective impacts
with IP telephony, it would also be convenient to set up audio
conferences over the Internet without the need of an expensive
Multipoint Control Unit (MCU). IP multicast provides
efficient many-to-many data distribution in an internet

environment. The multicast backbone (Mbone) is a very
suitable media for serving the purpose of multiparty
conferences.

In this paper, we describe a solution to implement an easy
accessible voice gateway between Mbone and ISDN networks
based on public domain software. When users wish to join a
multicast session, they can get a list of available session
information from a HTML/WML web site. After selecting
desired sessions and registering with the telephone number
and email address etc. via a WAP capable mobile phone or a
regular web browser, they get contact information such as
gateway telephone numbers and session dial-in numbers. With
the gateway contact information they can dial into the gateway
to join the sessions. To initiate a conference, a user can create
a new session via a WAP mobile phone or a web browser, and
send the session information to other participants via email or
SMS messages. It is also possible that the gateway calls other
registered users connected with the gateway for joining the
sessions.

The rest of the paper is organised as the follows: In section II
we give a brief review of related work. Section IIT provides an
overview of the proposed easy accessible solution. In section
IV we claborate the audio forwarding and support unit of the
gateway, section V presents the control unit of the gateway,
and finally section VI concludes the paper.

II. RELATED WORK

Many approaches related to ISDN and Mbone applications
have already been developed. Some of them have been used
and extended in our gateway architecture.

ISDN4Linux [12] is a set of Linux kernel modules, which
consists of the main module ISDN and the actual hardware
driver that controls some specific card. ISDN4linux can
control ISDN cards that are connected to the PC’s ISA or PCI
bus. Basically, ISDN4Linux can receive and transmit data via
ISDN in several ways.

An architecture and prototype implementation to allow PSTN
users to participate in Mbone conferences has been introduced
in [1]. The basic operation allows users to dial up the gateway
with a conventional phone to join multicast sessions. The
speech generation and recognition component is integrated
into the solution to enable users to get session information and
select session by voice.

The Audio Mbone-Telephony Gateway "AudioGate"”
developed in the MECCANO project [13,14] provides a dial-
in interface that allows users on an arbitrary telephone
network (PSTN, ISDN and GSM) to call a phone number and
automatically be transferred into a pre-selected Mbone
session. AudioGate uses an ISDN BRI to connect to the phone
network. Upon connection setup, functions such as dynamic
conference selection will be provided. As soon as a
"connection” to an Mbone session is established, additional
services such as user identification, muting etc. could be
provided.

II1. OVERVIEW

The target scenario of the easy accessible gateway is shown in
Fig.1. The gateway provides a user-friendly HTML/WML
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interface via thc World Wide Web in addition to basic
gateway functions. The gateway users can get all the
necessary information regarding to multicast session
information, gateway contact information etc. from web pages
which can easily be accessed by a regular web browser or a
‘WAP mobile phone before dialing up to the gateway.

The gateway users can also create new multicast sessions via
HTML/WML pages by filling the form with necessary
information such as session name, session description, user
contact information, session duration, regional scale etc. The
gateway will announce the new session over the Mbone and
display the new session address and port in IITML/WML page
as well as send them by email or SMS message to the users.

Here we give two examples of applications for gateway users.

First, we assume a user wishing to retrieve an existing live
audio session with a mobile phone. This is a simple and
straightforward process. What a user needs to do is to use a
WAP capable mobile phone or any web browser to access the
web page provided by the gateway, and sclect the session s/he
wants to join. Then, s/he registers necessary user information
such as telephone number and email address etc. with the
gateway. The gateway will display access information
including dialing number and session entry number via
HTML/WML page or SMS/Email message. The user can then
dial up the number and join the session by telephone. The
client-server mechanism implemented in the gateway is shown
in Fig.2.

Mohile telephone
PSTN

Regular telephone

1) th

Mbone-ISDN/PSTN Gateway
with WWW management interface

Live- Audio-Server

Multimedia/Internet-PC

Fig. | Easy accessible Mbone-ISDN/PSTN gateway scenario
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In the second case, the user is supposed to launch an audio
conference over the Mbone with telephone access. There are
two steps required for setting up the conference. The first step
will be to create a new session for the conference and send the
session information to other participants via email/SMS to
invite them to join the conference with whatever facilities they
prefer. By accessing HTML/WML pages in the gateway’s web
server, the user can easily create a new session over the
Mbone with a WAP capable mobile phone or any web
browser. The user will be asked to input session name,
session description, user information, session scope, and
session duration etc. The new session address/port/TTL will
immediately be available upon the completion of the session
creation procedure. The second step is to join the new created
session which is identified by session address/port, and it will
be the same procedure for this step as in the first case. The
conference scenario is shown in Fig. 3.

The configuration of the gateway is required for allowing
users to access the gateway with their telephone numbers to be
authenticated in the gateway audio forwarding software. The
available scssions’ addresses and ports and TTLs as well as
those session selecting access numbers should also be added to
the gateway initialization files.

The main functionality of the gateway can be accessed via
HTML/WML pages including user registration, gateway
configuration, creating new multicast sessions, and gateway
management. Gateway users and system operators can
access the gateway very easily.

The galeway management and initialization can be done via a
HTML interface for the gateway operator. The gateway
system administrator can configure the gateway from the web.

The internal gateway architecture is depicted in Figd4. Tt
consists of two units: the gateway control unit and the audio
forwarding and support unit. The audio forwarding and
support unit is responsible for converting audio data between
Mbone and ISDN/PSTN networks, listening to existing
Mbone sessions and announcing new sessions over the
Mbone. The main functionalities for this unit are realised by
integrating public domain softwarc such as AudioGate[15],
mSD[10], and mAnnouncer[11]. The gateway control unit is
implemented to achieve easy accessibility of the gateway
configuration and initialization. Also accounting can be
supported. The detailed information of this unit is described
in section E.

Iv. AUDIO FORWARDING AND SUPPORT UNIT

The audio forwarding and support unit (AFSU) carries out the
basic functionalities of the gateway including converting audio
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: Telephone user dials up the gateway
|
Audioconference

Fig. 2 Client-server mechanism

Mbone-ISDNPSTV
Gateway n

Fig. 3 A scenario for audio conference over Mbone using Mbone-
ISDN/PSTN gateway

data between Mbone and ISDN/PSTN networks, listening to
multicast session information and announcing new sessions
over the Mbone.

The teleconferencing applications in Internet and ISDN/PSTN
networks are currently using different standards. The IETF has

Audio Forwarding and
Support Unit

Ibone

ISDM/PE T Networks

| \
| |
| Gateway Control Unit ——— ‘
| \
| Easy Accessible Mhone-ISD/PSTN Gateway|

World Wide Web ‘

Fig. 4 Gateway architecture

developed a conferencing architecture [2] that primarily
supports loosely coupled teleconferences in the Internet while
the ITU-T published series of Recommendations for more
tightly coupled multimedia communications in various
networks including ISDN (H.320) and the Internet (H.323). To
enable the communication between ISDN/PSTN and Internet
multicast backbone (Mbone), a gateway with audio
forwarding mechanisms to achieve interoperability for
different systems is fundamental.

Announcements are delivered to the audio forwarding and
support unit to be multicasted. The Mbone announcements
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Fig. 5 Gateway control unit

arc sent using the Session Announcement Protocol (SAP) with
contents specified using the Session Description Protocol
(SDP) [5.6]. The multicast group address assigned to Mbone
session announcements is 224.2.127.254 that is known as
sap.mcast.net via the Domain Name Service (DNS), the well-
known UDP port 9875 is used.

The MECCANO project [13] has developed various gateways
for PSTN, ISDN and GSM users to realize audio forwarding
mechanisms between Mbone and ISDN/PSTN, and the
software is available in the public domain. In our solution,
AudioGate from MECCANO has been selected to serve for
establishing connections between Mbone and ISDN/PSTN. It
can be integrated into the solution for the implementation of
an casy accessible gateway, which provides users access to
multicast audio sessions via arbitrary telephone networks.

Basically, AudioGate provides a dial-in point for users on any
telephone network and enables them to participate in Mbone
conferences. The main features include [15]:

e (Calling users can be authenticated based upon their
Calling Line Identification (CLI), i.e. the telephone
numbers they are using when making the call.
AudioGate can selectively allow or disallow access to

certain users, as well as to users that do not provide the
calling party number information.

e For users that do provide a calling party number,
AudioGate allows to assign a full name to each of these
numbers for presentation in the Mbone session.

e AudioGate provides a simple (easily configurable)
voice menu for prompting callers for a conference
selection.

e Conferences can either be explicitly selected through
the voice menu or callers can automatically be put into
a particular conference. Optionally, this may depend
on the phone number they dial. The mode of operation
is controlled through the configuration file.

e AudioGate imposes no artificial limits on the number
of simultaneous calls it can handle. Besides processing
power for audio coding, the only practical limit is the
number of B channels that are available. AudioGate
supports one or more ISDN BRI boards.

e AudioGate supports up to nine simultaneous
conferences. The calls from the telephone network
may all lead into the same conference or into different
ones.

e AudioGate can be configured to use any number of
ISDN Multiple Subscriber Numbering (MSN). Some of
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them can be direetly mapped into a conference while
others may first lead into a voice menu.

e AudioGate supports muting/unmuting callers using
Dual-Tone Multi-Frequency (DTMF) for control. The
initial status for the callers can be configured in the
AudioGate initialization file.

e All codecs and transmission modes (particularly
including redundancy coding) supported by Robust
Audio Tool (RAT) [16] are supported by AudioGate.

The configuration of AudioGate is initialized based on simple
format ASCII files which will be managed through the
gateway control unit described in the next section.

The Mbone session information are fetched with mSD[10], a
public domain software which can be integrated in the audio
forwarding and support unit as a daemon program. mSD
generates a series of session information files in its cache
dircctory that can be transformed into HTML/WML pages
with Perl programs at the galeway’s web server.

For session announcement, we exploit mAnnouncer [11] to
send out new session information over the Mbone.
mAnnouncer is a Java application available in the public
domain for sending out session announcements periodically
using the Session Announcement Protocol [6] and the Session
Description Protocol (SDP) [5]. Comparing with other
available tools for session announcement such as SDR
[14,15], mAnnnouncer interacts more convenniently with Perl
programs which we use for building the gateway control unit.

V. GATEWAY CONTROL UNIT

To achieve the easy accessibility of the gateway and other
high-level gateway management functionalities, we
implemented the gateway control unit on top of the audio
forwarding and support unit. The gateway control unit plays
a key role for providing the following functionalities:

e It maintains a database and displays the current
available Mbone sessions via HTML and WML pages.
The database is automatically updated upon the request
from the gateway users via HTML/WML interface.

e It provides a registration mechanism via HTML and
WML pages and maintains a database for registered
users.

e It displays session specific contact information for
users via HTML/WML/SMS/Email.

e It provides the mechanisms for creating new multicast
sessions via HTML and WML pages.

e The AudioGate configuration is controlled via HTML
pages and the AudioGate settings are updated
automatically according to the session database and
uscr information databasc.

e It provides gateway administration functionalities
including gateway configuration and accounting.

153

The main functionalitics of the gateway control unit and its
internal structure of the implementation are shown in Fig.5.
This unit has three main blocks in addition to two databases
for realizing user registration, creating new sessions, and
gateway administration.

Basically, the existing Mbone session information is saved in
the Session Information Database, which serves for displaying
session  information, registering user information with
feedback of available session contact information, and
checking existing session addresses/ports when generating
new session addresses/ports.  The user information database
will be used to further processing of user-selected sessions,
user authentication, and billing purposes.

A. Mbone session selection and user registration

‘When gateway clients wish to join multicast sessions, they
have first to contact the gateway web server via a conventional
web browser or a WAP mobile phone, to get a list of current
available multicast sessions. Then, they register to the gateway
with their telephone numbers and email addresses etc. for
enabling the gateway to allow them to call in with their
Calling Line Identifications (CLIs).

In order to display current available multicast sessions, a set of
Perl programs have been implemented to fetch cache files
generated by the daemon program mSD running on the server
and to transform them into appropriate HTML and WML
pages together with user registration forms. The program is
capable to generate multicast session information which will
be sclected according to the keywords entered by user via
HTML/WML pages.

The output is sent out to the users’ web browser or WAP
capable mobile phone for further registration. The session
information will be saved in the session information database
for providing session addresses/ports/TTLs to generate the
AudioGate initialization file. Since the session information is
dynamically changed and updated all the time, it is necessary
to update the session information database frequently.

In the user registration form appearing as HTML/WML pages,
there will be a list of multicast sessions including the session
names and session information. The users can tick the box
corresponding to the desired sessions and input their names,
telephone numbers and email addresses. All the selected
session information including session addresses, ports, TTLs
as well as the users” personal information will also be saved in
the user information database.

The user information database will be automatically updated
whenever a user registers a new scssion or changes user
information. A snapshot of the user registration with a
conventional web browser is shown in Fig.6, which shows a
selected list of multicast sessions containing user-defined
keywords together with user registration form in HTML
pages. Fig. 8 shows a list of available sessions from a WAP
mobile phone after user entering some keywords.
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Current MBone Sessions List

The following sessions are available onfat: Mon Jan 22 11:47:51 CET 2001

FAU-TY ist ein Testhnal, anf dem, soveit mméglich, hontimaierlich ein Femsel o

FATI-TV i furer aingacpaict wird. Dis Virtaibong ict dermit roerbulb Bxgreme. Eine Eovtrolls des v
Femsshprograrone iet {iher die WO Selte miglich.

PV SURFkwt-TV1 v

W1

Ot TV i s . _ . .

e - TV ist et Testhanal, waf dean, wzemeichmete Vorlenmaen der Unfversitaet Erlangen live verbreitet werden, | [

iliwey

After selecting desirable sessions, please fill out the following forms and click the "Register”
button.

Tour Name IL Liu

Tour etnail address: IIiu@iam unibe.ch

Tour telephone tumber: ID?6541 ng1a

Register

K]

Fig. 6 Display available Mbone sessions and user registration in a conventional web browser

Thanks for using our service, please find the information
below:

“We have recerved the following sessions you would like to jom:

for session of FAU-TWV(239. 192 139 43/3456/47), please dial gateway number at 0316218668 and
press "1" after connected,
for session of SURFnet-TV1(233.4.79 2/4640/63), please dial gateway number at 0316315668 and
press "2" after connected,
for session of Uni-TV (live)(224 2.156.100/3456/47), please dial gateway number at 0316318668 and
press "3" after connected,

Thanl youl

‘We have found you sent us the following session address hefore:

test paris-naney(224.2 320 84/32502/63)
conference test from Bern(231.142 216.114/20736/8)

Fig. 7 Display available Mbone sessions contact information in a conventional web browser
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| Please input keyword

for searchin,
Searen for. 1

|| == KTl test page
Please select a
n to register:

| Dptiars,

(a) (b)

Fig. 8 Search available Mbone sessions in WAP mobile
phone

Once users complete the registration process, the following
HTML/WML vpages will display all the necessary
information for contacting the gateway, which consists of
gateway telephone numbers and extension numbers for
selected sessions. The same information can also be sent out
automatically to the users as email or SMS. The users’
information stored in the user information database will be
used for user authentication and other user specific service
such as user account information ete.

Fig. 7 shows the selected sessions contact information
following the session selecting and user registration shown in
Fig. 6. It is clearly shown that the users could then follow
the contact information provided here and dial up the
gateway to join the sessions.

If the sessions that users have selected are not assigned to the
gateway, a message will automatically be sent to the gateway
administrator including the unassigned session information.
When the gateway administrator completes the session
assignment procedure, the users can receive the session
contact information.

B. Create new multicast sessions via HTML/WML

Creating a new multicast session is crucial for user-initiated
conferences. It is convenient for users to be able to create
new multicast sessions via HTML/WML for their own
conference. To announce a new session in Mbone, a SDP[5]
file needs to be generated according to session information.
SDP is a textual description, which describes the formats,
protocols, contents, timing, etc, used in the session. A
session description consists of a session-level description
(details that apply to the whole session and all media
streams) and optionally several media-level descriptions
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(details that apply onto to a single media strcam). An
announcement consists of a session-level section followed by
7ero or more media-level sections.

‘When SDP is conveyed by SAP, only one session description
is allowed per packet. When SDP is conveyed by other
means, many SDP session descriptions may be concatenated
together (the “v=" line indicating the start of a session
description terminates the previous description). Some lines
in each description are required and some are optional
(marked with a “*' below) but all must appear in exactly the
order given below (the fixed order greatly enhances error
detection and allows for a simple parser) [5].

Session description:

v= (protocol version)

o= (owner/creator and session identifier).

s= (session name)

i=* (session information)

u="* (URI of description)

c=* (cmail address)

p="* (phone number)

c="* (connection information - not required if
included in all media)

b="* (bandwidth information)

One or more time descriptions (see below):

z=* (time zone adjustments)
k=* (encryption key)
a=* (zero or more session allribute lines)

Zero or more media descriptions (see below):
Time description:

t= (time the session is active)
r="* (zero or more repeat times)

Media description:

m= (media name and transport address)

i=* (media title)

c=* (connection information - optional if included
at session-level)

b="* (bandwidth information)

k=* (encryption key)

a=* (zero or more media attribute lines)

An example SDP description for a test session is shown as
follows:

=0

o=LLiu 3189143230 3190007230 IN IP4 130.92.66.147
s=A test session

i=Just a test.

u= http://coyote.unibe.ch/test . wml

e=L Liu <liu@iam.unibe.ch>

p=L Liu <0765410818>

t£=3189143230 2190007230

a=type:broadcast
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a=tool:mAnnouncer

m=audio 26210 RTP/AVP 0
c=IN IP4 224.20.146.105/63
a=ptimec:40

We implemented Perl programs to create SDP files for user-
defined new sessions. The generated SDP files are then used
to trigger mAnnouncer[8] to send out the new sessions
information via SAP[6] over the Mbone. In compliance with
the requirements of mAnnouncer, a new line should be added
on top of the SDP descriptions.

The generation of the SDP file for the new multicast session
follows the requirements of Multicast Address Allocation
(MALILOC) [3,4,8], SAP and SDP. The session information
database and mSD cache files are used to avoid address
collision since the new generated addresses/ports are selected
randomly.

Fig.9 shows a set of screen snapshots for using a WAP
mobile phone to create a new session. By selecting the scope
of the new session (in Fig.9a) and entering necessary
information such as session/user information and session
duration etc. (in Fig. 9b-9f), the information of the created
session including session address/port/TTL is displayed (in
Fig. 9g). The new session information can then be sent out
to all the participants who are invited to join the conference.

By utilizing the functionality provided by AudioGate, we
enable gateway users to call other users connected to the
gateway via WML/HTML page, i.e. provide “click-to-dial”
for mobile and regular users to call other participants to join
the sessions.

C. Gateway administration

The gateway administration includes the gateway
initialization, assigning existing sessions to different entry
positions from the voice menu of AudioGate, user account
maintenance as well as authentication. Currently, AudioGate
supports nine sessions for each access number, which is
required to be assigned in its initialization file.

The solution has been implemented so that the main tasks
including gateway configuration, initialization and
accounting arc achicved via HTML page access after system
administrator authentication.

The configuration of the gateway depends on the available
multicast session addresses, ports, TTLs, registered users
telephone numbers. The gateway administrator can manually
assign the gateway telephone numbers and session selection
extension numbers to the AudioGate initialization file via an
HTML page (an example snapshot is shown in Fig. 10).

It is also possible to generate the AudioGate initialization file
automatically from the database of the session information
together with the user information database whenever a user
submits registration information. The initialization of the
gateway or refreshing with a new initialization file can also
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I o Titie) > pho Tici)
Create multicast session

Create a local session

Create aregional session

Create a worldwide session

Please ingut your tel number.

(Go to next step,

Yourtel. <0765410816>

Please input your narme:

(Go to nextstep
Your name: <L Liu>

Flease input session iame,
(Go to nextstep
Session name. <A test session>

Please input session description

(Go to nextstep
<Justa test>

£ nossoma

Flease input duration of sessian(in hou),

£ nossoma

2 nossoun

Fig. 9 Create a new session with WAP mobile phone



IPTel, Columbia University, April 2001

157

Session Entry Numbers

& test session

ATHENE-Renater 2242 330, 53/45320/85

Causeries du FliBone

FAU - Vorlesung OR W
(Lagethaltungsmodelle)

FAUTV

2242 344.331/3456747

239,192 139 43/3456/47
Freguence Banane 2242171 31418010127

IMJ - Channel 1 224321 17199607127

Gateway Administration: Assign Gateway Telephone Numbers and

The following avalable sessions on Tue Jan 23 14:27:5% CET 2001 wil be processed

Note: When assigning the gateway telephone numbers and session entry numbers, please assign in the following form
"gateway number/session entry number”, ez 012345678(9 for gateway number 012345678, and session entry number
9. Foruser's telephone number, please use "," as separator. Tsusally, you don't need to change user's telephone
tnbers, as they are automatically loaded from user information database.

224.20 146 105/26210/63 I

2243353 183/23966/137 |U315318558,”3

IU75541 0818.0319918880

|0316318668/1

|0765410818

[0316318668/5

|031 9918125,0319913445

! -

Fig. 10 Assign gateway telephone number and session entry numbers.

be done in either manual or automatic ways.

Accounting which includes the cost allocation and billing
mechanism is supported by setting up an accounting
database, with parsing the log file of AudioGate and
allocating cost table. A clip of the AudioGate log file is
shown below:

Jan 12 08:45:42 coyote AudioCate (0.3) [8871]:
accepting call from 59

Jan 12 08:45:42 coyote AudioCate (0.3) [8871]:
call ecslablished

Jan 12 08:45:43 coyote AudioCate (0.3) [8871]:
switching to session 233.4.218.44/23718/127

Jan 12 08:45:48 coyote AudioCate (0.3) [8871]:
hanging up

Jan 12 08:45:48 coyote AudiocCate (0.3) [8871]:
call duration: (00:00:06)

Jan 12 08:45:48 coyote AudioCate (0.3) [8871]:
switching to scssion 224.224.2.224/2222/127

Jan 12 08:45:50 coyote AudioCate (0.3) [8871]:
accepting call from 5%

Jan 12 08:45:50 coyote AudioCate (0.32) [8871]:
call cstablished

Jar 12 08:45:52 coyote AudioCate (0.3) [8871]:
switching to secssion 224.2.246.13/30554/127

Jan 12 08:46:08 coyote AudioCate (0.3) [8871]:
hanging up
Jan 12 08:46:08 coyote AudioCate (0.3) [8871]:

call duration: (00:00:18)
Here it is clearly indicated that the time and the duration of
the call from user 59 have been recorded, and hence they
could be used for the accounting purposes.

D. Limitations and future work

The current solution has been implemented on a
Debian2.2/linux 2.2.15  platform  with  ISDN BRI
(BRI: basic rate interface) boards. The number of lines the
gateway can support depends on the number of ISDN boards
in the gateway. The current version of AudioGate can only
support up to nine sessions simultaneously.

Due to the limitation of AudioGate’s maximum allocated
scssions and inability for dynamic reconfiguring, it is difficult
to get a seamless service to accommodate large number of
sessions and users. It is desirable to develop a mechanism in
future to provide seamless service without any interruption
for current users when refreshing AudioGate with newly
generated configuration file. The AudioGate’s Mbus interface
also provides the possibility to simplify the integration with
other component in future development.

VL CONCLUSION

This paper presents an easy accessible solution for a voice
gateway between Mbone and ISDN/PSTN networks. The
solution focused on the establishment of an easy accessible
mechanism to control the gateway which enables mobile users
as well as regular users to join or create audio conferences
over Mbone via ISDN/PSTN networks. The presented
solution can exploit existing resources to easily set up audio
conferences while it is time consuming and complex to set up
such a conference over ISDN/PSTN networks. The current
solution has been implemented on a Linux platform and
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makes usc of some public domain softwarc to realize
necessary functionalities. The limitation for the scalability is
partially relied on the available number of ISDN boards and
the functionality of integrated public domain software. The
latter is expected to be improved soon.
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Abstract— Internet telephony and mobile telephony are both growing
very rapidly. Directly interworking the two presents significant advantages
over connecting them through an intermediate PSTN link. We propose
three novel schemes for the most complex aspect of the interworking: call
delivery from an Internet telephony (SIP) terminal to a mobile telephony
(GSM) terminal. We then the proposals both q ively and
quantitatively. We also describe our implementation of one of the proposals
on the Bell Labs RIMA platform.

Kevwords— Internet telephony, mobile telephony, STP, GSM, mobility,
interworking,

I. INTRODUCTION

‘WO of the fastest growing areas of telecommunications are

wireless mobile telephony and Internet telephony. Second
and third-generation digital systems such as the Global Sys-
tem for Mobile communications (GSM) [1], the Universal Mo-
bile Telecommunications System (UMTS) [2], and wideband
CDMA [3] are bringing new levels of performance and capabil-
ities to mobile communications. Meanwhile, both the Internet
Engineering Task Force’s Session Initiation Protocol (SIP) [4]
and the International Telecommunications Union’s H.323 [5]
enable voice and multimedia telephone calls to be transported
over an Internet Protocol (IP) network. Subscribers to each of
these networks need to be able to contact subscribers on the
other. There is, therelore, a need to interconnect the two net-
works, allowing calls to be placed between them.

Some research has been performed investigating various as-
pects of interworking mobile communication systems with IP-
based systems. The iGSM system [6] allows an H.323 terminal
to appear to the GSM network as a standard GSM terminal, so
that a GSM subscriber can have his or her calls temporarily de-
livered to an H.323 terminal rather than a mobile device. Several
papers [7], [8], [9] describe a system for interworking GSM’s in-
call handover procedures with H.323. However, neither of these
approaches solves the general interworking question: what is
the best way for calls to be delivered and routed between the
two networks?

As both mobile and Internet telephony are already designed
to interconnect with the Public Switched Telephone Network
(PSTN), the easiest way to interconnect them would be simply
to use the PSTN as an intermediate link. This is, however, inef-
ficient and suboptimal, as compared to connecting the networks
by interworking the protocols directly, for a number of reasons.

First of all, routing calls via the PSTN can result in ineffi-
cient establishment of voice circuits. Thisis a common problem
in circuit-switched wireless systems called “triangular routing,”
as illustrated in Figure 1. Because a caller’s local switch does
not have sufficient information to determine a mobile’s correct
current location, the signalling must travel to an intermediate

Local
Switch

Intermediate|
Switch

Fig. |. Tllustration of uiangular routing in mobile networks

Destination

switch which can Tocate the subscriber correctly.! This interme-
diate switch can be far away from the caller and the destination
even if the two are located in a geographically close area. Since
voice circuits are established at the same time as the call sig-
nalling message is routed, the voice traffic could be transported
aver a long, inefficient route.

In Internet telephony, by contrast, the path of a call’s media
(its voice traffic, or other multimedia formats) is independent of
the signalling path. Therefore, even if signalling takes a triangu-
lar route, the media travels directly between the devices which
send and receive it. Since each device knows the other’s Inter-
net address, the packets making up this media stream are sent
by the most efficient routes that the Internet routing protocols
determine.

As we interwork Internet telephony with mobile telephony,
we would like to maintain this advantage. We can accomplish
this by supporting a direct TP connection between mobile base
stations and IP terminals. With PSTN signalling, this is not pos-
sible, so IP telephony signalling must be used to establish this
connection.

Another motivation for direct connection between mobile and
Internet telephony is (o eliminale unnecessary media (ranscod-

" There is an architectural difference here between the American mobile sys-
tem based on ANSI41 [10] and the European systems based on GSM MAP. In
the American system, calls are always routed through a home mobile switch-
ing center, which is in a fixed location for each subscriber, so the voice traffic
for all of the subscriber’s calls travels through that switch. By contrast, GSM
improves on this routing by sending calls through a gateway mobile switch-
ing center, which can be located close to the originating caller. However, as
discussed in [11], there are some cases, such as international calls, where an
originating PSTN switch does not have enough information o conclude that a
call is destined for the GSM network, and thus routes it to the subscriber’s home
country. Because there is no way for circuit paths to be changed once they have
been established, the call’s voice traffic travels first to the user’s home country
and only then to his or her current location.
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ing. The Real-Time Transport Protocol (RTP) [12], the media
transport protocol common to both H.323 and SIP, can transport
almost any publicly-defined media encoding [13]. Most notably,
the GSM 06.10 encoding [14] is implemented by many clients.
If a GSM mobile device talks to an RTP-capable Internet tele-
phone with an intermediate PSTN leg, the media channel would
have to be converted from GSM 06.10 over the air, to uncom-
pressed (p-law or a-law) audio over a PSTN trunk, and then
again (likely) to some compressed format over the RTP media
channel. The degradation of sound quality from multiple codecs
in tandem is well known, and multiple conversions induce un-
necessary computation. A direct media channel between a base
station and an IP endpoint allows, by contrast, communication
directly using the GSM 06.10 encoding without any intermedi-
ate transcodings.

Finally, on a broader scale, an integrated architecture support-
ing Internet and mobile telephony will evolve naturally with the
expected telecommunications architectures of the future. Third-
generation wireless protocols will support wireless Internet ac-
cess from mobile devices. New architectures such as RIMA [15]
for Mobile Switching Centers (MSCs) are using IP-based net-
works for communications between MSCs and base stations. In
the fixed network, meanwhile, IP telephony is increasingly be-
coming the long-haul transport of choice even for calls that orig-
inate in the PSTN. The direct connection between Internet tele-
phony and mobile networks takes advantage of all these changes
in architecture and allows us to build on them for the future.

In this paper, we will consider the issue of how to interwork
Internet telephony and mobile telecommunications, such that all
the issues discussed above are resolved. For concreteness, we
will illustrate our architecture using SIP for Internet telephony
and GSM for mobile telephony.

The rest of the paper is structured as follows. Section II gives
an architectural background on the mobility and call delivery
mechanisms of GSM and SIP, to provide a basis for the follow-
ing discussions. Section IIT proposes three different approaches
to interworking GSM and SIP. Section IV provides mathemati-
cal and numerical analyses of the three proposals. In Section V,
we discuss our implementation, and we finish with some con-
clusions in Section VI.

II. BACKGROUND

In this section we review the mobility and call delivery mech-
anisms of GSM and of SIP.

GSM Mobility and Call Delivery

Some of the elements of a GSM network are illustrated in Fig-
ure 2. The MSC is a switching and control system in a wireless
network. The MSC controlling the service area where a mobile
is currently located is called its serving MSC. It routes calls to
and from all the mobile devices within a certain serving area,
and maintains call state for them. Associated with the serving
MSC is a Visitor Location Register (VI.R), a database which
stores information about mobile devices in its serving area. (For
the purposes of this paper we assume the predominant config-
uration in which the serving MSC and VLR are co-located.)
Elsewhere in the fixed network we can find two other classes
of entities. A Home Location Register (HLR) maintains profile

161

information about a subscriber and keeps track of his or her cur-
rent location. A gateway MSC directs calls from the PSTN into
the mobile access network.

GSM MAP

GSM MAP

serving| ———
/\/9 MSC ISUP
gateway
MSC

:

Mobile

IsuP

Fig. 2. Elements of a GSM Network

‘When a GSM mobile device first powers up or enters the serv-
ing area of a new serving MSC, it transmits a unique identifica-
tion code, its International Mobile Subscriber Identity (IMST)
to the MSC. From the IMS]I, the serving MSC determines the
mobile’s HLR and informs this HLR of the mobile’s current
location using the GSM Mobile Application Part (GSM MAP)
protocol. The HLR stores this information and responds with
profile data for the subscriber.

‘When a call is placed to a mobile subscriber, the public tele-
phone network determines from the telephone number called
(the Mobile Station TSDN number, or MSISDN) that the call
is destined for a mobile telephone. The call is then directed to
an appropriate gateway MSC. Call delivery from the gateway
MSC is performed in two phases. In the first phase, the gateway
MSC obtains a temporary routing number called a Mobile Sta-
tion Routing Number (MSRN) in order to route the call to the
serving MSC. For this purpose, the gateway MSC first locates
the subscriber’s HLR based on the MSISDN and requests rout-
ing information from it using GSM MAP. The HLR then con-
tacts the VLR at the serving MSC. The VLR returns an MSRN
that the HLR forwards to the gateway MSC. In the second phase,
the gateway MSC routes the call to the serving MSC using the
standard ISDN User Part (ISUP) protocol of the PSTN.

The MSRN is a temporarily assigned number which is allo-
cated at the time the HLR contacts the VLR; it is valid only until
the associated call is set up, and it is then recycled. This dynamic
allocation of an MSRN is required because ISUP messages can
only be directed to standard telephone numbers, and the quantity
of these that can be allocated to a given serving MSC is limited.
This has some costs, however, in the time needed to set up a call,
as the serving MSC must be contacted twice during call setup.

‘When a subscriber moves from one location to another while
a call is in progress, two possible scenarios result: intra-MSC or
inter-MSC handovers. An intra-MSC handover occurs when a
subscriber moves between the serving arcas of two base stations
controlled by the same serving MSC. In this case, the serving
MSC simply redirects the destination of the media traffic. No
signalling is necessary over the PSTN or GSM MAP. An inter-
MSC handover, on the other hand, occurs when the subscriber
moves from one serving MSC’s area to another. The old serving
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TARIET
ANALOGOUS ENTITIES IN SIP AND GSM

GSM | sIP

HLR Registrar

Gateway MSC | Home proxy server

Serving MSC | End system (for REGISTER)
MSISDN User address (in INVITE)
IMSI User address (in REGISTER)
MSRN Device address

MSC contacts the new one in order to extend the call’s media
circuit over the PSTN. The old serving MSC then acts as an
“anchor” for both signalling and voice traffic for the duration of
the call.

All of the globally-significant numbers used by the GSM sys-
tem — in particular, for the purposes of this paper, the MSRN,
and the identifying number of the MSCs, in addition to the
MSISDN — have the form of standard E.164 [16] international
telephone numbers. Therefore they can be used to route requests
in Signalling System no. 7 (SS7), the telephone system’s sig-
nalling transport network.

SIP Mobility and Call Delivery

Architecturally, a pure SIP network (illustrated in Figure 3) is
rather simpler than a GSM network, as it is significantly more
homogeneous and much of the work takes place at the network
layer, not the application layer. All devices communicate us-
ing IP, and all signalling occurs with SIP. Although many of the
specific details are different, mobility in a SIP environment is
conceptually similar to that of GSM. Table I lists some analo-
gous entities in GSM and SIP networks.

REGISTER rar

SIP Proxy
INVITE

Fig. 3. Elements of a SIP network

There arc two significant architectural differences between
mobility in SIP and GSM. First of all, a SIP network does not
have an intermediate device analogous to the serving MSC. In-
stead, end systems contact their registrars directly. Second, in
SIP a two-phase process is not needed to contact the device dur-
ing call establishment.

‘When a SIP subscriber becomes reachable at a new network
address (either because she is using a new network device or be-
cause her device has obtained a new IP address through a mobil-
ity mechanism), the SIP device sends a SIP REGISTER to the
user’s registrar to inform it of the new contact location. This reg-
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istration is then valid for only a limited period of time. Because
end systems are assumed not to be totally reliable, registration
information must be refreshed periodically (typically, once per
hour) to ensure that a device has not disappeared before it could
successfully de-register itself.

Unlike systems that use traditional telephone-network num-
bering plans, addresses in SIP are based on a “user@domain”
format, similar to that of e-mail addresses. Any domain can,
therefore, freely create an essentially unlimited number of ad-
dresses for itself. For the purposes of this discussion, it is useful
to consider two types of addresses — “user addresses,” analo-
gous to an MSISDN number, to which external calls are placed,
and “device addresses,” roughly comparable to a non-transient
MSRN. A device can creale a lemporary address for itself and
have it persist for any period it wishes.

When a SIP call is placed to a subscriber’s user address, a
SIP INVITE message is directed to a proxy server in the do-
main serving this address. The proxy server consults the recipi-
ent’s registrar and obtains his or her current device address. The
proxy scrver then forwards the INVITE message dircetly to the
device. Because the device address is not transient, the two-
stage process used by GSM is nol necessary. Once the call is
established, media flows directly between the endpoints of the
call, independently of the path the signalling has taken.

Though not explicitly defined as part of the basic SIP spec-
ification, in-call handover mobility is also possible within SIP.
A mechanism for an environment based entirely on SIP, with
mobile devices which have an Internet presence, is described
in [17]. This mechanism does not use Mobile IP, as it suffers
from a similar triangular routing issue as does circuit switching,
and its handovers can be slow. Instead, it exploits SIP’s in-call
media renegotiation capabilities to alter the Internet address to
which media is sent, once a device obtains a new visiting ad-
dress through the standard mobile IP means. Therefore, Internet
telephony calls can send their media streams to mobile devices’
visiting addresses directly, rather than forcing them to he sent
to the home addresses and then relayed by a home agent as in
mobile IP.

III. ARCHITECTURE

In this section we describe our proposals for interworking SIP
and GSM networks. In our design GSM mobile devices and
their air interfaces and protocols are assumed to be unmodified.
They use standard GSM access signalling protocols and GSM
06.10 media atop the standard underlying framing and radio pro-
tocols. Some GSM entities within the fixed part of the network,
however, are upgraded to have Internet presences in addition to
their standard GSM MAP and ISUP interfaces. Serving MSCs
send and receive RTP packets and SIP signalling. In some of
the proposals other GSM fixed entities, such as HLRs, have In-
ternet presences as well. These entities still communicate with
each other using GSM MAP and other SS7 signalling protocols,
however.?

There are three primary issues to consider when addressing
this interworking: how calls may be placed from SIP to GSM,

2Tt is possible that this SS7 signalling itself takes place over an IP network,

using mechanisms such as the Stream Control Transmission Protocol (SCTP)
[18], currently in development.
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how they may be placed from GSM to SIP, and how in-call mo-
bility (handovers) are handled. The second and third of these
points are relatively straightforward, and we will address them
first. The first one is more challenging and represents the main
focus of this paper.

SIP/GSM Interworking: Calls from GSM to SIP

Calls originating from a GSM device and directed at a SIP
subscriber are not, in principle, different from calls from the
PSTN to a SIP subscriber. The primary issue when placing calls
from a traditional telephone network to SIP is that traditional
telephones can typically only dial telephone numbers, whereas
SIP addresses are of a more general form, based roughly on e-
mail addresses, which cannot be dialed on a keypad. Work is
ongoing to resolve this problem, but the currently envisioned
solution is to use a distributed database based atop the domain
name system, known as “Enum,” [19] which can take an E.164
international telephone address and return a SIP universal re-
source locator. For example, the E.164 number +1 732 332 6063
could be resolved to the SIP URI ‘sip:lennox @bell-labs.com’.

Since globally significant GSM numbers take the form of
E.164 numbers, several of the proposals below use Enum-style
globally distributed databases in order to locate Internet servers
corresponding to these addresses. However, for such databases
it would not he desirable to use the actual global Enum domain,
for security reasons.

SIP/GSM Interworking: In-Call Handover

As explained earlier, there are (wo calegories of in-call han-
dover: intra-MSC and inter-MSC. Intra-MSC handover does not
need to be treated specially for SIP-GSM interworking. Because
this happens between the serving MSC and the base stations,
the network beyond the serving MSC is not affected. As an
optimization, however, a serving MSC could use different TP
addresses corresponding to different base stations under its con-
trol. In this case, a mechanism for SIP mobility as described
before could be used to change the media endpoint address in
mid-call.

Inter-MSC handover does affect SIP-GSM interworking, and
remains for future study. We anticipate that a mechanism similar
to that of [9], as described in the introduction, could be adapted
to SIP for this purpose.

SIP/GSM Interworking: Mobile-Terminated Calls

The most complex point of SIP/GSM interworking is the
means by which a SIP call can be placed to a GSM device.
As discussed in the introduction, it is desirable to set up me-
dia streams directly hetween the calling party and the serving
MSC. In order to accomplish this, SIP signalling must travel all
the way to the serving MSC, as only the serving MSC will know
the necessary IP address, port assignment conventions, and me-
dia characteristics.

‘We propose three methods as to how SIP devices can deter-
mine the current MSC at which a GSM device is registered.
These have various trade-offs in terms of complexity, amount
of signalling traffic, and call setup delay.
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Proposal 1: modified registration

Our first proposal is to enhance a serving MSC’s registration
behavior. The basic ideais that a serving MSC registers not only
with the subscriber’s HLR, but also with a “Home SIP Regis-
trar.”” This registrar maintains mobile location information for
SIP calls.

The principal complexity with this technique lies in how the
serving MSC locates the SIP registrar. Our proposal, illustrated
in Figure 4, is to use a variant of the Enum database described
above. Once the serving MSC has performed a GSM registra-
tion for a mobile device, it knows the mobile’s MSISDN num-
ber. From this information, an Enum database is consulted to
determine the address of the device’s home SIP registrar, and
the serving MSC performs a standard SIP registration on behalf
of the device. A SIP call placed to the device then uses standard
SIP procedures.

Because of authentication needs, this proposal uses either
eight or ten GSM MAP messages (depending on whether au-
thentication keys are still valid at the VLR) and six DNS mes-
sages per initial registration, and four SIP messages per initial
or refreshed registration. Call setup requires a single SIP mes-
sage and four DNS messages, though some DNS queries may
be cached.

|
! @ UPDATE LOCATION

@‘ INSERT_SUBSCRIBER_DATA

(MSISDN)

|
|
" I
|

4 ® !
serving _% SIP Proxy &
MSC ! Registrar

@ SIP Registrar
Address

GSM
Location
Update

IMSI

MSISDN

Enum
Distributed
Database

(MSISDN -
Registrar)

Fig. 4. Registration procedure for proposal |

Compared to our other proposals, this proposal has two pri-
mary advantages. First, the only changes to the existing infras-
tructure are the modifications in the serving MSC and the addi-
tion of a variant Enum database to find registrars. Neither the
SIP registrar and proxy server, nor the GSM HLR and gateway
MSC, need to be altered. Second, because the complexity of the
proposal occurs only in registration, call setup shares the single-
lookup efficiency of SIP and is therefore relatively fast.

The disadvantages of this proposal, however, also arise due
to the separation of the two registration databases. First, once a
system requires the maintenance of two separate databases with
rather incomparable data, the possibility arises that the infor-
mation in the databases becomes inconsistent due to errors or
partial system failure. This is especially true because of the dif-
fering semantics of SIP and GSM registrations — GSM registra-
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tions persist until explicitly removed, whereas SIP registrations
have a timeout period and must be refreshed by the registering
entity. Furthermore, when mobility rates are low, the dual reg-
istration procedure imposes significantly more signalling over-
head than GSM registration alone, since SIP registrations must
be refreshed frequently.

Proposal 2: modified call setup

By contrast, our second proposal does not modify the GSM
registration procedure. Instead, it adds complexity to the call
setup procedure. Essentially it adapts the GSM call setup to
SIP. This is illustrated in Figure 5. When a SIP call is placed
to a GSM user, the user’s home SIP proxy server determines
the MSISDN corresponding to the SIP user address, and queries
the GSM HLR for an MSRN. The HLR obtains this through the
normal GSM procedure of requesting it from the serving MSC’s
VLR. The SIP proxy server then performs an Enum lookup on
this MSRN, and obtains a STP address at the serving MSC to
which the SIP INVITE message is then sent.

This approach uses either eight or ten MAP messages, as with
standard GSM, for registration, and four MAP messages, six
DNS messages, and one SIP message for a call setup.

! ®! PROVIDE_ROAMING NUMBER

I 6,7

‘ 4‘%@9 Fesporen %) -
I

i i (MSRN)

! /A// SEND ROUTING

I ® Respom
INFO (MSISDN)

(MSRN)
@ INVITE

SIP Proxy | ™o isor address

M | INVITE

< CeenigVSCSP sening WSC 5P
| device ackress)

SIP Doviee
Distributed Address
Database
{MSRN -

Device)

Fig. 5. Call setup procedure for proposal 2

Because this proposal does not modify the GSM registration
database, it has several advantages over the previous proposal.
Specifically, there is no possibility for data to become incon-
sistent, and the overhead of registration is as low as it is for
standard GSM. However, both the signalling load and the call
setup delay are high, as call setup now involves a {riple-phase
query: a GSM MAP query for the MSRN, an Enum lookup for
the SIP device address, and finally the actual call initiation. Ad-
ditionally, we have a new requirement that the SIP proxy server
and the HLR need to be able to communicate with each other.
This imposes additional complexity in both these devices, as it
requires new protocols or interfaces.

Proposal 3: modified HLR

Our final proposal is to modify the GSM HIR. In this pro-
posal, the serving MSC registers the mobile at the HLR through
standard GSM means. The HLR then has the responsibility to
determe the mobile’s SIP device address at the serving MSC.

The overall registration procedure for this proposal is illus-
trated in Figure 6. When a serving MSC communicates with an
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HLR, the HLR is informed of the serving MSC’s address, which,
as mentioned earlier, is an E.164 number. The HLR performs a
query to a specialized Enum database to obtain the name of the
serving MSC’s SIP domain, based on the serving MSC’s ad-
dress. While the previous two proposals treat the SIP device ad-
dress as an opaque unit of information whose structure is known
only to the serving MSC, this proposal takes advantage of its
structure.

Enum
Distributed
Database

(MSC (E.164)
- MSC (SIP))

Serving MSC
E.164 Address

R@;m\m/—)
Ms!

;
|
|
|
|
|
|
GSM | ,
|
|
|
|
|
|
|
|
.

VLR ‘ i HLR
T
Lacation 4 )
Update sewving |
MSC |

Fig. 6. Registration procedure for proposal 3

Figure 7 shows how a SIP call is placed. The SIP proxy
server queries the HLR for a SIP address and the HLR returns
an address of the form “MSISDN @hostname.of .serving. MSC”
to which the SIP proxy then sends the call. This proposal uses
either eight or ten MAP messages, and two DNS messages, for
registration, and four DNS messages and one SIP message for
call setup.

i VLR | HLR
1 | ! T
; 1 : o
® 1 i ® e 1 I @wwire
asm | [serving SIP P
S;TU\P/‘ | MSC o MSISON@sering MSC) | TOXY | ™ (to user ackress)

Fig. 7. Call setup procedure for proposal 3

This approach has the advantage that its overheadis relatively
low for registration and quite low for call setup. The time re-
quirements for call setup are similarly low. It does, however,
require invasive modifications of ITLRs. Additionally, the SIP
proxy server and the HLR must be co-located, or else they must
also have a protocol defined to interface them.

IV. ANALYSIS

Two important criteria for evaluating the signalling perfor-
mance of these three proposals for interworking SIP and GSM
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TARILETT
MESSAGE WEIGHTS

Symbol Parameter Value
Wsip ‘Weight of a SIP message 1.0
Wdns Weight of a DNS message 0.5
Wnap Weight of a MAP message 1.5
TABLE IIT
MOBILITY PARAMETERS
Symbol Parameter Value
Tin» Tou, Rate of call delivery / origination variable
Tbe Average boundary crossing rate variable
P1) Boundary crossing rate prob. e Thet
distribution (P(lp > 1))
s Call / mobility ratio %J:T"
Py Prob. that a device is new to 50%
a serving MSC
Py Prob. that a device has a unique 20%
registrar at its serving MSC
Py Prob. that a device has a unique 20%

serving MSC at its HLR/registrar

are signalling load and call setup delay. A detailed study of call
setup delay remains for future investigation. In this paper we
focus on performance in terms of signalling load.

Each of the proposals involves the use of several different pro-
tocols, in varying ratios. In order to compare total signalling
load imposed by each protocol, we assigned signalling messages
of each protocol a weight. The default values of these weights
are listed in Table II. We discuss the effect of these weights on
the total signalling load in our sensitivity analysis later in this
section.

Tables IIT and IV list the parameters for our model. We as-
sume equal rates of call delivery 7y, and 7oy, as is commonly
abscrved in European settings. We assign an exponential distri-
bution to the probability P,(¢) that a mobile remains in a particu-
lar MSC’s serving area for longer than time {. DNS caching was
accounted for by assigning the probabilities Py, Py, and Py to
the likelihood that particular DNS queries have been performed
recently, within the DNS time-to-live period.

Table V shows the equations for the weighted signalling loads
for registration and call establishment in cach proposal. These
equations are based on the packet counts for each proposal in
Section III.

Figure 8 graphs the total weighted signalling load (registra-
tion plus call setup costs) for each of the three proposals, as both
the incoming call rate and the call / mobility ratio vary. The in-
tersection line at which modified registration and modified call
setup are equal is shown in bold.

From this graph, we can observe some general characteris-
tics of the proposals’ signalling load. First, the modified HLR
proposal consistently has the lowest signalling load of the three,
typically 20 — 30% less than the others. This corresponds to in-
tuition, as it combines the “best” aspects of each of the other
two proposals, unifying both an efficient registration and effi-
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TARIETV
PROTOCOL PARAMETERS
Symbol Parameter Value
Lsip SIP registration refresh interval 3hr
Ldus DNS cache time-to-live 24 hr
Cauth Number of pieces of authentication 5
data cached at VLR
TARIEV

WEIGHTED PACKET COUNTS FOR EACH PROPOSAL

Case Formula
Modified Registration
Registration  75c((8 + 2/Cautt) Wmap+
(QRH + 4})mr) Wdns+
10+ Y2, Pililay)) wy)
Call setup Pin (4 PusWans + 1Wsip)
Modified Call Setup
Registration Tbe (8 -+ Q/Cauth) Wmap
Call setup Tin <4ﬂ7map + 6PysWdns + 1’“755}))
Modified HLR
Registration 7y ((8 + 2/Cantn) Wmap
+2PystWaus)
Call setup 7y, (4PustWns + Lwsip)

cient call setup procedure.

Second, the relative signalling loads for the other two propos-
als depend on the values of the traffic parameters. Modified call
setup is more efficient for a low incoming call rate or a low call /
mobility ratio (i.e., fast mobility), while modified registration is
more efficient when both parameters are high. A closer look at
the equations in Table V reveals the reasons. Consider the rela-
tive cfficiency of the two approaches for varying incoming call
rates: modified call setup performs less well for high incoming
call rates because its call setup procedure requires four addi-
tional GSM MAP messages and possibly two additional DNS
messages compared to that of modified registration. Similarly,

Modified Registration
Modified Call Setup --------
Modified HLR -----

Mod. Reg = Mod. C.5. ——

Tot. packet weight

3
25

5
15

1 Incoming Call Rate

call / hour

1

2
Call/ Mobility Raty 4 05

Fig. 8. Weighted signalling load of the three proposals
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modified call setup outperforms modified registration for low
call / mobility ratios because the latter has higher registration
message overhead due to dual registration and SIP registration
soft-state.

Tn order to increase the confidence in the above results, we
performed sensitivity analyses to validate our choice of various
parameters.

Tot. packet weight

Wongp = 300 -----
500 Wi =400 -
450
400
350

1.5
Incoming Call Rate
call / hour

Fig. 9. Line of Intersection: Mod. C.S. = Mod. Reg. (map varying)

Wpng = 010 —oeeneres
Wl Z 02
Tot. packet weight xzf‘s - 85?
Wepg = 1.00 -
500
450
400
350
300
250
200
150
100
50 35

2

1.5
3 Incoming Call Rate
Call / Mobility Ratio

call / hour

Fig. 10. Line of Intersection: Mod. C.S. = Mod. Reg. (wqns varying)

Sensitivity analyses for the weights assigned to MAP and
DNS messages are shown in Figures 9 and 10, respectively.
These graphs illustrate how, as the protocol weightling changes,
the position of the intersection line in Figure 8 changes.

Figure 9 shows that as the weight assigned to the MAP pro-
tocol increases, the area in which modified registration is more
efficient — the right-hand side of the graph, where call rate and
call/mobility ratio are both high — increases as well. This fits
with the intuitive understanding of the approaches, as modified
registration uses fewer MAP messages than modified call setup.
Similarly, Figure 10 shows that as the weight assigned to the
DNS protocol increases, the area in which modified registration
is more efficient shrinks slightly. This also fits with intuition, as
modified registration uses more DNS packets. However, the to-

166

tal packet load is generally less sensitive to the weight assigned
to DNS messages, which explains why the lines in Figure 10 are
relatively close to each other.

The signalling load of the modified HI.R proposal is always
less than the other two. Thus, it is not shown in our sensitiv-
ity graphs. In regards to the other two protocols, though the
crossover point moves as the weights assigned to the protocols
vary, these sensitivity analyses show that the general shape of
the graph, and therefore the conclusions we draw from it, do not
change.

50

45

40

35

30

ot. packet weight
n
«

SIP Refresh Interval (hours); r;, = 1

Fig. 11. Total weight of modified registration

Figure 11 shows the effect of various choices of values for
the SIP registration timeout period. (This value only affects the
modified registration proposal, as the other proposals do not use
SIP registration.) The value for this parameter should be chosen
so that the additional cost of SIP registration is relatively minor,
that is, so that the graph has roughly flattened out. This opti-
mal value therefore depends on the boundary crossing rate, but
generally, a timeout of three hours is a good choice for most rea-
sonable boundary crossing rates. This value can be larger than
the standard value of one hour used by SIP, as serving MSCs
can be assumed to be more reliable and available than regular
SIP end systems.

V. IMPLEMENTATION

To prove the feasihility of our proposal, we implemented the
maodified call setup scheme atop the Enhanced Mobile Call Pro-
cessing (EMCP) component of the Bell Labs Router for Inte-
grated Mobile Access (RIMA) [15]. Figure 12 illustrates the
overall architecture of this system. The modified call setup
scheme was selected partly because it appears to be more ap-
plicable than modified registration scheme in the future mobile
networks where a higher mobility rate is expected. It also re-
quires substantially less modification to GSM equipment than
the modified HLR scheme.

As opposed to traditional MSCs, RIMA is inherently TP based
and uses packet networks for both transport and signalling. It is
built on top of an IP router based network and is composed of a
cluster of commeodity processors and various gateways perform-
ing media conversion and transcoding. It supports standard cir-
cuit voice for wireless terminals like GSM phones and connects
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L EMCP: Enhanced Modular Call Processing
BTS BTS: Base Terminal Station

BSC: Base Station Controller

HLR: Home Location Regjster

MD: Mobile Device

R: IP Router

PSTN-GW: PSTN Media Gateway
RTP-GW: RTP Media Gateway

Fig. 12. RIMA-based Network

to existing circuit networks like the PSTN. It was designed with
the idea in mind of connecting to packet voice networks like the
Internet.

RIMA provides wireless access to mobile users through a
packet based wireless access network. A RIMA network has
four major components: a Base Station Controller (BSC), a
PSTN media gateway (PSTN-GW), an RTP media gateway
(RTP-GW), and the EMCP call processing engine, connected
via an IP network.

Each BSC has an IP interface and translates voice and sig-
nalling information between circuit and packet format. It serves
as a media gateway translating between circuit voice and RTP/IP
packet voice. With respect to signalling, it terminates the stan-
dard GSM interface towards mobile devices to accommodate ex-
isting radio networks and tunnels these signals in IP packets on
the RIMA wireless access packet network.

A PSTN-GW performs media conversion between RTP/IP
packet voice in the RIMA access network and circuit voice over
the PSTN. It is controlled by the call processing engine, and
it may perform possible transcodings between different coding
schemes such as compressed wireless (e.g. GSM speech) and
PCM (e.g. (u-law).

We added the RTP-GW to provide RIMA with media con-
nections to the Internet. Though the RIMA access network uses
RTP internally, it was useful to centralize advanced function-
ality such as buffering, jitter adaptation, and handling of the
Real-Time Control Protocol (RTCP) into a single location. In
this way, other RIMA entities do not need to support the en-
tire suite of complex RTP behavior. The RTP-GW also per-
forms transcoding between coding schemes as necessary, if for
example a remote SIP endpoint does not indicate support for
GSM encoding but wishes only to send and receive PCM. We
implemented this gateway using the Bell Labs RTPlib [20] li-
brary, which we ported to the same single-board computers as
the PSTN-GW.

RIMA’s MSC and VLR functionality is realized by the EMCP
call processing engine, whose structure is shown in Figure 13. Tt
is deployed on a cluster of commodity processors such as work-
stations or single board computers. The engine is separated from
the IP media transport network and can be viewed as a signalling
gateway by IP telephony networks. It consists of a collection of
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Fig. 13. Structure of EMCP Call Processing Engine

functionally distributed servers. Call processing and mobility
management tasks are accomplished by their collaboration.

The call processing engine is comprised of two server classes:
core servers and interworking managers (IMs). Core servers
perform call processing and mobility management tasks com-
mon to any wireless system. Interworking managers act as pro-
tocol gateways to internal core servers, isolating them from ex-
ternal signalling protocols thereby allowing the core servers to
evolve independently of these protocols.

There are three core servers: a channel server, a connection
server, and a user call server (UCS). The channel server manages
switching device resources, such as transport channels and DSPs
for vocoding, allocated during call setup and deallocated during
call release. The connection server coordinates the allocation of
channel resources to establish an end-to-end comnection. The
UCS maintains information on the registration status of mobile
devices currently located within the service area of the RIMA
system and records call activities involving a particular mobile
device. The UCS also handles other mobility management tasks
such as paging, handover, mobile user authentication, and ci-
phering.

Interworking managers allow core servers to accommodate
different sets of standard interfaces. As originally developed,
EMCP has interworking managers supporting the GSM A stan-
dard protocol between an MSC and a BSC (IM-GSM-A), GSM
MAP to the HLRs (IM-GSM-MAP), and ISUP to the PSTN
(IM-ISUP). To realize the architecture described in this paper,
we added a new interworking manager, IM-SIP, which supports
SIP towards the Internet. Implementing this IM was straightfor-
ward. Due to the modularity of the EMCP architecture, IM-SIP
could use the same interfaces as IM-ISUP. Because we chose
the modified call setup model, we did not have to alter EMCP’s
registration procedures.

For the Home SIP Proxy, we extended an experimental Bell
Labs SIP proxy server and registrar to allow it to communicate
with an HLR. This proxy server was programmed to recognize
that certain blocks of addresses corresponded to GSM users. For
these numbers it invokes a special procedure in which it asks
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the HLR for an MSRN. Because Enum has not yet been stan-
dardized, we instead used a table lookup to find SIP addresses
corresponding to the MSRN returned.

VI. CONCLUSION

We proposed three novel schemes to directly interconnect
GSM mobile and SIP Internet telephony systems. Compared
with the conventional approach of routing a call through PSTN,
direct interconnection prevents triangular routing and eliminates
unnecessary transcodings along its path. We analyzed the sig-
nalling message load of three proposals under a wide range of
call and mobility conditions. The modified HLR scheme always
imposcs less signalling burden, typically 20-30% less than the
other schemes, although it requires significantly greater modifi-
cation to GSM equipment. The efficiency of the other two pro-
posals, modified registration and modified call setup, depends
on the traffic parameters. When the incoming call rate and call
/ mobility ratio are both high, modified registration is more ef-
ficient. Modified call setup performs better otherwise. We fur-
ther demonstrated our implementation of one of the proposed
schemes, modified call setup, in the Bell Labs next generation
wireless access system RIMA.
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Abstract— IP telephony is currently evolving from a more or less still
experimental towards a carrier grade service which has the potential of ex-
tensive use both within the Internet as well as in Intranets. Currently we
see the two signaling protocol families H.323 and SIP existing and further
evolving simultaneously. For both, efforts are done to not only establish ba-
sic calls but to enable so called Supplementary Services. This is generally

idered one pr dition for r the fu of existing con-
ventional PBXs on top of a standard protocol. Nevertheless solutions that
support more then just basic call scenarios are at the moment still often
based on proprietary protocols or protocol extensions.

Since we assume that both H.323 and SIP are going to coexist for a longer
future period, gateways between both protocol families are of large interest
and research, standardization and development activities have been spent
on those.

As part of an industry research cooperation we have (independently
from other efforts) developed and deployed a fully Open Source H.323/SIP
gateway. The paper shows its concepts and describes its use as a power-
ful reference implementation basis for further development targeting at the

ing and ying of Suppl y Services. Our gateway’s mod-
ular, flexible and extensible architecture as well as the usage of scripting
functionality both for configuration as well as internal protocol process-
ing enables the usage of different basic software components (e.g. protocol
stacks) in a fast prototyping way. We consider this especially important,
since the existing freely available stacks (such as OpenH323) do not sup-
port H.450 or SIP Supplementary Services at the moment.

Keywords—IP Telephony, SIP, 1L323, Gateway, Supplementary Services,
Rapid Prototyping and Testing of Services

I. INTRODUCTION

Providing gateway functionality between different protocol
stacks is a ongoing task and challenge. For making an opera-
tional prototype or even a product, designers and implementors
do not only have to find and describe the mappings between
the protocol primitives of both signaling “worlds” but also to
establish a framework for “glueing” protocol stacks and their
implementations together. In most cases this work can not start
from scratch, but has to consider the existing design of the com-
ponents that get connected. Thus, their implementation, inter-
faces and dynamic behavior may be more or less suited for usage
within a common application. In general, combining two soft-
ware products that have been implemented independently and
without considering further combined use, is not an easy task.

In addition to basic call connectivity IP telephony has to offer
services that are comparable or even more sophisticated services
than those of the PSTN.

The paper is organized in the following main parts. After a
short introduction of the IP signaling protocols H.323 and SIP,
their specifics and implications for interworking we present the
requirements for the gateway followed by a description of the

architecture that we have developed and implemented. This in-
cludes a critical evaluation of the specifics of basic software
components as well as the features of our system. Then we show
our approach for enhancing the gateway for Supplementary Ser-
vices on the example of a H.450 to SIP mapping scenario. Fi-
nally we conclude our paper and give an outlook on future tasks
and activities.

II. IP TELEPHONY SIGNALING PROTOCOLS

The two existing IP telephony signaling protocols H.323 [1]
and SIP [2] are currently evolving simultaneously. Both deal
with the standardized setup, communication parameter negotia-
tior/exchange and teardown of two- or multi-party communica-
tion sessions. While H.323 has been within the focus of espe-
cially vendors with a strong PBX and classical telephony back-
ground for a longer period, SIP meanwhile gains a very high
attraction both from the research community as well as from
equipment and service providers. There has been a number of
publications [3], [4], [5] that critically review and compare the
protocols features and do mainly address complexity and com-
munication overhead.

Especially when doing experiments on porting as well H.323
as SIP software to small end systems (such as the most recent
generation of PDAs running WinCE or Linux) we have found,
that the more lightweight and extendable SIP approach has a
number of benefits concerning criteria such as necessary com-
puting power and even more serious memory footprint'.

Both protocol families agree upon the usage of RTP [6] for
exchanging media and its companion RTCP for controlling and
specfiy a number of well-defined audio codecs (e.g. [7], [8], [9])
for transmitting media data, but differ in the way control infor-
mation is exchanged and processed within the internal protocol
state machines.

Since the coexistence of both protocol families is expected
for a longer future period, gatewaying between both — thus en-
abling interconnected end systems to use their specific signaling
and protocol semantics while mapping them transparently — is
a challenge for appropriate interworking units. Their concepts
have been described in a number of publications [10], [11] and
companies as well as number of implementors within the re-

1OpenH323 ohphone and necessary libraries (cross-)compiled for a Compaq
iPAQ PDA (StrongARM processor, 32MB RAM, 16MB Flash) running Linux
have a size of 9236292 bytes, a basic SIP UA plus RTP stack can be implemented
considerably smaller
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search community [12] are working on building such solutions.

III. THE H.323/SIP GATEWAY PROTOTYPE
A. Starting situation

An interworking unit between the two protocols that has to
meet the requirements of protocol conformity, call sequence
mapping and direct RTP/RTCP media exchange between the
communication endpoints (described in detail in [13], [14])
should try to use existing or evolving protocol stacks thus low-
ering the necessary implementation effort. Out initial require-
ments for an implementation are listed in Table I.

Requirement Implications
Basic Interworking Func- | Support for H.323- as well
tionality as SIP-originated calls from

terminals / User Agents with
at least minimal interopera-
ble media encodings
Support for co-location with
H.323 gatckeepers and SIP
UAs becoming “virtual”
H.323 subscribers as well as
for participants in “protocol
clouds” with configurable
way and location of address
mapping

Support for different inter-
working protocol sequences
depending on what time
media endpoint descriptions
are available (e.g. H.323vl
vs. H323 versions with sup-
port for Fast Connect)

Handling of different locat-
ing and addressing mecha-
nisms

Interoperability with appli-
cations using different pro-
tocol versions and variants
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« Usage Conditions (Open Source vs. Evaluation Version
vs. Commercial Only Version)

After an cvaluation of several software packages (addition-
ally to the used stacks we considered the DynamicSoft SIP
stack [15], the software forming the sipd package [16] and lib-
dissipate [17]) we have chosen the SIP protocol stack provided
by Vovida [18] to integrate with the OpenH323 [19] H.323 im-
plementation. Mainly because they are both Open Source, sup-
ported by a large developer community, have evolved rather fast,
do support multiple platforms and have meanwhile reached a
certain level of maturity.

B. Basic gatewaying approach

Figure 1 shows the the basic concept of interworking between
H.323 and SIP using our H.323/SIP-Gateway [20] as well as the
interaction of the components.

The gateway component handles the mapping, forwarding
and execution of the appropriate signaling messages, whereas
the RTP media streams are exchanged directly between the
caller and callee.

H.323 Signaling
H.323 User Agent H.323 Gatckeeper
————————————
ignating \\ H323 | * Registration
Media Streaming L ! H323 * Admission Control
AN # Suppl. Services
A N \1
RTP ! H.323
Media ' SIP 3
. o
SIP Signaling
SIP User Agent
Signaling
Media Streaming

Scalability Initial support for one call at
a time as well as for mul-
tiple parallel calls in a full-
featured version

Extensibility Support for different proto-

col stacks as well as addi-
tional features (such as Sup-
plementary Services) as they
become available

TABLE 1
REQUIREMENTS FOR THE G ATEWAY

In order to meet those requirementsin an efficient way we did
an evaluation and pre-selection of H.323 and SIP base compo-
nents that has been based on the following criteria:

« Availability, stability and functionality of the package (client-
only vs. full-featured including server component)

o Development and runtime platform (Operating System, im-
plementation language and portability)

« Obtainability of program source code and adaptability

« Interoperability

« Estimated complexity of direct integration with other compo-
nents

Fig. 1. Interworking hetween H.323 and SIP

The gateway is first of all supposed to work in a simple sce-
nario just using directly connected H.323 terminals and SIP
User Agents. To be really useful in a "real-world environment”
it has to support clients attached via fully deployed “’protocol
clouds” (H.323 terminals using the Gatekeeper Mediated Call
Model, SIP User Agents communicating via “chains” of Proxy
and Redirect Servers) as well.

‘We now provide basic information on the building blocks of
our implementation.

C. Vovida SIP Architecture

Implementations using the Vovida SIP stack (such as the SIP
User Agent sua) are usually built using an internal Finite State
Machine (FSM) that is driven by events.

The stack originates and receives messages which are for-
warded via an internal FIFO. All the events driving the inter-
nal FSM are encapsulated as objects. Existing events that also
carry parameter information and can thus be extended and new
events can easily be added. The same applies to the additional
transitions which can be notated in a standardized way. The
implementations multi-threaded asynchronous message passing
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approach without the necessity to explicitly call functions di-
rectly makes the approach very suitable for loosely coupled in-
teraction and enhancement with other implementations.

D. OpenH323 Architecture

OpenH323 applications are built on top of the powerful net-
work, interprocess communication and threading library pwiib.
The source package also provides an ASN.] parser, that au-
tomatically generates code for parsing and generating H.323
PDUs from their standardized ASN.1 description. The handling
and processing of signaling messages is encapsulated in an ob-
ject oriented way which provides simple but powerful means for
extensions. The stack is organized using method calls and call-
backs that are associated with the protocol and state transitions.

“Primitives” like OnlncomingCall or OnOpenLogical Chan-
nel can easily be enhanced to add additional functionality such
as the extraction and modification of source or target addresses
and ports when processing the RTP endpoint descriptions in the
gateway case. Enhancements benefit from the clear object ori-
ented structure of the software as well as from the availability
of not just an OpenH323 based H.323 terminal but also other
components like a H.323/PSTN gateway (pstngw as part of the
base package) that shows a possible interworking functionality.
As well as an OpenH323 based gatekeeper [21] as a represen-
tation how to deal with requests from multiple communication
partners.

E. Straight-forward Integration

The OpenH323 stack uses unique call identifiers referring to
a particular call and can be enhanced in a more “close coupling”
way by directly calling its methods or registering new methods
to be called. We have used that approach for our very first gate-
waying experiments, thus integrating the SIP stack as well as the
OpenlI323 part in just one common executable holding all the
functionality.

E More generalized Gateway Architecture

‘While the direct integration of two protocol stacks is a valu-
able approach for creating a first prototype, a more general de-
sign must be used for implementing a system that can fulfill its
task using a stable and more or less persistent core logic, while
combining it with altermative protocol stacks or newer versions
of the existing ones. We had to face a rather rapid development
of both OpenH323 and Vovida SIP with even changing and non
backward compatible classes and interfaces during our project
period. Thus a redesign of the gateway has been done, leading
to a highly modular system architecture.

Alternative protocol stack implementations can now be in-
tegrated as “plug-ins”, by implementing the “glueing” code to
connect a new component with the well-designed interfaces of
the system. Figure 2 shows the structure of the recent system,
with the protocol stacks actually used in grey color and alterna-
tives indicated by dashed lines and boxes.

In this architecture, a Configuration Manager provides the
means to connect the gateway with the SIP and H.323 world.
The Connection Manager handles the set of the active connec-
tions between two end-points that belong to the different signal-
ing worlds. For each new session a Connection object is created,
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that encapsulates the objects which perform the “translation” of
the parameters between the two protocols. The H2S component
is responsible for the mapping of the H.323 messages and state
transitions to the their STP counterparts, while the S2H compo-
nent is responsible for the reverse translation.

Two interfaces have been defined to increase the modulari-
ty of the system. The design of the SIPInterface and the
H323Interfuce is based on the set of supported messages of
each protocol. Each different message is mapped to a specific
method. For example, in the SIP protocol the INVITE message
is mapped in the Invite() command. Each parameter of the IN-
VITE message is an argument in the Invite() method. The inter-
face for the H.323 protocol has been designed similarly. Since
H.323 is a more complex protocol stack, sub-interfaces can
be defined for each protocol included in the suite (e.g. H.245,
H.225, etc.).

The integration of the core gateway components with the im-
plementation of the protocol stacks is supported by the abstrac-
tion of “Linkage” components. Implementation specific parts
for each supported stack and their adaption are placed inside
those. In our implementation, there are two specific compo-
nents to integrate the system with the Vovida SIP protocol stack
and the OpenH323 protocol stack. For the SIP part, the Link-
ageToVovida component inside the LinkageToSIP component
communicates with the core Vovida SIP stack through the asyn-
chronous FIFO that processes every event in the protocol stack.

Similarly, in order to integrate the OpenH323 protocol stack,
a new module has been realized, the LinkageToOpenH323, that
implements the callback interface of the OpenH323, as it is re-
quired from the specific implementation. All the modification
and the implementation details regarding the integration with the
specific protocol stacks have been kept in the “Linkage” compo-
nents, leaving the rest of the system independent.

The arrows in Figure 2 visualize the dynamic behavior of the
components. A new SIP message that arrives in the gateway is
received from the Vovida component and through the Linkage-
ToSIP layer, it is passed to the S2H component. S2H translates
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the parameters to the H.323 equivalents and it calls the Linkage-
ToH323 component, which implements the H323Interface. The
later component is passing the information to the OpenH323
protocol stack and the new message is transmitted to addressed
receiver.

G. Flexibility by means of Scripting

Within the gateway development and customization there are
a number of situations where flexible means of describing the
parsing, modification or generation of signaling PDUs or events
and states within the system are very valuable. While this can
be done using compiled code it restricts the flexibility and op-
portunities for rapid prototyping of new mechanisms.

Scripting languages can solve some of these tasks very well.
Their drawbacks such as slower execution as well as just lim-
ited “compile-time™/static type and correctness checking can be
accepted within the environment we have.

Figure 3 shows the usage for address mapping but the the
approach can be used for the notation of dynamic protocol se-
quences as well.

Seripting Lanpuage Tolerpreter

STCL

Producer Consumer

Tntorfacing by meacs of:
calling interface (script name and parameiers)

optional daa Limasfer through (sankd) pipe

Fig. 3. Integrating scripting functionality

‘We have chosen to integrate oTcl, an object oriented variant
of Tcl, because of its flexibility, easy integration with Unix IPC
mechanisms and even direct C or C++ linkage. Its mechanisms
have shown to be well suited for the notation and computation
of even complex algorithms [22]. During the development and
test process of the gateway a certain functional block can be
coded as a call to an oTcl function. This one itself does either
use generic Tel code or may wrap native code that is loaded as
a shared library at runtime.

This allows to build and dynamically modify data and signal-
ing paths by passing information through (named) pipe chains
and via command line arguments.

H. Gateway feature set and interoperability

The gateway is able to handle multiple connections that are
identified by the persistent callReferenceValue (CRV) on the
H.323 side as well as by the unique SIP call identifiers on the
SIP side. Since just the control data but no RTP audio packets
have to be exchanged via the gateway it does not form a perfor-
mance bottleneck.

The implementation has been tested with different infrastruc-
ture and end system components both on the H.323 and SIP side.
Its current features are listed in Table II. Naturally it interop-
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erates with the SIP User Agent sua that is part of the Vovida
protocol stack.

Feature Conformance

Media capabilities Support for participants us-
ing G.711 (no further codec
negotiation even if both par-
ticipants can support those,
yet)

SIP and H.323 according to
the features of the build-
ing stacks, support for both
H.323v] style and Fast Con-
nect call setup

H.323 Gatekeeper-less or
Gatckeeper-attached  mode
using configurable address
mapping within the gateway
Support for multiple parallel
calls

Protocol support

Environment Integration and
Address Mapping

Scalability

TABLE I
CURRENT GATEWAY FEATURES

On the H.323 side we were able to successfully test the gate-
way with a number of I1.323 gatekeepers from different vendors
(Tenovis, Siemens) as well as with the Open Source gatekeeper
opengate [21] and the clients NetMeeting, OpenH323 ohphone
(formerly voxilla) and the LP5100 IP phone.

1. Availability of other implementations

By the time we finished the first gateway implementation
for our research contractor another comparable implementation
[23] combining the protocol stack used within the Columbia
University sipd and OpenH323 became available. It is dis-
tributed in a binary evaluation version and source code can be
obtained and licensed for evaluation and further use.

‘We see our implementation as to a certain extent similar to
this one, while our intended licensing policy will differ. The
gateway can now (after we reached an agreement with the re-
search contractor) released fully Open Source. Additionally we
will use it as an research and implementation basis for the inte-
gration of Supplementary Services.

IV. CHALLENGES FOR IP TELEPHONY SERVICE
ENIIANCCMENTS

In general we can distinguish between Supplementary Ser-
vices (which implies a well defined meaning within the H.450.n
protocol framework in the H.323 world) and a more general set
of additional functionality that we can call Value Added Ser-
vices (such as e.g. Presence or Instant Messaging Services as
well as the description and customization of complex Commu-
nication Workflows). They differ in both where and by which
basic mechanisms they are provided, composed and furnished.

A. Service Description and Paramelerization

The Call Processing Language (CPL) [24] approach primar-
ily addresses service parameterization by untrusted developers
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or users within both end as well as infrastructure systems. It
uses XML for notating the processing of parameters and the in-
tended functionality. Following the IN-Service model CPL is
strictly formalized and uses a decision graph technique, hence a
Directed Acyclic Graph (DAG), to describe the flow of the pro-
gram. This allows methods for analyzing worst-case paths and
a guarantee for well-defined termination.

CPL scripts can be transported and placed either by out-of -
band means but preferably using core protocol mechanisms such
as the transport as payload of a SIP REGISTER message. The
usage of CPL for creating and describing service logic for H.323
telephony systems is currently under evaluation and ongoing
discussion with participation of experts from both the ITU as
well as the IETF groups.

B. Integration Mechanisms

Whereas the CPL approach assumes a runtime-environment
that has been pre-established within the infrastructure and end
system components (and primarily needs to be parameterized),
services can also be provided at a lower (more implementation
centric) level.

At the moment two programming language and implemen-
tation mechanisms for SIP are proposed. For trusted develop-
ers an extended CGI (Common Gateway Interface) called SIP
CGI [25] is considered. The CGI technique is well known for
creating dynamic content for web pages or triggering external
interactions in the http environment. It is well-suited for devel-
oping applications using any programming language and having
acecss to any resource.

Another approach is the use of the Servlet technology. A SIP
Servlet [26] is a specialized Servlet which executes telephony
service logic. It is written in Java code and interacts with a SIP
server or a “Servlet-Engine”. The standardized Server API [27]
allows to run the code on all Servlet-enabled servers. Because it
defines a possibly standardized framework and JAVA compile-
and runtime checkings as well as security precautions, we con-
ceptually see it between the stringent restrictions of a CPL and
the complete (but often also undesired and dangerous) openness
of SIP CGIL.

C. Relevance for Gateway Design

The approaches build a solid base for writting and installing in
particular high level Supplementary Services, whereas our ini-
tial focus lies more on Call Control services. The gateway must
handle the mappings between the protocols H.450 and SIP first
of all to ensure an seamless and transparent interworking. De-
sign and implementation should consider the above mentioned
approaches though.

V. PROVIDING GATEWAY FUNCTIONALITY FOR
SUPPLEMENTARY SERVICES

Existing H.323/SIP gateway implementations only support
interworking for basic call functionality while interworking for
Supplementary Services is (as far as public information is avail-
able) not provided yet. Since exactly those services are consid-
ered crucial for widespread user acceptance we expect this to
change rapidly within the near future.
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At the moment the definition of the feature set and appro-
priate protocol mappings [13], [11] are under development and
standardization. The ITU-T Recommendations H.450 specify
several ISDN-like services for H.323, whereas Supplementary
Services for SIP are specified within the Working Groups of the
IETFE.

A. Signaling Protocol Extensions

Describing and configuring a service can only be based on
the functionality that the underlying protocol provides. This in-
volves both the specification and standardization of new proto-
col sequences using existing PDUs and methods as well as the
definition of new ones, if this is necessary.

Call Transfer [28], Call Park and Pickup [29] and a com-
prehensive set of features comparable to those well-known for
the classical ISDN [30], [31], [32], [33] are defined as Supple-
mentary Services for the H.323 environment within the H.450
protocol series. The ITU Recommendations basically define a
detailed, stringent and complete set of new (A)YPDUs needed for
a service, whereas the SIP approach appears to be more “func-
tionality and mechanism centric”.

Consequently a conceptional framework [34] for enhancing
SIP with Supplementary Services has been derived meanwhile.
On this basis two more drafts, that address dedicated Call Con-
trol services — Call Transfer [35] and Call Diversion Indication
[36] — are available.

Once protocol primitives are established, they have to be
integrated and parameterized using higher layer mechanisms.
Defining a comprehensive operational system does not need a
“part by part” but an integrated system approach. Design and
implementation decisions definitely have a general effect and
often alternatives can be chosen for where to place a certain
functionality. Therefore we consider these higher layer mech-
anisms within our interworking scenario as well.

B. Analysis of Use Cases and protocol mappings

‘Whereas the definition and deployment of services within one
protocol world is alrcady a challenge, their interoperability in
hybrid signaling scenarios is a task, that protocol gateways will
have to deal with in the future. Therefore we will show an ana-
lysis of possible scenarios and their implications for enabling
appropriate mechanisms within our gateway. We have chosen
the following example, because it involves general basic func-
tionality that can be refound and adapted in other scenarios.

The ITU-T Recommendation H.450.2 (Call Transfer) de-
scribes the service which enables the served user A to transform
an established call (user A - user B) into a new call between user
B and a user C selected by user A. The involved H.323 and SIP
parties are shown in Figure 4.

Participants may be located in three different “zones”, each
with an own Gatekeeper or Registrar / Proxy server.

A SIP client (SIP,) is talking to an H.323 client (H.323)
through a gateway. This call should be transfered into a call
between this H.323 and another SIP client (SIP). For sim-
plification we do not explicitly show Gatekeeper or Registrar
interaction for resolving symbolic names or addresses.

To enable Call Transfer between a H.323 and a SIP client,
the SIP side should use a modified stack supporting the SIP RE-
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FER [35] call control extension and must interact with an H.323
stack supporting H.450.2. The sequence of messages between
the gateways and the three entities (STP;, H.323, SIP) is de-
scribed schematically within the following paragraph. Addition-
ally signaling details are shown in Figure 5.

In SIP an unattended transfer (the counterpart to the blind
transfer in I1.323) of a call is instantiated by laying the con-
nection with the endpoint, which should be transfered, on hold.
This can be achieved by sending an INVITE (hold) message
(2). When this is confirmed, a REFER message (3) from the
transferor to the transferee is sent. If the transferee is willing
to accept the call transfer, it signals this by a 202 ACCEPTED
message.

The REFER method indicates, that the recipient should con-
tact a third party using the contact information provided in the
method. The REFER message is “translated” by the gateway
into its H.323 equivalent, a FACILITY request (3). The REFER
method indicates, that the recipient should contact a third party
using the contact information provided in the method.

To transfer the call the REFER-headers Refer-To and
Referred-By are used to convey the necessary information. On
the H.323 side the FACILITY message is a Q.931 message type
defined within the H.225 protocol [37]. Both messages con-
tain (among other information) the address of the new endpoint.
‘With this information a H.225 SETUP sequence (5) to the new
endpoint is initialized, which is turned into an INVITE message
from the H.323/STP-Gateway.

After a successful negotiation between the H.323 client and
SIP, (messages sequence 5) and the receipt of a CONNECT
(6) messages at H.323 the initial connectionisreleased (8) using
H.225.0 RELEASE COMPLETE message. On the SIP side the
connection is torn down by the gateway, using a sequence of
NOTIFY (8) and 200 OK, BYE and 200 OK (9).

The generally known and implemented interworking tech-
niques can be used to perform the appropriate the H.323/SIP
and H.245/SDP (capability handling) mappings.

The description (with its several mappings and transitions)

Fig. 5. Call Transfer signaling with gateways

should show that the (prototyping) test and deployment of Sup-
plementary Services can benefit from the availability of a flex-
ible notation and runtime support for protocol sequences and
payloads within the gateway.

C. Integrating Supplementary Services into our Gateway

To enable Supplementary Services over a gateway, scveral of
the components shown in Figure 2 are involved and have to be
changed or enhanced.

First of all, signaling stacks that provide the low-level func-
tionality for the services (being able to generate and interpret
appropriatec PDUs such as FACILITY and REFER in our cxam-
ple) have to be chosen and integrated. By interfacing them via
Linkage modules this is possible either by enhancing the exist-
ing stacks or replacing them with new ones without breaking the
core functionality.

The protocol message translation and their semantic interpre-
tation will be done within the core components H2S and S2H.
Through the usage of scripling for notating both static message
mappings as well as dynamic protocol state transitions our im-
plementation is well suited for doing that in a fast rapid proto-
typing way.

‘We consider this integrated scripting functionality as one of
its main benefits, because it enables us to quickly react on
changes in the specifications and do selective tests. Addition-
ally the question of whether unexpected and undesired feature
interactions may occur can be practically monitored.

VI. CONCLUSIONS AND FUTURE WORK

Within this paper we have described the design and imple-
mentation of an extendable full Open Source H.323/SIP gateway
that will form the core of our ongoing work on providing Sup-
plementary Services for both IP telephony protocol worlds. We
consider the use of scripting within the gateway logic as promis-
ing approach that should be discussed as work in progress.
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The source code of the gateway (in its version without H.450
support for Supplementary Services) will be available as Open
Source for further evaluation and enhancement.
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Abstract—The ECLIPSE project shows how concerns re-
lated to the complex behavior of telecommunication systems
can be separated from concerns related to the IP imple-
mentation of that behavior. Within this context, the behav-
ioral problems of Location and Identification, Switching and
Spontaneous Conferencing, and Mail are addressed. Each
of these features is challenging because it is not clear which
functions should be included within its boundary, because it
encompasses many possible behavioral variations and con-
flicting requirements, because it interacts with many other
features, and because (like all features) it must be extensi-
ble. For each feature, the paper proposes a boundary and
presents an architecture for performing all the functions
within the boundary, with all their behavioral variations.
The paper also shows how the composition of these feature
architectures is extensible and reveals potential feature in-
teractions. Bad feature interactions can be prevented, and
good feature interactions preserved, by minor adjustments
to the feature composition.

Keywords— multimedia telecommunication services, re-
quirements, feature interaction, user interfaces, personal
mobility, conferencing, mail

I. INTRODUCTION

ELECOMMUNICATION services are now migrat-

ing to IP networks. The good news is that designers
can offer customers whatever they might need or want. In
this new context, services are unconstrained by the PSTN
legacy or by inflexible technology.

The bad news is the same. Designers of telecommuni-
cation features in this new, unconstrained context will be
faced with a truly bewildering range of surprisingly dif-
ficult choices. They will find that the work required to
choose and justify the externally observable behavior of a
new feature—in every possible situation—is a large frac-
tion of the total work required to create it.

There are three fundamental reasons why these choices
are so difficult. First, telecommunication services are de-
veloped incrementally, adding features over time (this has
been true of telephony and many other complex applica-
tion domains, and there is no reason why IP telecommuni-
cations should be different). Although decisions should be
made with future extensibility in mind, they must be made
at a time when future requirements cannot be predicted.

Second, many worthy goals conflict. Everyone expects
greatly enhanced functionality, yet enhanced functionality
conflicts with ease of use, because complex functionality
requires a complex user interface. Enhanced functionality
also conflicts with universality of communication, because
some functions require the cooperation of all communi-
cating parties. Such [unctions can only be used by a cus-
tomer to communicate with other parties whose functions
are similarly enhanced.

Third, even when telecommunication features are con-
ceived as being independent, they necessarily interact,
which means that they modify or influence one another
in determining the system’s overall behavior. To manage
feature interactions well, designers must predict potential
feature interactions, decide which are desirable and which
are undesirable, and engineer feature composition so that
only the desirable interactions occur. Unfortunately, there
is a great deal of experience to prove that people perform
these tasks poorly [15], and that they are in fact intrinsi-
cally difficult [3], [5], [6], [7], [L1].

This paper addresses these problems for three important
features. It shows that each of the three features—ILocation
and Identification, Switching and Spontaneous Conferenc-
ing, and Mail—is an appropriate unit of development, in
the sense that it satisfies a set of closely related require-
ments, best considered together. A software architecture
for each feature shows how the requirements can be satis-
fied straightforwardly. In addition to shortening the path
from requirements to implementation, the architecture al-
leviates each of the three problems presented above.

First, the architecture guarantees extensibility. It is a
specialization or application of the Distributed Feature
Composition architecture for describing telecommunica-
tion services [9], [16], [17], [19]. DFC has been proven
successful at providing feature modularity and feature
compositionality, so that the problems of extending a DFC
system with new features are minimal.

Second, the architecture helps designers make require-
ments trade-offs. The architecture for each feature is
somewhat general-purpose, and accommodates a range of
behavioral variations. Thus designers can experiment with
the details of user interfaces and detailed behaviors for



IPTel, Columbia University, April 2001

IPTEL2001

each feature, without altering the overall system organi-
zation.

Third, the architecture helps manage feature interaction.
DFC is well-suited to predicting potential feature interac-
tions and to engineering feature composition so that all
of the desirable interactions can occur, while none of the
undesirable ones can. Obviously, the feature architecture
here inherits these capabilities from DFC.

TI. BASIC SERVICE AND BASELINE ARCHITECTURE

Figure 1 illustrates the basic multimedia service to
which the three features are added. The features are in-
tended to work with all telecommunication devices, from
the large (PCs) to the small (cellphones and pagers). A call
includes one two-way signaling channel and any number
of two-way media channels. For concreteness, this paper
focuses on just two communication media: voice and text.
For simplicity, it ignores gateways to other networks.

o system boundary
L7 T~
. AN
I, I,
one 2-way signaling channel,

> - \ any number of 2—way ,
device with AN media channels e device with
address d Sl -~ address ¢

Fig. 1. Basic service.

The baseline architecture is DFC. The following
overview of DFC provides just enough information to un-
derstand the architecture of the three features.

In Figure 1, Iy and I, are interface boxes. These mod-
ules translate between the external protocols of the devices
and the internal DFC protocol. An interface box is persis-
tent even if the connection between the device and the net-
work is not, so it is always available to represent the device
to the network.

In DFC the term customer call is used informally, refer-
ring to an attempt by a user to communicate. A customer
call generates and is responded to by a usage, which is a
dynamic assembly of boxes and internal calls. A box is
a concurrent process, and is either an interface box or a
feature box. An internal call is a featureless connection
between two ports on two different boxes. In Figure 1,
there are no features, so the entire usage consists of the
interface boxes and one internal call from Iy to I.

All the subsequent figures illustrate usages with feature
boxes in them. In any snapshot of a DI'C system, the us-
ages can be defined formally as connected graphs of boxes
and internal calls. Since usages change shape, merge, and
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split over time, however, the relationship between a usage
and a customer call, and for that matter the concept of a
customer call, cannot be formally defined.

Fach internal call begins with a setup phase in which
the initiating port sends a setup signal to a DFC router,
and the DFC router chooses a box and forwards the signal
to it. The receiving port completes the setup phase with a
signal back to the initiating port. From that time until the
teardown phase, the call exists and has a two-way signal-
ing channel. The media channels of the call, which can be
initiated from either port, are opened and closed explicitly
by signals on the signaling channel.

‘When a feature box does not need to function, it can
behave transparently. For a box with two ports, both of
which are engaged in calls, transparent behavior is send-
ing any signal received from one port out the other port,
and connecting the media channels in both directions. The
two calls will behave as one, and the presence of the trans-
parent box will not be observable by any other box in the
usage.

Having full control of all the calls it places or receives,
a feature box has the autonomy to carry out its function
without external assistance. It can re-route or disconnect
internal calls, process media streams, and absorb or gener-
ate signals.

Figure 2 shows how a well-known desirable feature in-
teraction (see, e.g., [4]) is accomplished in DFC. The user
of the device d is attempting to call e, creating a usage with
three feature boxes. F3 has placed an internal call routed
to I, which failed because I’s single port is already oc-
cupied with another internal call. As a result, F'3 sends the
status signal unavailable upstream. Any upstream feature
box that receives it can treat the unavailable condition and
absorb the signal, or can ignore the unavailable condition
and propagate the signal further upstream. Thus down-
stream unavailable treatments have priority over upstream
ones.

o~

k F 5 F

? ?
-

unavailable

Fig. 2. How unavailable treatments interact.

DFC routing is an algorithm that uses provisioned con-
figuration, subscription, and precedence information to de-
termine the boxes in a usage. The setup signal of each in-
ternal call is sent separately to a DFC router for routing to
another box, which may be a feature box (if more features
need to be applied) or an interface box (if all relevant fea-
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tures have been applied). Necessary information about the
history of the usage is carried in the setup signal, so that
the routing algorithm itself can be stateless.

The default routing situation is as follows. When the
user of a device initiates a customer call, the device inter-
face issues a new call whose setup signal contains source
and target addresses. The source address determines a
source zone, which is a sequence of feature box types sub-
scribed to by the source address. Similarly, the target ad-
dress determines a target zone. The usage unfolds as a lin-
ear chain of boxes and calls, eventually containing a box
of each type in the source zone, followed by a box of each
type in the target zone. When both zones are exhausted,
the next internal call is routed to the target interface box.

Most feature boxes are free; when the router needs a
free box, it simply routes to a new, anonymous instance
of the box type. Some feature boxes, however, are bound,
for each address subscribing to a bound box type, there
is exactly one, persistent, addressable instance of the box
type. Bound boxes allow joins in usages, as an internal
call can be routed to a bound box that is already engaged
in other internal calls. In figures, for example 4 and 5,
bound boxes and interface boxes are drawn with heavier
lines than free boxes.

In the default situation, each feature box makes a con-
tinuation call, which is an outgoing call using exactly the
same setup signal that it received as part of its incoming
call. This is the mechanism that causes default routing to
unfold. In contrast, feature boxes can also affect routing
by making various structured changes to the setup signal
of an incoming call before using it to place an outgoing
call. Each routing variation is used somewhere in this pa-
per, and is explained where used.

Most features are implemented by one type of feature
box. Some features, however, require more than one box
type; addresses subscribe to box types depending on which
role they are playing with respect to the feature. Boxes of
the same feature can communicate through, and maintain
persisent data in, global operational data. Since the fea-
tures in this paper are complex ones, they use more feature
box types than average features.

The DFC architecture is actually a domain-specific
adaptation of the pipes-and-filters architecture [13]. Tts
modularity is exactly the same kind as that claimed for
pipes and filters in general.

III. THE ECLIPSE PROJECT

The ECLIPSE project has produced an IP implementa-
tion of DFC [1].

The philosophy of the ECLIPSE project is to sepa-
rate the concerns of behavior and optimization. Feature
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behavior and interactions are described and analyzed in
terms of DFC, so that description and analysis can benefit
from DFC’s modularity, abstraction, and formality. Mean-
while, the ECI.TPSE implementation incorporates many
optimizations that allow feature boxes to function effi-
ciently in an IP setting. These optimizations are invisible
to feature designers, and apply equally to all features de-
veloped within the DFC framework.

The current version of ECLIPSE is fully distributed, so
that feature boxes can be located anywhere in a network. It
incorporates an optimization that allows media streams to
travel end-to-end rather than following the signaling path,
and another optimization that supports efficient distribu-
tion of all routing data and most operational data. Fu-
ture optimizations will address signaling latency, efficient
maintenance of data consistency, and signaling/media syn-
chronization. Separation of concerns allows us to improve
these optimizations incrementally, without disturbing fea-
ture development or the execution of existing features.

Because of this separation of concerns, it is meaning-
ful to discuss the behavior of a telecommunication system
without constant reference to its implementation. This pa-
per takes advantage of this freedom, deferring the imple-
mentation issues to other venues.

IV. THE FEATURES
A. Location and Identification
A.l Requirements

It is attractive for a telecommunication system to offer,
in addition to addresses tied to devices, personal addresses
associated uniquely with people. A personal address can
subscribe to feature boxes, own private data, and be the
source or target of calls.

The concept of personal addresses leads directly to two
requirements:

1. When the target of a call is a personal address, it is nec-
essary to find a device where the person is located, and
direct the call to that device [location].

2. When a user is connected to the system through a de-
vice, it is necessary to identify that user, and to ensure
that the user only has access to his own subscribed feature
boxes and personal data [identification].

These two requirements are intimately related and best
addressed together. Bricfly, the location requirement de-
mands an answer to the question, “Which device is this
person using?” The identification requirement demands
an answer to the dual question, “Which person is using
this device?”

The relationship between location and identification
can best be explained in terms of shared customer
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data.  Location relies primarily on the relation /o-
cated_near(person,device). Identification relies primarily
on the relations has_access_to(person,device), represent-
ing long-term possession or authorization rather than cur-
rent location, and authenticates(password,person).! Nev-
ertheless, identification can also use located_near when
several people have access to a device and it is too in-
convenient to demand a password. Also, a location fea-
ture might bear the responsibility of guaranteeing that the
correct person has been reached, which it can only do by
use of authenticates. Also, a location feature might use
has_access_to to create a menu from which a user can
choose in updating his location.

The concept of Location and Identification encompasses
the IP-oriented definition of personal mobility [12], in
which a user becomes available to the network through
registration or login. Tt also encompasses the communi-
cation style of traditional (wireline) telephony, in which
some devices are connected to the network at all times.
A good feature is actually much harder to design in the
telephony context, because users do not expect to have to
register before they can communicate, and because some
devices are shared simultaneously by multiple people.

A.2 Core Functions and Software Architecture

DFC has mobile addresses, addresses not permanently
associated with any device. DFC mobile addresses can be
used (among other things) as personal addresses.

Loc is afree box type of this feature, subscribed to in the
target zone by each personal address p (Figure 3). Upon
receiving an incoming call, Loc uses the operational data
to perform the core location function of determining the
device d where p is presumably located, and placing a con-
tinuation call with rarget = d.

When a feature box in the target zone changes the tar-
get in a continuation call, routing is automatically affected.
The DFC router discards the remainder of the old target
zone (feature box types that have not yet been routed to)
and begins routing to the target zone of the new target.

Once a user has been reached through device d, Loc be-
haves transparently. By doing this, it performs the core
function of giving the user access to the feature boxes sub-
scribed to by p, and through them to the private data of p
(only feature boxes routed to on behalf of p can access p’s
slice of the feature operational data).

Note that Loc must be the /ast feature box in the target
zone of p, so that all personal feature boxes are guarded by
it, and none are skipped when the usage is retargeted to d.

1 The type password is intended to include fingerprints, voice prints,
and other means of bio-identification.
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Fig. 3. Architecture of the Location and Identification feature.

Ident is a free box type of this feature, subscribed to in
the source zone by each participating device d (Figure 3).
Upon receiving an incoming call, Ident uses the opera-
tional data to perform the core identification function of
determining which personal address the user owns, if any.
If there is a relevant personal address p, it places a contin-
uvation call with source = p. Just as in the target zone, this
will cause the router to throw away the rest of the current
source zone, and to route the continuation call to the first
feature box of the source zone of p, giving the user access
to the feature boxes and data of p. If there is no relevant
personal address, the box places a continuation call with
no changes, thus continuing with the source-zone feature
boxes of d.

A participating device is intended for use by people
with personal addresses, and thus subscribes to Ident. But
the owner of a personal address might be using a public
device with no such subscription, such as e in Figure 3. In
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such a case the only way to invoke Ident is to dial a special
address x that subscribes to Ident in the target zone. In this
context, if identification succeeds Ident collects a real tar-
get address from the caller and places a new outgoing call,
so that routing to the source zone can begin again.

The relation located_near is highly dynamic. New loca-
tion information can be entered manually through Loc or
Ident, once the feature box has identified its user.?

A.3 Behavioral Variations

A wide variety of identification policies can be built into
different versions of this feature. At one end of the spec-
trum, located_near and has_access_to might be unambigu-
ous enough, and trusted enough, to identify the user in all
cases. For example, if there is a device such as a cellphone
to which only one person has access, the feature might as-
sume that any user of the cellphone is that person. At the
other end of the spectrum, every new use of a device re-
quires a password. Note that if Loc demands a password,
it does so after a user has answered the call to the device
interface, but before allowing the user to exchange signals
with the personal feature boxes of p.

Between the two extremes lies the murky territory of
devices shared among several people. For these devices, it
might take quite a bit of experimentation to find a policy
that balances security and convenience satisfactorily.

Another range of variation concerns the failure behavior
of Loc. First, is it a failure if no user answers the outgoing
call, if the user cannot authenticate himself, or only if Loc
has no current location for p? Second, does Loc attempt
to handle a failure itself (perhaps by placing an outgoing
call to a different address), or does it send an unavailable
signal upstream to be treated by another feature?

There is also a range of variation in the user interface
of this feature. How is located_near modified? How is
its current value displayed? Do Loc or Ident inform the
user when they have identified him as owning a particular
personal address?

Finally, if a user connected to a Loc or Ident box through
device d uses the box to change his current location from
d to e, the box can offer to transfer the ongoing customer
call from d to e. For example, d might be a home PC and
e a cellphone. If the user is talking through d and needs to
leave home, he can transfer his location and the conversa-
tion to e, pick up the cellphone, and walk out the door with
it. This function is discussed further in Section V-B.

2Tt also makes perfect sense to collect location information automat-
ically. However, the design decisions entailed therein are so different
that it is a different feature entrely.
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B. Switching and Spontaneous Conferencing
B.1 Requirements

A person can only deal with one voice channel at a time.
Even passive listening to two voice channels simultane-
ously is unlikely to be comfortable or effective.

The concept of a single voice channel leads directly to
two requirements:

1. If a user has several customer calls in progress, it is
necessary to switch the user’s single voice channel among
the various calls [switching].

2. A user with several customer calls in progress should
be able to conference together the voice channels of some
or all of those calls [conferencing].3

These two requirements are intimately related and best
addressed together. The reason is completeness, which
means in this case that at any time, a user should be able
to group his calls into conferences in any way that he
chooses, and to be speaking with whichever conference
(counting an unconferenced call as a singleton conference)
that he chooses.

If switching and conferencing are separated, then com-
pleteness becomes extremely difficult to achieve. To see
why, consider Figure 4, which shows a configuration
achievable through traditional PSTN features. Subscriber
d has used 3-Way Calling to make a conference with e
and f, and has used another instance of 3-Way Calling to
make a conference with g and k. The subscriber’s Call
Waiting feature cnables him to switch between talking to
these two conferences. However, there is no way that he
can form an f/g conference. The historical grouping of
customer calls into conferences is embedded in the config-
uration, and cannot be altered without tearing calls down
and setting them up again.

e
/ WG
T
4 W
\ .— ¢
3WC,
\h

Fig. 4. A completeness problem.

B.2 Core Functions and Software Architecture

This feature is implemented by the bound box type SSC,
as shown in I'igure 5. The instance of SSC has one internal

3This function is referred to as spontaneous conferencing because it
operates locally on existing customer calls. Pre-arranged conferences
are much more elaborate, requiring configuration functions, participa-
tion management, floor control, and security [10].
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call on its left, connecting SSC to its associated device.
This internal call has one voice channel, which is managed
by SSC.

On its right SSC has many internal calls, each corre-
sponding, from the perspective of device d, to a customer
call. The design of SSC gives each of the internal calls
on its right a special, formal significance here designated a
switched call, because it is a call relative to, and preserved
by, SSC.

source =d
== target = d

I -~ source or N i
d \E favger =d >/ SSCd source =d

augmented signaling
distinguishes switched calls

I ————

Fig. 5. Architecture of the Switching and Spontaneous Confer-
encing feature.

Except for its switching and conferencing functions, the
behavior of SSC with respect to switched calls is intended
to be transparent. However, in this case the effect of trans-
parency takes some work to achieve:

1. Cach switched call has a locally unique identifier used
by SSC and . If the switched call is an outgoing call from
the device, I assigns its identifier. If the switched call is an
incoming call to the device, SSC assigns its identifier.

2. Except for signals specifically related to switching and
conferencing functions, all signals of all switched calls
pass transparently through SSC. Between [ and SSC sig-
nals are labeled with their switched-call identifiers, so both
boxes can distinguish which switched call a signal belongs
to.

3. From the perspective of [ and SSC, there is a big differ-
cnce between a switched call that appears when the boxes
are idle, and a switched call that appears when the boxes
are busy; the former results in setting up a chain of boxes
and internal calls between I and SSC, while the latter pig-
gybacks signaling and media on the existing chain. Nev-
ertheless, the user interface provided by 7 makes both look
the same to the user.

Note that the architecture of this feature requires sub-
stantial cooperation from the interface box.

Device address d subscribes to SSC in both the source
and target zones. SSC is a bound box type. Therefore each
switched call to or from d is routed through the unique box
SSCy. InTigure 5, the chain of boxes and calls between I
and SSCy is double-arrowed because it might have been
placed in either direction. It persists as long as the busy
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episode of the device persists.

There are many ways of providing voice conferencing
and switching functions. A minimal, but complete, scheme
requires that the user be able to choose individual switched
calls and conferences. A voice conference is a set of
switched calls. Cach switched call belongs to exactly one
conference; when it is created (placed or received) it is put
in a new singleton conference. Then only two user opera-
tions are needed:

1. select(f: conf), which connects the user’s voice chan-
nel to conference f, disconnecting it from any other voice
source/sink.

2. move(c: call, > conf), which moves call ¢ (within SSC)
from whichever conference it is in to conference f.

We have to choose between making SSC' a device fea-
ture box, subscribed to by addresses of participating de-
vices, or a personal feature box, subscribed to by personal
addresses. This is not an easy choice.

The main advantage of making it a personal feature box
is that it will always be available to the person, from any
participating or non-participating device.

If subscribers to the system are expected to use a vari-
ety of different devices, then making SSC a device feature
box is even more advantageous. First, to provide a good
user interface, it needs to be designed with the device ca-
pabilities in mind. For example, on a voice-enabled PC
each switched call can have its own window, and there is
no real limit on how many of them the user can handle.
On a cellphone, on the other hand, it might be wise to pro-
hibit more than two simultaneous switched calls. This cus-
tomization can be provided by having different versions of
SSC subscribed to by different device types. If SSC were a
personal feature box, the same version would be used from
many devices, and it could not be customized in this way.

Second, this architecture preserves the integrity of
switched calls by means of close cooperation between the
interface box and the SSC box. If SSC were a personal
[eature box, then every device interface would have to be
programmed for this particular kind of cooperation, which
seems a lot to ask in an allegedly modular and extensible
system. If only participating devices are expected to coop-
erate, then the difficulty of dealing with SSC as a personal
feature is less, but so are the advantages, since Switching
and Spontaneous Conferencing is available from partici-
pating devices in either case.

B.3 Behavioral Variations

The main variation in this feature concerns the user in-
terface. Designers have a great deal of latitude in the user-
controlled switching and conferencing operations, and in
the details of how a switched call is displayed to the user.
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Another behavioral variation concerns what happens to
other media, such as text. Conferencing of switched calls
can apply to all their media channels simultaneously, or
to voice alone. Since a user can easily handle multiple
simultaneous text conversations, it would make sense to
conference voice only, and (on a PC, at least) to display
the text channel of each switched call in its own window.
Conferencing of text could also be an optional function, or
an optional adjunct to voice conferencing.

Tt is easily possible to add a transfer function to this fea-
ture. Transfer applies to a conference; after a transfer, the
switched calls are still connected to each other, but are no
longer connected to the subscriber’s device. The defini-
tion of a transfer is trickier if some of the media are not
included in the conference.

C. Mail
C.1 Requirements

Voice mail originated with answering machines. Text
mail or E-mail has been gaining momentum since the early
days of the Internet. Although the history of zexz chat goes
back to the early days of timesharing operating systems,
it has had a recent surge of popularity in the form of in-
stant messaging. In this context it is convenient to refer to
telephony as voice chat.

Despite their disparate histories, these forms of telecom-
munication are closely related—in function, if not in im-
plementation. The only difference between voice chat and
text chat, and between voice mail and text mail, is the
medium employed. The primary difference between chat
and mail is that the former is real-time communication,
while the latter is buffered communication.

Surely one of the best possible uses of IP telecommuni-
cations is to unify these functions. By doing so, we should
be able to provide a smoother, richer, and more flexible
user experience. The unification should satisfy these re-
quirements:

1. Chat between two subscribers is always possible if both
people want it.

2. Mail between two subscribers is always possible if ei-
ther person wants it.

3. If two subscribers have capabilities for at least one com-
mon medium, then there is a way for them to communi-
cate.

The basic service (Section II) is chat, so mail must be
added as a feature.

C.2 Core Functions and Software Architecture

The Mail feature has two box types, both free:
Read/Send and Receive. Both device and personal ad-
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dresses can have mail by subscribing to Read/Send in the
source zone and Receive in the target zone.

Mail is stored in the operational data of this feature, as
shown in Figure 6. As with the operational data of Loca-
tion and Identification, the mailbox is partitioned into ad-
dress slices, and only a box routed to on behalf of address
 can access the mail of address .

Operational Data
mail
/,’—<\\\ 2 d/// \\ /,’_<\\\
e
’\' e Receive ———=----- 3
N /| Send .| 7 BN ,
A B C

Fig. 6. Architecture of the Mail feature.

The key to understanding Figure 6 is that the three
chains of boxes and internal calls marked A, B, and C may
be present simultaneously or at different times. In the de-
fault situation (chat), the two feature boxes are transparent
and all three chains are present simultaneously.

A Receive box must be provisioned (also in the opera-
tional data) to accept messages in any medium for which
its subscriber has reading capability on some device.

To read mail, a subscriber places a call which will be
routed through Read/Send in the source zone. The sub-
scriber invokes the read function of this box, and opens
one or more media channels to this box. The subscriber
can then read his messages in all the current media. In this
mode of communication, only chain A is present.

Alternatively, the subscriber can invoke the send func-
tion of the Read/Send box, and open one or more media
channels. In this situation, with only chain A present, the
subscriber can store in his own mailbox a message to be
sent. The subscriber can disconnect A as soon as the mes-
sage is complete.

Once the subscriber has stored a message and ordered it
sent, the instance of Read/Send that stored the message is
responsible for delivering it to the target address. It places
an outgoing call to that address with a mail flag augment-
ing the setup signal. If the setup signal travels through the
usage to a Receive box, the Receive box will respond to
the flag. Instead of behaving transparently, it will make
no outgoing call. Tt will accept opening of any medium in
which it can accept messages, receive the stored message
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from Read/Send, and store it in the target’s mailbox. In
this mode of communication only chain B is present.

Perhaps the target address does not subscribe to Receive.
In this case no feature box in the usage will recognize the
mail flag, and the flag will be ignored. Call chain B will
be extended with call chain C, hopefully all the way to
a device, to which the message will be delivered. If the
B and C call chain does not succeed because the device
is not available or no one answers it, then the instance of
Read/Send responsible must retry periodically. Between
tries it sleeps, disconnected from all internal calls. The
instance cannot die until it has delivered the message for
which it is responsible.

If the caller wants to chat, then both feature boxes in
Figure 6 are initially transparent. However, an unavailable
or unanswered condition will trigger the Receive function,
which will accept opening of any media in which it can
accept messages, and use any open media channel to of-
fer to store mail for the target address. Tn this mode of
communication chains A and B are present.

Finally, a caller who originally wished to chat may
change his mind and want to send mail instead. He may
have chatted with someone already, been disconnected by
that person, and wish to send mail as an afterthought. Or
the attempt to chat may have failed, he may be currently re-
ceiving an offer of mail services from the callee’s Receive
box, and wish to use his own Mail feature instead.

In either case, he can invoke the send function of his
Read/Send box at this later stage. Read/Send tears down
any parts of B that may remain, leaving only A, and then
acts as it docs when send is invoked initially.

C.3 Behavioral Variations

During chat, either box type can offer to store (record)
the conversation on behalf of its subscriber.

As part of its unanswered treatment, Receive can offer
a screening function. Instead of answering an incoming
call, the callee invokes this function. The media chan-
nel is opened all the way from the caller to the callee. At
the same time, Receive presents an unanswered indication
to the caller and offers to store a message. If the caller
has a message, Receive both stores it and allows it to pass
through to the callee. If the callee then requests a full con-
nection, Receive stops recording and connects the medium
in both directions.

In a multimedia system, more things can happen dur-
ing a customer call, and old concepts such as unanswered
must be defined anew. If a caller attempts to open channels
for two distinct media, and the callee only accepts one of
them, does Receive offer to store a message in the rejected
medium?
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Singh and Schulzrinne suggest some additional varia-
tions [14]. A subscriber’s instance of a Receive box might
call him to notify him of the arrival of an important mes-
sage. A call might be reclaimed by a user who answers the
phone while a message is being recorded (this is a slight
variation on screening). It should be possible to record
multimedia messages with components in several media.

There is a wide range of variation in the user interface
for the Mail feature, particularly the user interface for re-
trieving stored mail. Although DFC includes all the facil-
ities necessary for describing how mail is stored and re-
trieved, it would also be possible to interface Read/Send
and Receive with an off-the-shelf mail server.

V. FEATURE INTERACTIONS

Since feature interactions are a by-product of feature
modularity and feature compositionality, their precise na-
ture depends on the feature-specification language and
feature-composition operator. Thus all interactions of our
three features are discussed in DFC terms.

DFC was designed specifically to minimize feature in-
teractions that are known to be undesirable, such as log-
ical inconsistencies and implementation conflicts. Com-
position of features in a less structured framework would
result in many more feature interactions than these, most
of them bad.

The following discussion is informal, focusing on inter-
actions that are known to occur, and on how they can be
managed within DFC. The formal basis for this work, em-
phasizing detection of potential feature interactions and its
relation to verification, is introduced elsewhere [2], [17],
[18].

A. Location and Identification

This feature has many interactions. Three of them are
straightforward and have already been handled by the fea-
ture architecture:

1. Since all outgoing calls placed by Loc have device ad-
dresses as targets, Loc would unconditionally cancel any
feature box placed after itself in the target zone of a per-
sonal address. This would be bad, and is prevented by
placing Loc last.

2. Loc generates unavailable signals upstream, which
other personal feature boxes might handle. For example, a
Delegate box might delegate (forward) the customer call to
another person. Or Receive might offer to store a message.
This beneficial feature interaction is supported by placing
Loc last in the target zone of a personal address, so signals
traveling upstream will pass through them.

3. Ident and Loc are intended to guard access to personal
feature boxes such as Read/Send and Receive. Their place-
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ment in usages puts them between personal feature boxes
and users, which is necessary for this desirable guarding
interaction to occur.

There is a particularly interesting feature interaction
in systems in which some users own personal addresses,
while others use device addresses as if they were per-
sonal addresses. If ¢ is a device address used in this old-
fashioned way, it may subscribe to personal feature boxes
such as Read/Send, Receive, and Delegate. What happens
when a personal address is temporarily located at this de-
vice?

Consider, for example, a personal address g subscribing
to Receive and Loc in the target zone. Each incoming call
1o g is retargeted by Loc to device e, which also subscribes
to Receive in the target zone. If no one at e answers the
call, then the unanswered condition will be handled by the
nearest unanswered treatment, which in this case will be
Receive,. This is definitely not the most desirable behav-
ior, as the mail belongs to g.

The general solution to this interaction problem is
shown in Figure 7. Figure 7 depicts a complex usage in-
volving device addresses d and e, and personal addresses
p and ¢. Device d has placed two switched calls, one to ¢
and one to e. The switched call to ¢ is retargeted to e, as
¢ is currently located at e. The switched call to e is iden-
tified as being placed by p, who is currently located at d.
This usage contains all boxes of all three features. All four
addresses use Mail, and therefore subscribe to Read/Send
in their source zones and Receive in their target zoncs.

On the source side, the feature boxes subscribed to by
device address d must be partitioned into device-oriented
boxes and personal boxes. The order of boxes in d’s source
zone must place device-oriented boxes first, followed by
Ident, followed by personal boxes.

The upper instance of Ident 4 in Figure 7 does not iden-
tify the user (presumably because the user did not ask
to be identified), and does not change the source address
it received. It is followed in the usage by Read/Send;.
The lower instance of Ident, identifies the user as p and
changes the source address it received. It is followed in
the usage by Read/Send,. On either path, there is exactly
one instance of the personal box Read/Send.

On the target side, the feature boxes subscribed to by de-
vice address e must also be partitioned into device-oriented
boxes and personal boxes. The order of boxes in e’s tar-
get zone must place personal boxes first, followed by L&/
Marker, followed by device-oriented boxes. L&I Marker
is another free box of the Location and Identification fea-
ture. It behaves transparently in all cases, and is present
specifically to solve this feature-interaction problem.
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In the lower path of Figure 7, there is no retargeting,
and there are instances of all the boxes subscribed to by
e in the target zone. In the upper path Loc, retargets to
e. Loc, places its outgoing call as a special direct call to
address e. Because Loc and L& Marker are both boxes of
the same feature, and therefore have the privilege of coop-
erating in this way, a DI'C router routes the call directly to
L&I Marker,, bypassing the personal feature boxes sub-
scribed to by e. On either path, there is exactly one in-
stance of the personal box Receive.

In Figure 7, most of the arrows are dotted, indicating
that other feature boxes might be present there it the ap-
propriate addresses subscribe to them. The exception is
the direct call, which is intended specifically to avoid the
inclusion of other feature boxes.*

Finally, Location and Identification alters addresses, and
therefore interacts with many address-sensitive features.
For example, the Blocking feature consists of a free target-
zone feature box Blocking that rejects customer calls from
certain callers. The Callback Last feature has a free target-
zone box Log that logs the source of an incoming call in
operational data, and a free source-zone box Callback that
uses the last source as a target, if requested. Both of these
features can be affected by the fact that Ident can change
the source of a customer call from a device address to a
personal address. At least in these cases, the feature inter-
action is a good one, as a personal address is preferable for
both purposes.

B. Switching and Spontaneous Conferencing

The most important feature interactions have already
been handled by the feature architecture.  Although
Switching and Spontaneous Conferencing is a powertul
feature, other features should not need to know about it
to work properly. The design of SSC, in preserving the in-
tegrity of switched calls, ensures that feature boxes on its
right (in the orientation of Figure 5) will work as expected
regardless of the presence of SSC.

There is still a question, however, about routing. With
respect to device d in Figure 5, some switched calls are
incoming and some are outgoing. Yet all share the linkage
between I; and SSC, and whatever feature boxes might be
positioned there by routing. So, to preserve completely the
integrity of switched calls, any sequence of feature boxes
subscribed to by d in the target zone after SSC must be the
reverse of the sequence of feature boxes subscribed to by
d in the source zone before SSC.

*If e were a device address that did not subscribe to any personal
boxes, then it would not subscribe to L& Marker, either. In this case
the direct call would be routed to the first box in the target zone of e.
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Fig. 7. The three features together.

One feature box that fits perfectly between I; and
SSCg4, and obeys the routing restriction above, is Break-
In. Break-In is part of the Emergency Break-In feature,
which allows agencies authorized to handle emergencies
to connect immediately to a device at any time, regardless
of its state and features.

Figure 8 shows how this feature works. Normally
Break-In is completely transparent. In an emergency sit-
uation, someone makes a customer call to d with an Emer-
gency box in its source zone. The internal call placed by
the Emergency box is a direct call, so it goes directly to the
Break-In box. The Break-In box receives it and interrupts
whatever else is going on to connect the emergency caller
to Iy.

| - ..
Id = — erk—lnd = — SSCd - ..
Emergency[<— "

X

Fig. 8. The Emergency Break-In feature.

Note that the Break-In box needs no knowledge of the

special signaling arrangement between I and SSCy (see
Figure 5). From its perspective, the internal calls on its
right and left in Figure 8 are absolutely ordinary. Regard-
less of how many switched calls they are supporting, these
internal calls are interrupted as wholes.

The importance of switched calls is illustrated by adding
a transfer function to Location and Identification, as men-
tioned in Section IV-A.3 and pictured in Figure 9. Origi-
nally Identy received the call marked A (and continued it to
the right), and had not yet placed the call marked B. Later
the owner of personal address p used Ident 4 to change his
location to e, and Identy transferred the ongoing switched
call to I by placing B and tearing down A.

soitree = p
L == SSC = = /d(%ﬂ{i ager=z
A
B Source =7
target= e
L&I
I, == S5, |= éMark(e(i:

Fig. 9. The transfer function of Location and Identification.

B is a direct call to L& Marker. This creates a switched
call at e having two targets and no source. However, pro-
vided that the switched call is past the setup phase (in
which source and target are asymmetric) and into a com-
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munication phase (in which source and target are symmet-
ric), the unusual configuration should cause no problems.

The point of Figure 9 is that the transfer is feasible be-
cause it is only operating on one switched call. There is
no confusing involvement with the other switched calls of
d or e, and there are no signaling limitations to prevent
Ident from performing this new function. Ident should en-
sure the success of the connection to e before tearing down
the connection to d, as SSC, might already be juggling its
maximum number of switched calls.

C. Mail

Many of Mail’s potential interactions are exemplified by
its interactions with Location and Identification, and have
already been discussed in Section V-A.

The Personal Directory feature maintains a list of per-
sonalized names and their associated addresses. Its target-
zone box, Personal Caller ID, uses the list to translate the
source address of an incoming customer call to a name
whenever possible. Its source-zone box, Personal Dialing,
uses the same list to provide speed dialing.

A reasonable target-zone sequence for an address sub-
scribing to all the personal feature boxes mentioned would
be: Personal Caller ID, Blocking, Receive, Delegate. If
the Delegate function is activated, it should supersede Re-
ceive as a failure treatment. Blocked customer calls should
not reach the Receive box, as they should not be allowed
to leave messages. All of Blocking, Receive, and Delegate
can use personalized names rather than addresses, if the
names are supplied from upstream by Personal Caller ID.

The function of Mail could be augmented incrementally
with a source-zone Mailing List box that is activated when
its incoming internal call has the mail flag set and the name
of a mailing list in the place of an address. Mailing List
takes a message from Read/Send as if it were a Receive
box, buffers it, and places one outgoing internal call for
each entry in the mailing list, delivering the message to
that address.

A reasonable source-zone sequence for an address sub-
scribing to all the personal feature boxes mentioned would
be: Read/Send, Mailing List, Personal Dialing. Mailing
List cannot do its job unless it comes after Read/Send. If
Personal Dialing follows Mailing List, then mailing lists
can have personalized names in them, which Personal Di-
aling will translate to addresses.

The mailing features also illustrate the limits of
switched calls. When an instance of Mailing List is active,
it receives one internal call corresponding to one switched
call, and places many internal calls. Turther away from a
SSC box than a Mailing List box, switched calls have be-
come meaningless.
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Hall describes eight other E-mail features within in a
DFC-like architecture, and analyzes their interactions [8].
Because of the close similarities between the two architec-
tures, these results apply to DFC as well.

D. Examples of Fxtensions

In Figure 7, bold letters mark regions of the usage where
additional feature boxes could be placed. To summarize
examples used throughout Section V, here is a list of re-
gions and feature boxes that could be placed there:

A Break-In

B Callback

D Mailing List, Personal Dialing
F Mailing List, Personal Dialing
G Personal Caller ID, Blocking
H Delegate

J Personal Caller ID, Blocking
K Delegate

L Log

Callback Last (Callback, Log) is a device feature be-
cause its semantics depends on the ordering of switched
calls at a particular device.

Regions B and L might also be the home of media-
choice features—features that help users negotiate on
which medium they will communicate. For example, a box
in region L, observing that a caller has attempted to open a
channel of a medium that device e does not support, could
signal to the caller which media e does support. Media-
choice features must be closely associated with devices
because their functions depend entirely on which media
their device supports.

VI. CONCLUSION

This architecture also handles additional complexity
that is not discussed here, for lack of space. There are
additional behavioral variations and feature interactions,
some of them quite interesting.

Nevertheless, there is enough detail to show the poten-
tial of the architecture. It reduces the designer’s overall
burden to a manageable level by minimizing his need to
discover new issues and interactions, by separating con-
cerns, and by solving some specific design problems al-
together. Furthermore, the ECLIPSE implementation of
DI'C shows that real telecommunication systems can be
built in this way.
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