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Abstract

In this paper, we present a novel approach for realizing adaptive QoS control in the Internet
called the adaptive load service (ALS). ALS was designed in a similar fashion to the avail-
able bit rate service (ABR) proposed for ATM. That is, the senders transmit control messages
indicating their requirements, intermediate routers adjust the indicated values in accordance
with their available resources and the receivers send the contents of the control messages back
to the senders. The transmission behavior of the senders is then adjusted in accordance with
the indicated values in the returned control messages. Unlike ABR, ALS is IP-based and was
designed to scale for large multicast groups and accommodate the needs of heterogeneous re-
ceivers through the integration of sender-based and receiver-based adaptation mechanisms in
addition to relying on the network feedback for adjusting the transmission behavior.

Performance tests of ALS under different simulation topologies show its efficiency in terms
of bandwidth utilization and loss reduction. The tests also show ALS to be fair towards compet-
ing TCP connections. Additionally, even though ALS uses a simple algorithm for determining
the fair bandwidth share a connection should be using, ALS manages to fairly distribute avail-
able resources in accordance with the max-min fairness criterion.

1 Introduction

In addition to providing Email and web services, the Internet is increasingly being used to sup-

port multimedia services such as media-on-demand and Internet telephony. However, these

multimedia services are usually based on the UDP protocol which supports no means of QoS

or congestion control. Sending non-congestion controlled traffic in the Internet without regard

to the actual network capacity might easily lead to high losses and consequently to the starva-

tion of competing TCP traffic which still constitutes more than 95% [30] of the Internet traffic

and reacts to losses by reducing its transmission rate.

In this paper, we present a novel approach for improving the quality of service of multimedia

communication in the Internet and reducing congestion and losses in the network. The scheme
�
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called the adaptive load service (ALS) is basically similar to the available bit rate (ABR) service

proposed for ATM [23]. With ALS, the sender transmits control messages including its desired

transmission rate to use. The intermediate routers adjust this value in accordance with their

available resources and forward the control messages to the next network node until they reach

the receiver. The receiver in its turn transmits the updated information back to the sender who

needs to adjust its transmission behavior in accordance with the received information.

While ALS is rather similar to the ABR service, it is much simpler in its specification and

is based on the IP protocol. ALS utilizes the RTP/RTCP [22] protocol for carrying the control

information. This avoids the need for introducing a new protocol and allows ALS to benefit

from the scalable design of RTP/RTCP and thus be used in large multicast groups. Addition-

ally, ALS was designed to accommodate the needs of heterogeneous receivers by supporting the

notion of layered data transmission. That is, a data stream can be divided into different layers

and sent to different receiver groups. In this case, ALS provides the receivers with exact in-

formation about the layers to join in order to receive the QoS level that corresponds with their

capacities. ABR, on the other hand, was mainly designed for point-to-point communication.

While there have been some proposals for supporting multicast communication [9] they were

not scalable for large groups and could not accommodate the needs of heterogeneous receivers.

Another major difference between ALS and ABR, is that while ABR uses rather complicated

algorithms for determining the fair bandwidth shares competing connections should be using,

ALS is based on a simple algorithm that only calculates the minimal fair share and allows the

end systems to probe the network for a higher share.

In Sec. 2, we will look at some related work to the subject of QoS control in the Internet

and discuss some of the advantages and disadvantages of some of the proposed approaches for

QoS control and congestion avoidance. ALS is then described in Sec. 3. In Sec. 4, we will

investigate the performance of ALS and its behavior under different network topologies. A

look at some of the yet unsolved problems and future work will be given in Sec. 5.

2 Motivation and Related Work

A large part of the multimedia conferencing applications used currently in the Internet, such

as VIC [19] and VAT [18] are based on the UDP transport protocol. However, UDP offers no

quality of service control mechanisms and can therefore not guarantee any level of QoS. Fluc-

tuations of network conditions combined with the inability of those protocols to support QoS
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control often render multimedia applications useless.

In addition, deploying non-congestion-controlled UDP traffic results in extreme unfairness

towards competing TCP traffic. Sending best-effort traffic without any consideration of the net-

work congestion state can easily result in packet losses. In response to that, TCP connections

sharing the same bottleneck would reduce their transmission rates. However, without any rate

reduction on behalf of the non-congestion-controlled traffic, the TCP connections which consti-

tute around 95% of the Internet traffic today [30] would starve and receive much less than their

fair bandwidth shares. Therefore, UDP sources need to be enhanced with quality-of-service

control mechanism that not only aims to reduce loss ratios and improves bandwidth utilization

but also is fair towards competing TCP connections, i.e, be TCP-friendly.

Currently, different approaches are being discussed for solving the QoS and congestion con-

trol problems such as: resource reservation [6], priority mechanisms [4] and application con-

trol [8], i.e., to instruct the applications at the end systems to adapt the bandwidth share they

are utilizing to the network congestion state.

Reserving enough resources for supporting a certain QoS level in advance guarantees this

quality level and would be the most straightforward approach for handling the problem. How-

ever, as it is usually rather difficult to determine the exact characteristics of a stream in advance,

one would tend to over-allocate resources to guarantee the requested QoS level, leading to net-

work underutilization. In addition to the complexity and scalability problems of reservation

based QoS control schemes, these schemes usually do not easily allow the use of extra band-

width for improved quality during network underload states. In order to benefit from idle ca-

pacities or change the amount of the reserved resources during the life time of a connections

renegotiation protocols are needed [13].

With priority mechanisms, individual packets or flows are labeled with different priorities

and are hence treated differently at the network routers. This approach is simpler than the reser-

vation approach as it requires no signaling and less complicated control mechanisms at the

routers. However, the exact mechanisms for setting the priority levels, the router mechanisms

for realizing the desired QoS levels and the actual gain achieved with such an approach are still

under discussion [4].

While reservation based schemes guarantee the required QoS level, mechanisms using ap-

plication control aim at improving the quality by reducing losses on the one side and increas-

ing utilization on the other and usually offer no guarantees. However, it is usually the case that
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due to the loss of content or the need to use a considerable overhead for forward error correc-

tion a low bandwidth video stream, for example, with no or only low losses can have a higher

perceived quality than a high bandwidth yet lossy stream [31]. With application control based

mechanisms the sender adapts its transmission rate in accordance with the network congestion

state. That is, based on feedback information from the receivers, the sender increases its trans-

mission rate during underload situations and reduces it otherwise. This is especially beneficial

as the bandwidth availability may change during a session, particularly during long-lived ses-

sions typical for multimedia communications.

Ergonomic studies and the experience gained from the Internet demonstrate that people can

use audio and video data as long as the information content is above a minimum level [33].

This level depends on media content and the task at hand. For instance, a foreign language is

more difficult to understand than a native language when audio quality is reduced. So, at the

expense of slight degradation in user satisfaction, it is possible to adjust the transmission rates

of end systems in accordance with the network congestion state. Several proposed mechanisms

in the literature, see [5, 7, 27] already show that deploying application control results in a better

overall bandwidth utilization, as it avoids network congestion.

Application control works best for live transmission for unicast and small multicast groups;

in large multicast groups in a heterogeneous environment, a “race to the bottom” can occur so

that one poorly connected receiver determines the quality of a possibly much larger number of

well-connected receivers. To avoid these problems, various proposals have been made for re-

ceiver based adaptation schemes using layered data distribution [32, 20, 34]. Those proposals

are based on partitioning a data stream into a base layer, comprising the information needed to

achieve the lowest quality representation and a number of enhancement layers. The different

layers are then sent to different multicast sessions and the receivers determine how many ses-

sions to join and thereby adjust their QoS in respect to their own requirements and capacities.

While layered data transmission solves the heterogeneity problems, it might cause addi-

tional delays at the receivers. As the different layers might use different paths and hence have

different round trip times, the receivers need to resynchronize the arriving data. Additionally,

data partitioning might lead to a drift problem caused by motion compensated coding if only

the lower bit rate layer is received [14]. Finally, as the receivers need to find out how many

layers to join, they have to probe the network capacity by joining a higher layer for a while and

deciding to keep receiving this layer or to leave it based on the observed losses. Note that join-
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ing a new multicast session without a priori knowledge of the available network resources and

the size of the joined layer would in the case of a highly utilized network part most likely lead

to a congestion situation. This does not only lead to increased losses at receivers of connec-

tions traversing the same network part but might also distort the view of a member of the same

session trying to join a lower layer. That is, the receiver cannot determine for sure if the losses

noticed after joining a higher layer are because joining this layer causes congestion or simply a

result of the congestion caused by another receiver trying to join an even higher layer. To avoid

this situation, some synchronization between all receivers of the same session is needed to reg-

ulate when the probing procedure might take place. Note also, that for the case of members of

two or more different groups trying at the same time to join a higher layer provided for their

group all join attempts might fail even though there might have been enough capacity for the

members of one session to successfully join a higher layer. To avoid this situation some global

synchronization between the competing sessions is required which additionally increases the

complexity and reduces the scalability of this approach.

An additional disadvantage of the proposed layered transmission mechanisms is the stati-

cal setting of the sizes of the different layers. Currently, data is divided among different layers

based on encoding characteristics or possible network topologies. For example to support users

connected through ISDN, T1 and ATM links to a multicast session, a sender might divide its

data stream into three layers with the base layer having a data rate of 64 kb/s, a first enhance-

ment layer with a few hundreds kb/s and the rest of the data to be sent is then placed on the

second enhancement layer. However, with no a priori knowledge of the traversed links, such

a static distribution might be disadvantageous as it does not consider the actual resources of

the receivers. For example, consider the distribution presented above for accommodating re-

ceivers connected over ISDN, T1 and ATM links. For the case that no members are connected

over ISDN links, and some members have enough resources to receive a data stream larger than

the base layer but smaller than the first enhancement layer, they would still be restricted to the

lower layer. In [2] the authors describe a mechanism called SCUBA that enhances layered data

transmission schemes by assignment of signal layers to network channels based on user pref-

erences computed by the SCUBA scheme. Given a user preference, each source determines its

signal layer mapping. While this approach accommodates receivers preferences in accordance

with the sent data, the QoS of the participating receivers is still only changed with the granular-

ity of a layer and the scheme provides no assistance in dynamically determining the appropriate
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transmission rate of each layer.

The adaptive load service integrates both sender based application control with the receiver

based schemes. Based on the information collected at the receivers and in the network the

sender can adjust its transmission behavior in accordance with the available capacity. To ac-

count for heterogeneous receivers, the sender transmits its data in separate layers. By providing

the receivers with information about the layers they can join, the receivers need not to probe the

network and the scalability and complexity problems of the receiver based approaches are, thus,

considerably reduced. Additionally, based on the feedback information ALS senders adjust the

number and size of layers in accordance with the actual heterogeneity of the network.

3 Specification of the Adaptive Load Service (ALS)

When designing an adaptation mechanism for QoS control we usually need to consider the fol-

lowing goals:

� achieve an overall high resource utilization,

� reduce losses,

� maintain a stable quality-of-service,

� distribute the available resources in a fair way,

� scale to large and heterogeneous multicast groups.

Note, that while the issue of fair resource distribution is of utmost importance it is a subjective

measurement. In this paper, we will consider a system to be fair if similar connections receive

similar shares. Additionally, for the case that different connections have the same character-

istics and requirements but differ in the number of traversed network hops, our goal will be

to achieve the max-min fairness criterion often used for fairness measurement of ABR mech-

anisms and described in the ATM Forum traffic management specification 4.0 [23]. By this

definition an intermediate router sets a connection’s fair bandwidth share minimally to

Bandwidth of link
Number of connections

and maximally to

Bandwidth of link �
�

Bandwidth of connections bottlenecked elsewhere
Number of connections �

�
Number of connections bottlenecked elsewhere �

6



A bottlenecked connection indicates that the fair share calculated for this connection at some

other link is smaller than its minimum fair share at this link. A connection’s fair bandwidth

share is then set to the minimum fair share calculated at all traversed hops.

To achieve high utilization, low losses and fair distribution the adaptive load service was

designed in a similar fashion to the ABR service in ATM. That is, the senders transmit control

packets containing information about their desired amount of resources and the network nodes

calculate the bandwidth shares the connections should be using and include them in the control

messages. The receivers, finally, send the adjusted information back to the senders which need

to adjust their transmission behavior based on the received control information. To avoid using

a new protocol, ALS is based on the Real Time Transport Protocol (RTP) [22] designed within

the Internet Engineering Task Force (IETF) and widely used for multimedia communication in

the Internet. RTP sessions consist of two lower-layer data streams, namely a data stream for,

say, audio or video and a stream of control packets (using the sub-protocol called RTCP). Each

session member periodically sends RTCP control reports to all other session members. The

RTCP messages consist of a source specification part for identification of the sender, receiver

reports containing loss and jitter information for each incoming data stream and a sender report

about the sent data, if any. Additionally, the end systems might include an application specific

part (APP) intended for experimental use. The desire for up-to-date control information has to

be balanced against the desire to limit control traffic to a small percentage of data traffic even

with sessions consisting of several hundreds of members. Therefore, the control traffic is scaled

with the data traffic so that it makes up a certain percentage of the data rate (usually 5%) with

the sender reports making up at least a 25% of the bandwidth dedicated for the control packets.

To stay within this limit the interval between the sending of two consecutive RTCP messages

is adjusted as a function of the number of participating members, with a minimum interval of

5 seconds.

3.1 Router Behavior

The senders transmit control packets containing the sender reports with two additional fields

indicating the desired rate (
���

), i. e., the rate the sender wishes to use, and a network utilization

field ( � ). Arriving at the intermediate network nodes the values of the desired rate (
���

) of the

connections are compared to a locally calculated fair bandwidth share this connection should be

using (
���

). For the case of
���������

,
�	�

is set to
���

and the control packet is forwarded with
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the new value to the next hop. Additionally, to provide the end systems with a more complete

view of the network congestion state the router includes its utilization percentage in the � field

for the case of
���������

.

A large part of the work done in the context the ABR service was dedicated to the issue of

estimating the appropriate fair bandwidth share to advertise at the switches. This is basically

done using the contents of the control cells sent by the senders, which indicate the desired rate

the sender would like to use and the current rate the sender is using. Based on these informa-

tion, the switches can estimate the number of connections congested at another network node

and the available bandwidth share to distribute among the competing ABR connections. Even

with efficient algorithms such as [16, 15, 3] various state information have to be saved and sev-

eral multiplication operations and data lookups are needed. Depending on the complexity of

the scheme and the amount of saved state information about the connections, several estima-

tion cycles are needed to calculate an appropriate and stable fair bandwidth share. For the case

of ABR, each estimation cycle consists of the round trip delay and the time between sending

two control cells which is usually set to the time needed for sending 32 ATM cells -for an ATM

transmission rate of 155 Mb/s this would be less than 100 � s. For the case of RTP, such an

estimation cycle would last around 7.5 seconds with each of the sender and receiver sending

an RTCP message on the average of 5 seconds. So with around 10 estimation cycles required

for determining the fair share, which is an appropriate value for a moderate complexity algo-

rithm [24], ALS would need more than a minute until determining the fair share. Addition-

ally, as the available bandwidth and number of connections will most properly change during

the time needed for determining the fair share, the estimation time will even increase further.

Hence, using a distribution algorithm similar to those proposed for ABR would not be of much

benefit and would only lead to more complex routers. Therefore, ALS routers determine the

fair rate share (
���

) as follows:
� ������� ���

	
conn

with the � indicating the bandwidth dedicated for the ALS connections and 	 conn as the number of

connections seen in the last observation interval. Throughout this paper, we set the observation

interval arbitrarily to one second. A connection is recognized through the IP-header with the

source and destination addresses. �
� represents the utilization level we would like to achieve.

Note, that setting ��� too high would lead to high utilization but also to high losses for the case

of sudden changes in the number of connections or available bandwidth. In this paper, we use a
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utilization level ( ��� ) of 90% which is equivalent to the value used in similar switch mechanisms

for ABR [3].

3.2 Receiver Behavior

After traversing all the intermediate routers the RTCP messages contain in the
���

field the

smallest possible fair share calculated at all traversed network nodes and the utilization of the

router where this fair share was determined. The receiver includes these values in its control

messages and sends the information back to the sender. In addition to the fair share and uti-

lization values, the receiver reports the usual RTCP statistics such as delay information and the

losses in the sender’s data stream.

3.3 Source Behavior

As already mentioned, the source needs to inform the network about its desired transmission

rate in an additional
� �

field in the RTCP messages. Additionally, the sender includes a network

utilization field ( � ) that is initialized to 0. In case the desired rate is not known,
���

can be set

to the maximum possible rate, i.e., the rate of the output link of the system.

After receiving the feedback information about the fair rate share and network utilization

in the receiver reports the sender needs to adjust its transmission rate in accordance with the

received values.

Note, however, that the calculation of the
���

value at the routers does not correspond to the

max-min fairness criterion described in Sec. 2. As an example, consider the topology depicted

in Fig. 1. The first router has a capacity of 2 Mb/s and is shared between 2 connections, hence

the router would calculate
���

to be 1 Mb/s. However, the second router traversed by the con-

nection from sender 1 to receiver 1 has only a capacity of 1 Mb/s and is also shared between

two connections, and thus the fair share value that will finally be advertised to sender 1 is only

0.5 Mb/s. Now, if sender 2 restricted its transmission rate to the fair share value included in the

control messages, i.e., 1 Mb/s, 0.5 Mb/s of the bandwidth available at router 1 will be wasted.

Using the max-min fairness criterion the fair share of sender 2 should actually be 1.5 Mb/s.

To realize the max-min fairness criterion and still use the simple router algorithm described

in Sec. 3.1, we enhance the source’s behavior to estimate the appropriate fair share by itself in

addition to the network feedback.

An ALS sender does not set its transmission rate exactly to the values suggested in the re-
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Router 2 (1 Mb/s)

Sender 1

Receiver 1

Sender 2 Receiver 2

Sender 3 Receiver 3

Router 1 (2 Mb/s)

Figure 1: An example for max-min distribution

ceived control messages but actually uses an adaptation approach similar to a scheme we pre-

sented earlier [27]. For each incoming RTCP message from receiver
�

the sender calculates a

transmission rate ��� based on the
� ��� � , ��� and losses indicated in receiver

�
reports and saves this

rate in a data base. Here, � � indicates the transmission rate the sender should be using if receiver
�

was the only receiving member and
����� � is the

� �
value included in the control messages of

receiver
�
. For the case of multicast sessions with lots of receivers, ALS does not react to each

received RTCP packet as some adaptation schemes suggest [7]. Instead, ALS is based on so

called adaptation points, i.e., the adaptation process takes place only at specific time points. At

each adaptation point, the sender searches the transmission rates data base for the minimum

value ( � min

�
min �	�
��� ) and sets the sender’s transmission rate ( � ) to � min.

� � is calculated as follows:

� If the control messages received from receiver
�

indicate no losses the sender can try to

increase its bandwidth share. This is based on the assumption that the reported
� ��� � value

is less than the fair bandwidth share that would have been calculated with an algorithm

using the max-min fairness criterion. Similar to other adaptation schemes [7] the rate

is increased additively with an additive increase rate (AIR). To be able to adjust AIR in

accordance with the available network resources and network congestion state we do not

set it to a statical value but calculate it dynamically based on the current utilization of the

network.

AIR � � AIR ��� � AIR � ����� � �������
with ��� as the utilization value indicated in receiver

�
reports and AIR � as the increase

rate calculated after receiving the last control message. The transmission rate ( ��� ) is then

set to

�
� � �	��� � � AIR �
10



� For the case that the report from receiver
�

indicates losses the sender might assume that

the
� ��� � value indicated in the report is outdated due to a change in the network conditions

after setting the
� ��� � value in the senders RTCP messages. In this case, the sender should

reduce its transmission rate ( � � )
�
� � � ��� � � ��� �

� ���
where

� � is the loss indication from receiver
�

indicated as a fraction of 1. Additionally,

AIR � is set to an initial small value that we arbitrarily chose to be 5 kb/s.

We have used a period of 5 seconds between two adaptation points which is also the aver-

age value between generating two RTCP packets at the same source. As the time between two

RTCP packets might actually be larger than 5 seconds, choosing this fixed value has the disad-

vantage that the adaptation decision might be taken based on the reports of only a subset of the

session members and not all of them. However, the other alternative would be to wait for the

reports from all members before adapting. While this might work for small groups, for larger

groups the interval between two sent RTCP packets increases and thereby the adaptation deci-

sion will be taken less frequently and, thus, be less effective. The advantages and disadvantages

of both alternatives still need to be investigated more closely.

3.4 Supporting Heterogeneous Receivers

As already described in Sec. 2, reacting to the feedback of receivers of varying capacities results

in a race to the bottom situation and adjusting the transmission rate of the sender down to the

worst receiver level. To avoid this situation, ALS supports layered transmission of data. That is,

the data stream is divided into different layers which are then sent to separate multicast groups.

To receive layer ��� the receiver must first join all the layers from ��� up to �����
	 . The need

to probe the number of appropriate layers to join might lead to network congestion and is the

major source of complexity with layered transmission schemes. To avoid this need for probing

we enhanced ALS as follows:

� At each adaptation point the sender determines the smallest fair share indication seen in

the last adaptation interval (
�����

min

�
min � � ��� � � ) and the largest one (

�����
max

�
max � � ��� � � )

in addition to the minimum calculated transmission rate ( � min

�
min �	�
� � ) and the maxi-

mum transmission rate ( � max

�
max �	����� ). Depending on the compression algorithm used,

number of receivers and variations in the capabilities of the receivers the sender can deter-
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mine the appropriate number of layers to use and the amount of data to send on each layer.

In this paper, we arbitrarily set the number of layers to three, and set the transmission rate

on the first layer to the minimum calculated rate ( � min). On each of the upper layers the

sender transmits data with a rate of (
�

max � � min� ). Note, that this distribution was chosen

arbitrarily and for actual implementations another mechanism might be used. The sender

includes in the control packets sent on the basic layer, which is received by all members

of the session, additional information indicating the number of layers used, the addresses

on which the different layers are sent on and an indication of the size of each layer.

� The receivers start by joining the basic layer. After receiving a control message with in-

formation about the number of available layers and their sizes the receiver compares the

fair rate share (
� �

) indicated in the received control message and the size of the different

layers. With
���

larger than the transmission rate of the basic layer the receiver can join

up to 	 layers while:

� ��� ��
��� �
��� � �

with
��� � � as the rate used for layer

�
. Note that the receiver makes the decision about

joining or leaving a layer based on the
���

value set in the network. Therefore, the sender

needs to indicate the sizes of the different layers in the control messages as
�����

min for the

basic layer and �
	�� max � �
	�� min� for the upper two layers. This stems from adaptation proce-

dure at the sender that leads to the actual transmission rates being higher than the values

advertised by the network. Using the actual transmission rates as size indication in the

sender reports might actually lead to network underutilization problems as the following

example shows: consider a sender multicasts data to two receivers and gets the values
�	���

	 and
�	��� � as the fair bandwidth shares to use on the paths leading to receiver 1 and 2,

correspondingly. With the adaptation procedure, the sender might send data in two layers

with rates
��� � 	 and

��� � � with (
��� � 	 � � ��� 	 ) and (

��� � 	 � ��� � � � �	��� � ). If the sender

included in its reports
� � � 	 and

� � � � as size indication, receiver 2 would only be able to

join layer 1 as (
����� �� ��� � 	 � ��� � � ).

3.5 Implementation Issues

At the sender side, the additional fields for the fair share indication and utilization as well as

the information about the number and sizes of the used layers are sent as an application specific
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part (APP) [22] of the RTCP control messages. Likewise, the receiver returns the fair share and

utilization values as an additional application specific part of its RTCP messages. This approach

ensures the compatibility of senders using ALS with RTP-capable receivers with no extensions

for ALS. If the receivers or the network do not support ALS the APP parts can be ignored at

the receivers and the sender can refer to sender based adaptation schemes such as [27, 7].

To alert transit routers to more closely examine the contents of the control messages, the

senders’ RTCP messages are carried in IP packets with the IP router alert option [17]. This is

the same approach as was proposed for RSVP or YESSIR [21].

After setting the appropriate
���

and � values in the RTCP messages the router can forward

the packet to the next hop. To avoid the need to recalculate the UDP checksum the sender should

set it to 0.

4 Performance of the Adaptive Load Service

In this section, we investigate the performance of the ALS scheme under different simulated

topologies. In particular, we investigate the performance of ALS in terms of achieved utiliza-

tion, avoiding losses and its fairness towards other ALS connections as well as competing TCP

traffic. Additionally, we investigate the behavior of ALS in heterogeneous environments and

for the case of multiple congested hops.

4.1 Competing TCP and ALS Traffic

For any adaptation scheme to be effective in the Internet environment it needs not only to ensure

high utilization, avoid losses but also be fair towards competing TCP traffic. In this section, we

investigate the performance of ALS for the case of several ALS connections sharing a bottle-

neck router with some TCP connections. Fig. 2 shows a simple network topology with n TCP

connections sharing a link of � kb/s with m ALS connections. The TCP connections are based

on the Reno TCP specifications with fast retransmission and fast recovery algorithms [28]. Both

the ALS and TCP sources are persistent sources. That is, they always have data to send at the

highest allowed transmission rate. The router used in the simulations as well in the simula-

tions in the next sections uses random early detection (RED) [11] for buffer management. A

RED router detects incipient congestion by computing the average queue size. When the av-

erage queue size exceeds a preset minimum threshold the router drops each incoming packet

with some probability. Exceeding a second maximum threshold leads to dropping all arriving
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packets. This approach not only keeps the average queue length low but ensures fairness and

avoids synchronization effects. Based on results achieved in [12] the minimum drop threshold

was set to half of the router’s buffer and the maximum one to 0.95 of the router’s buffer.

RouterRouter

TCP Sender 1

TCP Sender n

RTP Sender 1

RTP Receiver 1

TCP Receievr 1

TCP Receiver n

RTP Sender m

RTP Receiver m

τ
b kb/s

Figure 2: ALS performance testing topology

For the performance tests we consider two cases: in the first case, the number of ALS con-

nections (m) changes with time, and in the second case, the bottleneck bandwidth � is varied.

4.1.1 Performance of ALS with changing number of connections

In this case, we investigate the effects of changing the number of ALS connections on the band-

width distribution. We consider two scenarios: in the first scenario, the number of ALS con-

nections increases with the time interval between the starting points of two connections set to

less than the typical interval between two subsequent RTCP messages of 5 seconds. In the sec-

ond scenario, the interval is set to a larger value. In both scenarios, the link bandwidth is set

to 10 Mb/s and the round trip propagation delay to 0.01 seconds. The number of TCP con-

nections is set to 3. Fig. 3 shows that even though the addition of connections in this topol-

ogy causes at least a 10% increase in the number of connections at the routers the transmission

rate of a sender starting at time 0 changes in accordance with the new network conditions for

both scenarios without facing high losses, see Fig. 3(b). This test also shows the importance of

choosing an appropriate value for the utilization factor at the routers. Choosing a heigh value

would not account for sudden changes in the network conditions, i.e., the number of connec-

tions. As the ALS connections need a few seconds until receiving a new value of the updated

fair bandwidth share to use, any increase in the number of connections would result in losses

until the senders adjust their transmission rate.

Fig. 3(c) and Fig. 3(d) also show that the TCP connections receive a fair bandwidth share

during the entire simulation time. Actually, they even receive a share that is around 10% higher
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Figure 3: Performance of ALS with varying number of competing connections

than the share used by the ALS connections. This results from the shorter adaptation interval

of TCP which allows TCP connections to increase their transmission rate each round trip time

and thus faster utilize any available bandwidth.

4.1.2 Performance of ALS with changing bottleneck bandwidth

In this part, the bottleneck bandwidth is varied and the number of connections is held constant.

We use 3 TCP connections and 7 ALS connections. Again the variation is done in intervals

smaller and larger than 5 seconds. Just as in Sec. 4.1.1, Fig. 4 shows that the transmission rate

of an ALS sender is adjusted in accordance with the available bandwidth and the losses are

below 2%.

4.2 Performance of ALS in Terms of Max-Min Fairness

Already, there has been different proposals for sender based adaptation schemes that achieve

high utilization, low losses and are fair towards competing TCP traffic [27, 5]. However, just as

it is the case for TCP [10, 26], all those algorithms show severe fairness problems when mixing

long and short distance traffic and thus do not fulfill the requirements of the max-min fairness
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Figure 4: Performance of ALS with varying bottleneck bandwidth

criterion [25]. For testing the performance of ALS in terms of the max-min fairness criterion

we use a chain topology with five routers and 7 connections, see Fig. 5. The distance between

two neighboring routers is 1000 km and the distance from a source to a switch is 0.4 km. All

the links have a bandwidth of 1 Mb/s. Depending on the number of routers they have to pass,

three kinds of traffic can be distinguished:

� Long distance connections: The connection starting from source 0 traverses all four links.

This connection will be denoted as
�
� .

� Medium distance connections: The connections starting from sources 1 and 4 traverse

two links. These connections will be denoted as
�
	 and

���
.

� Short distance connections: The connections starting from sources 2, 3, 5 and 6 traverse

only one link. These connections will be denoted as
� ��� ��� , ��� and

��	
.

Connections 
 � 
 	 
 � 
 � 
 � 
 � 
 	
fair share 250 250 500 250 250 500 750
achieved share 248 249 497 245 246 499 742

Table 1: Expected and achieved bandwidth share for the single connection’s in kb/s
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Figure 5: Chain topology for testing max-min fairness

The results of the transmission rates used by the different connections shown in Fig. 6 and

Tab. 1 suggest that even though we use a simple distribution algorithm in the routers the connec-

tions manage to achieve their fair bandwidth share based on the adaptation mechanisms of the

senders. The time required to achieve the fair bandwidth share is less than 100 seconds which

corresponds roughly to 12 estimation cycles. While is is larger than what we would expect form

an efficient ABR style algorithm [16] the gained router simplicity surely justifies this trade off.

4.3 Performance of ALS in Heterogeneous Environments

For testing the performance of ALS in a heterogeneous network environments we consider the

topology depicted in Fig. 7.

A sender multicasts data over a 3 Mb/s link to router 1. Receiver 1 is connected over a 3 Mb/s

to router 1, and receiver 2 is connected through router 2 over a 2 Mb/s link to router 1. Finally,

router 3 is connected over a 1 Mb/s link to router 1. At the start of the simulation receivers 1

and 2 are in the multicast session. Receiver 0 joins the session at time 100 seconds. Each link

is traversed additionally by 9 TCP connections so that the fair share for receivers 0, 1 and 2

are 90 kb/s, 270 kb/s and 180 kb/s on the basis of a utilization level of 90%. The model is

based on IGMPv2. That is, joining and leaving a multicast session is done explicitly through

join and leave messages. Additionally, we assume lossless control messages so that leaving and

joining a multicast session is done instantously.

During the first 100 seconds the sender sets the transmission rate of the basic layer down

to 170 kb/s, i.e., around the fair share we would expect for receiver 2. After receiver 0 joins the

multicast session at time 100 seconds the sender reduces the transmission rate of the basic layer
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Figure 6: Bandwidth distribution for the case of a chain topology for connections 
 � to 
 	

further to 90 kb/s, or the fair share of receiver 0. The transmission rate on the 2 upper layers is

set now to 70 kb/s, see Fig. 8(a). Receiver 2 joins now layer 2 and receives an overall rate of

160 kb/s.

During the entire simulation run, receiver 1 receives all three levels and its perceived rate

does not alter with the new distribution after receiver 0 joins in. The values of the reception

rates at the receivers, see Fig. 8(b), suggest that ALS successfully manages to dynamically dis-

tribute the data over three different levels in accordance with the actual heterogeneity of the

system. Additionally, the receivers join the appropriate number of layers to their capacity with-

out the need for probing the network. Note also, that irrespective of the joined number of layers

the bandwidth is being shared fairly among the ALS receivers and the TCP connections at the

routers, see Fig. 9.

5 Summary and Future Work

With the available load service (ALS) we presented an efficient yet simple mechanism for adapt-

ing the transmission behavior of senders in accordance with the network congestion state and
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Figure 8: Bandwidth distribution of the layers and measured receiver rates

heterogeneity of the receivers. The simulations we made suggest the efficiency of ALS in terms

of bandwidth utilization, loss reduction and fairness. However, the performance of ALS in en-

vironments with heavier loads and more members joining and leaving a multicast session still

needs to be investigated. Also, the effects of choosing the length of the adaptation intervals

on the achieved utilization and fairness is to be considered. Additionally, the performance of

ALS under a real network situation has to be tested. In this context, investigating the processing

overhead of the RTCP messages at the routers will be of utmost importance.

While ALS is simpler than ABR and supports multicast, ABR offers a minimal bandwidth

grantee. This is of great advantage for multimedia communication that is rather flexible in na-

ture but requires a minimal guaranteed QoS. Such a grantee can be achieved by integrating ALS

with a reservation scheme such as YESSIR [21]. YESSIR is a sender based reservation proto-
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Figure 9: Bandwidth distribution between TCP and ALS at the different routers

col that uses the RTCP protocol for signaling reservations. Through the Integration with ALS,

the receiver can reserve a minimal QoS using YESSIR and try to achieve a better QoS level

through utilizing free network resources using ALS. Alternatively, an approach similar to the

scalable resource reservation protocol (SRP) [1] or renegotiated constant bit rate (RCBR) [13]

can be integrated with ALS. That is, the sender keeps informing the network about its desired

transmission rate and the router indicate the actual reserved capacity. Additionally, the senders

can still try to use a higher transmission rate using the adaptation scheme of the sender.

Another important issue to consider is the aspect of flow protection. That is, protecting

adaptive flows from unresponsive ones that do not reduce their transmission rate during con-

gestion states and might thus lead to the starvation of adaptive traffic. ALS provides a mini-

mal degree of protection by allowing the senders to transmit at their fair share regardless of the

behavior of other connections. However, without protection schemes at the routers, a greedy

connection will still cause ALS connections to face losses and can receive a bandwidth share

higher than its fair one. Lakshman et al. [29] present an intelligent buffer management approach

that supports the isolation of responsive from unresponsive flows in a simple way. In an envi-

ronment with routers supporting such buffering mechanisms ALS would be most suitable for

achieving high utilization, low losses and fair bandwidth distribution.
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