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ABSTRACT

Motivated by the intermittent connectivity that many mobile users experience,

we have been investigating mechanisms to improve their access to data. We propose

7DS, a system that addresses the challenge of increasing data availability by providing

a novel mechanism that enables wireless devices to share resources in a self-organizing

manner, without the need for an infrastructure.

7DS is an architecture, a set of protocols, and an implementation enabling re-

source sharing among peers that are not necessarily connected to the Internet. Peers

can be either mobile or stationary. The focus is on three facets of cooperation, namely

information sharing, bandwidth sharing, and message relaying. In the information

sharing facet, peers query, discover, and disseminate information. Hosts acquire the

information from the cache of other peers. For message relaying, hosts forward mes-

sages to the Internet (when they gain Internet access) on behalf of other hosts. We

investigate the bandwidth sharing in wireless LANs and in video-on-demand servers.

When bandwidth sharing is enabled in a wireless LAN, the system allows a host to

temporarily act as an application-based gateway and share its connection to the Inter-

net. In the video-on-demand case, the server shares dynamically its disk bandwidth

among the clients.



The system adapts its communication behavior based on the availability of

energy and bandwidth. For the information sharing and message relaying, we model

several schemes depending on their type of cooperation among hosts, querying mech-

anism, energy conservation, host density, and transmission power. We evaluate these

schemes and their impact on information discovery and data availability via simula-

tions. We also provide an analytical model for a baseline scheme and show that the

analytical results on data dissemination are consistent with the simulation results.

For the case of bandwidth sharing in wireless LANs, we design a lightweight protocol

and present its benefits via simulations. For the bandwidth sharing in a video-on-

demand multi-disk server, we present novel retrieval techniques that take advantage

of layered multimedia information and replication to dynamically reallocate the disk

bandwidth. We model a multi-disk environment and show its performance in the

case of no replication, partial replication and full replication as a function of user

access skew. Our scheduling algorithm for the retrieval of streams can double the

disk bandwidth utilization of the server.
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Chapter 1

Introduction

1.1 Motivation

Wireless devices are becoming smaller, more user friendly and more pervasive. They

are not only carried by people, but are integrated into physical objects. These devices

can be part of data-centric, mobile, ad hoc (without infrastructure) and sensor net-

works; they collect, measure, process, query, and relay information. The expansion of

the Internet and wireless data communications have amplified this trend by making

information easier to share and by increasing the amount of information that is shared.

Wireless information access will become as important as voice communications, since

people are beginning to heavily depend on on-line information. People access local

and general news, traffic or weather reports, sports, maps, guide books, music, video

files, and games [3, 15, 65]. For example, Table 1.1 shows the number of wireless users,

Table 1.2 shows the popular PDAs in use today and Figures 1.3 and 1.2 show users

of two wireless Internet service providers, Avantgo and Vindigo [4, 97], respectively.

Similarly, there is growing interest in the transportation industry to support vehicles
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with navigation tools and location-based services. Examples of such services are lo-

cation tracking, maps, driver/trip task lists, traffic reports, address lookup, routing

information, fleet tracking, inter-vehicle entertainment, streaming and collaborative

applications.

2000 2002 2005
United States
Internet Users 135 169 214

Wireless Internet Users 2 18 83
Worldwide

Internet Users 414 673 1,174
Wireless Internet Users 40 225 730

Western Europe
Internet Users 95 148 246

Wireless Internet Users 7 59 168

Table 1.1: Internet Users vs. Wireless Users (millions). Source: eTForecasts (Febru-
ary 13, 2001) [31].

Wireless data communications have four fundamental constraints: power, band-

width, information accuracy and personal privacy. The first two are fundamental

constraints of the wireless arena. The third is intrinsic to the highly dynamic envi-

ronment in which these networks & devices operate with errors, packet losses, redun-

dancy, imprecision and limited capabilities of the mobile devices. The redundancy

results from the large amount of information available in the web or in information

servers. Information can be inherently imprecise and change dynamically. Personal

privacy becomes essential as the communications environment becomes more complex

and global. Due to these constraints, devices need to be self-configuring and adaptive

to better utilize their resources and provide robustness without compromising user

privacy. At the same time, the participants may have different requirements in terms
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of information accuracy, capabilities (power or bandwidth constraints), and degree of

trust or cooperation among each other.

2000 2001 2003 2005 2007
Worldwide PDA 24,920 40,435 85,620 149,030 227,400
Worldwide Phone-PDA 230 900 6,350 21,400 48,800
U.S. PDA 12,345 18,510 35,165 56,550 80,645
U.S. Phone-PDA negl. 46 1,350 5,950 14,250

Table 1.2: PDAs in use (thousands). Source: eTForecasts report on ”Worldwide PDA
Markets” [32].

Current work in distributed systems, traditional networking and mobile sys-

tems, and Internet protocols has not solved the problem of designing efficient and

scalable mechanisms for information discovery that operate under these constraints.

We specifically address how wireless devices can share their resources to increase the

data availability in a mobile network.

In the next sections, we discuss the mobile information access and the environ-

ment these wireless devices operate in. We propose a system that aims to increase

the data availability of mobile devices and state the main contributions of this thesis.

1.1.1 Definitions

Let us introduce some terminology that we will be using throughout the thesis.

A sensor network is typically composed of a mass of sensors and servers that

control these sensors. An ad hoc network is a network of wireless devices without

infrastructure.

Mobile information access is the underlying querying mechanism via which

wireless device receive information from a source while mobile. The mechanism de-
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scribes the architecture of the system and interactivity model. In respect to the

architecture, it specifies the need of an infrastructure, if any, and the main compo-

nents of the system that query for information or provide the information to mobile

devices. The interactivity model indicates how synchronous and direct is the com-

munication between the user that queries for some information and the component

of the system that provides the information.

A base station or access point is a gateway with a radio transmitter/receiver

that provides Internet access to hosts in its wireless range.

An infostation is a fixed (stationary) information server attached to a data

repository and a wireless LAN. When a wireless device is in close proximity to an

infostation, it can query the server and access the information.

A peer-to-peer system is a distributed system without any centralized control or

infrastructure. The software running at each peer host is equivalent in functionality.

The peer hosts share their resources and can dynamically decide to collaborate.

An environment is characterized by spatial locality of queries and informa-

tion, when users request for location-dependent data and it is likely users in close

geographic proximity to query for similar data.

1.1.2 Mobile information access

We classify mobile information access according to their dependency on an infrastruc-

ture and the interactivity model. Depending on the need of an infrastructure, there

are three categories: wireless Internet via base stations, infostations, and peer-to-peer.

The first two approaches need an infrastructure. Depending on the user interactivity,

the information access is either synchronous or asynchronous. We describe the mobile
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information access types in the next paragraphs.

1. Wireless Internet via base stations

The first approach provides “continuous” wireless Internet access; examples

include CDPD, 3G wireless, IEEE 802.11, and two-way pagers [27, 77]. The wireless

Internet is broadly defined by two types of wireless networks, namely wireless wide

area network (WAN) and wireless local area network (LAN). The wireless WAN is

a licensed, heavily regulated wireless network used by cell phones, wireless modems;

examples include CDPD, 3G wireless and two-way pagers. Wireless WAN access is

typically characterized by low bit rates and high delays.

The wireless LANs (e.g., IEEE 802.11, HiPerLAN, DECT) operate in unli-

censed spectrum. Currently, this access mode has either sparse coverage, low cost

and high speed (IEEE 802.11) or major-cities-only coverage and high cost (Metri-

com) or wider coverage, but extremely low rates and high costs (CDPD, RIM).

In several cities worldwide, nonprofit groups have installed IEEE 802.11b base

stations to provide free wireless access to the Internet. Figure 1.1 illustrates these

zones of base stations in New York City [101].

2. Infostations

The second approach provides information access via infostations. When a

wireless device is in close proximity to an infostation, it can query the server and

access the information. The infostations can be located at traffic lights, building

entrances, cafes and airport lounges. An infostation can be connected to a network

of infostations or to the Internet. It can act as a proxy, caching data and forwarding

requests to other infostations or to the Internet.
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Figure 1.1: The New York City wireless public access points as of May 2002 [101].
The wireless access zones are depicted as “bullets”.

3. Peer-to-Peer

We propose a third approach that does not need the support of any infrastruc-

ture (i.e., ad hoc), based on peer-to-peer resource sharing among wireless devices.

In peer-to-peer mode, the participants share their resources dynamically based on a

user-defined policy. The policy specifies the degree of cooperation, resource sharing,

and functionality of peers. The peer-to-peer concept was originally introduced in the

context of distributed systems and “reappeared” in 1999 with the widespread pop-
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ularity of Napster1. As we discuss in Chapter 2.4, there is substantial peer-to-peer

work in the file system and OS literature that is relevant. It includes the Ficus [68],

JetFile [44] and Bayou [91] projects. All of them are replicated storage systems based

on the peer-to-peer architecture. They are meant for a wide-scale, Internet-based use

and they focus on issues related to update policies, data consistency, and reconcil-

iation algorithms. Here, we target a different environment (of mobile wireless data

access) and address different research issues.

Ad hoc mobile networks are based on a peer-to-peer mechanism for routing

packets among the hosts. This multi-hop routing assumes a relatively high density of

devices that are willing to cooperate with each other by routing packets. However, it

is not always realistic to assume a connected network of cooperative devices. In this

work, we introduce a peer-to-peer system in a new setting. Depending on the density

of the mobile peer hosts, their network can be disconnected. We also vary the degree

of cooperation of the peer hosts.

Depending on user interactivity, the information access is either synchronous

(direct) or asynchronous (indirect using prefetching). For synchronous access, users

directly (in real-time), specify their request for data and access the information from

the web server or the infostation. In the asynchronous case, the mobile device acquires

the data on behalf of the user without direct interaction with the user upon the

receipt of an event (e.g., prior to the disconnection of the device or in the presence of

an infostation).

The mobile device can access the information synchronously from the source

or from the cache of the local device. Alternatively, the mobile device can access the

1Shawn Fanning started working in the Napster implementation between September 1998 and
early 1999.
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information from an infostation or another peer in an asynchronous or synchronous

manner. In the asynchronous mode, the infostation may broadcast the data [50, 78].

The host can subscribe to a multicast channel of the infostation and receive the infor-

mation. Another type of asynchronous access is prefetching or hoarding. The system

prior to the disconnection of the device can prefetch the data from the file system or,

in the general case, from an infostation. This form of prefetching, hoarding [56, 60],

allows a mobile device, before disconnecting from the wired network, to prefetch data

to increase the user’s data availability while she/he remains disconnected and rein-

tegrate upon reconnection. It aims to alleviate user perceived latencies. There are

several hoarding strategies based on the detection of “file working sets” [94] or on cap-

turing the semantic relationships among files in “semantic” distance measure. They

addressed issues related to data consistency and targeted in a traditional file system

setting. The system can locate the files prior to the disconnection. This mechanism

is not adequate when the system cannot predict the information to be prefetched,

when the mobile user searches for some new information while mobile or with very

dynamic information.

Next, we describe the characteristics and issues of this environment.

1.1.3 Characteristics of the environment

There are four main characteristics of this dynamic, pervasive computing environ-

ment, namely heterogeneity of wireless devices and access methods, frequent dis-

connections and low bit rates, high spatial locality of information and queries, and

heterogeneous application requirements on delay and accuracy.
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Wireless transmission technology Carrier
TDMA AT&T, Digital PCS, Cingular networks

CellularOne
GSM/GPRS Omnipoint, Cingular, Voicestream

Unicel, PinPoint Wireless
CDMA AirTouch, Qwest, Bell Atlantic Mobile

Sprint PCS, MCI WorldCom Wireless
General Wireless, Verizon

CDPD Digital PCS, GoAmerica, BellAtlantic/Nynex
AT&T Verizon wireless, Omnisky

Pseudo-random FC-CDMA Metricom

Table 1.3: U.S. wireless networks.

1. Heterogeneity of devices and access methods

We consider a setting of wireless devices with different capabilities, wireless ac-

cess methods, degrees of trust and cooperation with each other. It includes handheld

devices (e.g., iPAQs, palm pilots and mobile phones) with constrained memory and

power, laptops or vehicular wireless systems with higher storage and power resources,

and infostations with sufficient storage and no power constraints. The devices may

be stationary or mobile. They are autonomous and not necessarily connected to the

Internet. As we described earlier, there is a wide range of wireless networks encom-

passing infrared, wireless LAN (e.g., IEEE 802.11), 3G, Bluetooth, GSM, cable and

satellite networks (e.g., Tables 1.4 and 1.3).

There is a variety of interaction types between them based on their capabilities

and trust. Specifically, we distinguish two principal interaction types server-to-client

(S-C) and peer-to-peer (P-P). We describe them in Section 1.2.

2. Changes in the bandwidth availability and loss of connectivity to the
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Wireless technology Max bit rate Frequency Effective range

Bluetooth 724 Kb/s 2.4 GHz 10 meters
20 meters
100 meters

Infrared <4 Mb/s > 1014Hz 10 cm-2 meters
IEEE 802.11b 1 Mb/s 2.4 GHz outdoors 550 meters

indoors 50 meters

11 Mb/s outdoors 160 meters

indoors 50 meters

3G 144 K/s vehicle 1.885 GHz-
2.2 GHz

(WCDMA) 384 kb/s pedestrian

1-2 Mb/s stationary

CDPD 19.2 Kb/s 1.8-
2.5 GHz

Table 1.4: Bandwidth requirements, frequency, transmit power, and effective range
for different wireless technologies.

Internet due to host mobility

Currently, mobile users can access information using the infrastructure of base

stations (wireless LAN or WAN). Most wireless data WAN access are only available

in major metro areas (such as, Vindigo [98] or RIM [83]). There are situations where

a communication infrastructure is not available (such as in emergency situations,

disaster relief, rescue teams, inside tunnel or subway). In other situations, there

is an infrastructure, but it is overloaded or expensive to access. For instance, on

September 11, 2001, after the terrorist attack in New York, it was difficult to access

the communication infrastructure and the news web sites.

Given the exceedingly expensive license fees attained in recent government

auctions of spectrum, the bandwidth expansion route is bound to be expensive. For

example, European telecommunications giants spent $100 billion in 2000 for 3G li-
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cense fees [43]. Similarly, the cost of tessellating a coverage area with a sufficient

number of base stations or infostations coupled to the associated high speed wired

infrastructure cost is prohibitive. For the next few years, continuous connectivity to

the Internet will not be available at low cost for mobile users roaming a metropolitan

area. The devices will continue to experience changes in the availability of bandwidth

and frequent interruptions of connectivity due to host mobility.

3. High spatial locality of information and queries

The high spatial locality of information results from the type of services we

expect a mobile user will run, namely location-dependent services, service discovery,

news services and collaborative applications. For example, in an urban environment,

such as a part of Manhattan during rush hours, the platform of a train, an airport, a

commercial center, a corporation, or a campus we anticipate that the access patterns

of the wireless devices will feature high spatial locality of information (such as local

and general news, sports, train schedules, weather reports, maps, routes), service

discovery queries and also popular information (such as music files or video games).

There are several wireless Internet service and information providers for hand-

held devices (Avantgo, Vindigo, Omnisky Corp.). For example, Avantgo regularly

lists The Wall Street Journal, The New York Times, and USA Today as top ten

user sites at www.avantgo.com/channels. Similarly, Vindigo licenses its technology

to newspapers and hosts the service on behalf of its partners. Newspapers simply

supply the listings in a structured format, periodically updating them. In a highway

setting, vehicles with wireless capabilities will query for weather and traffic reports,

maps, and routes.
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Figure 1.2: The unique number of Vindigo users that subscribe to the NYTimes news
on-line information, respectively. Source: The New York Times on the Web [66].

4. Heterogeneous application requirements on delay and accuracy

Unlike voice communications, many wireless applications possess loose delay

constraints (of the order of minutes). For example, tourists with a PDA camera that

want to send pictures home can tolerate up to a few hours of delay, as long as the

pictures finally reach their destination.

In many applications, users have flexible requirements on the information accu-

racy, freshness, precision, and media quality. For example, queries about the number

of nearby taxis, closest Barnes & Noble stores or Internet cafes are inherently im-

precise and may change dynamically. In other cases, users are flexible to get the

information (e.g., images) in lower resolution as long as they get it fast.

1.1.4 Challenge of increasing information access

In the previous paragraphs, we described the different mobile access methods and their

limitations in the environment we consider. Mobile users can access access information
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Figure 1.3: The unique number of Avantgo users that subscribe to the NYTimes news
on-line information, respectively. Source: The New York Times on the Web [66].

using the infrastructure of base stations or the infostations, but experience frequent

disconnection and low bit rates. Our main challenges are to accelerate the data

availability and enhance the dissemination and discovery of information when hosts

face changes in the availability of bandwidth and face the loss of connectivity to the

Internet due to host mobility. We aim to investigate ways to enable these devices to

share resources to increase their data access considering their power, bandwidth, and

memory constraints.

1.2 Resource sharing using 7DS

We propose 7DS2 as a system that complements the three mobile information access

approaches we described in the previous paragraph. 7DS is an architecture and set of

protocols enabling resource sharing among peers that are not necessarily connected to

2“7DS” stands for “Seven Degrees of Separation”, a variation on the “Six Degrees of Separation”
hypothesis, which states that any human knows any other by six acquaintances or relatives. There
is an analogy with our system, particularly, with respect to data recipients and the device with the
“original” copy. We have not explored if a similar hypothesis is true here.
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the Internet. We focus on three different facets of cooperation, namely, data sharing,

message relaying, and bandwidth sharing.

7DS relays, searches and disseminates information, and shares bandwidth. It

operates in a self-organizing manner, without the need for an infrastructure and ex-

ploits host mobility. It runs as an application on heterogeneous devices (with different

capabilities) that are mobile or stationary. A 7DS-enabled device communicates with

peers via a wireless LAN. We classify the 7DS-enabled devices in four categories:

servers connected to the Internet, servers connected to other servers, autonomous

caches (without connection to other servers or the Internet), handheld devices (power

constrained, mobile). For example, a 7DS-enabled server can either be dual-homed

device connected to the Internet or to a wired infrastructure of other servers or an

autonomous server attached to a cache with access to a wireless LAN. Furthermore,

a 7DS-enabled server can be mobile or stationary. An example of mobile server is

a robot that roams a campus or a museum and disseminates information to users

with handheld devices. When 7DS runs on handheld devices (e.g., PDAs), it will

use energy conservation and collaboration methods different from the 7DS-enabled

server. The 7DS-enabled handheld devices are sporadically connected to the Internet

and 7DS can coexist with other data access methods (e.g., via wireless modem).

7DS hosts can interact either in peer-to-peer (P-P) or server-to-client (S-C)

manner. In P-P mode, 7DS hosts cooperate with each other. S-C schemes operate

in a more asymmetric fashion: there are some cooperative hosts (e.g., 7DS servers)

that respond to queries and non-cooperative, resource constrained clients (e.g., 7DS-

enabled PDAs). 7DS nodes can collaborate by data sharing, forwarding messages

(such as, rebroadcasting queries and data or relaying messages to an Internet gate-
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way) or caching popular data objects. For example, an autonomous 7DS server may

monitor for frequently requested data, request them from other peers, and cache the

data locally to serve future queries. The fixed information server (FIS) is the S-

C scheme with fixed (stationary) server. 7DS is a generalization of the infostation

concept. The infostation model is equivalent with the FIS mode.

In the information sharing facet, peers query, discover, and disseminate infor-

mation. 7DS acquires data from other peers (in P-P) or from the infostation (S-C)

within its wireless coverage using single-hop broadcast. The system takes advantage

of the host mobility and periodically queries for data. A host, instead of operating

with high transmission power to reach a base station or an infostation that is far away,

forwards its messages or requests for data to its peers in close proximity. In that way,

the hosts can conserve more power and better utilize the wireless bandwidth.

The system uses a simple energy conservation mechanism that periodically

enables the network interface. During the on interval, 7DS hosts communicate with

their peers. In its asynchronous mode, the on and off intervals are equal but not

synchronized. In synchronous mode, the on and off intervals are synchronized among

hosts, although not necessarily equal.

For bandwidth sharing, we assume that the system monitors its bandwidth

capabilities and is able to compute its sustained bandwidth. We define the sustained

bandwidth of a user, in a certain time period, as the rate at which he/she is “expected”

to effectively receive data in that time period and which corresponds to a certain

quality of service profile. The sustained bandwidth of a client may change due to

host mobility or network congestion.

We distinguish two forms of bandwidth sharing based on the interaction among
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Figure 1.4: Examples of settings in which 7DS can be used: in a campus or a confer-
ence (top left), in an emergency site (right), at the platform of a subway station with
an autonomous cache that runs 7DS and disseminates schedule information or news
(bottom left), or in a rural area in which sensors measure traffic or weather reports
and this information is disseminated among vehicles with wireless capabilities that
run 7DS (bottom right).

the participants. In S-C mode, a multimedia server provides streaming data to clients

with different service profiles and capabilities. The server operates in a multi-disk en-

vironment and dynamically reallocates its disk bandwidth to its clients by taking

advantage of the multiresolution property and replication across disks. We assume

that the multimedia objects are compressed at different layers of resolution. Using a

subset of these layers, the client application can view the object in a lower resolution.

Various video compression schemes, such as subband coding, MPEG-2, and MPEG-4,

provide such a multiresolution property. In the general case, we have multimedia

objects which are composed of different media objects and layers, each of them con-

tributing to higher quality and accuracy of information. The server operates in a

heterogeneous environment where not all the clients can take full advantage of the
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highest quality of objects due to the constraints in the hardware of their devices,

network, and access methods.

In P-P mode, when bandwidth sharing is enabled, the system allows a host

to act as an application-layer gateway and share its connection to the Internet with

other hosts. When a peer is unable to access the Internet, it may request other

peers to act as gateway. Alternatively, hosts can buffer their messages, if they do not

have Internet access. When message relaying is enabled, a host forwards its queued

messages to another peer. Hosts also relay all their messages when they gain Internet

access (via a gateway or base station). We use the term gateway to refer to a base

station or stationary server that provides wireless Internet access. 7DS restricts the

number of times it forwards a message to a gateway or another relay host.

The motivation of P-P mode is to exploit host mobility, better utilize the

wireless throughput, and reduce the average delay that a message experiences until

it reaches the Internet or acquires some information.

1.3 Contributions

In this thesis, we analyze the problems posed by the above challenges. We introduce

a new general framework for mobile wireless data access. We design, implement, and

evaluate several aspects of its performance with respect to the different mechanisms of

cooperation it provides. We discuss in more detail the contributions in the following

areas, namely information dissemination and message relaying (Section 1.3.1) and

bandwidth sharing (Section 1.3.2).
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1.3.1 Information dissemination and message relaying

In this new framework, we address the effect of wireless coverage range, density of

devices, query mechanism, type of cooperation among hosts and their power con-

servation strategy on data dissemination. For example, we analyze how fast the

information spreads in such setting if all nodes are cooperating with each other, and

how the performance of data dissemination changes when only a few nodes cooperate

(e.g., the 7DS-enabled servers). The performance of data dissemination is defined by

the percentage of the nodes that acquire a data item over time, and the average delay

that a node experiences until it receives the data. We compare the server-to-client

and the peer-to-peer approaches and evaluate how the wireless coverage range, energy

conservation, speed, density of devices and servers affect the data dissemination. We

also investigate the message relaying, and find the number of times a host should

relay a message to another host to reach the Internet. The investigation of these

issues can also give insight for the design of a wireless information infrastructure in

a metropolitan area.

7DS acquires the data from other peers within its wireless coverage using single-

hop broadcast. Due to the highly dynamic environment and the type of information,

7DS does not try to establish permanent caching or service discovery mechanisms.

Instead, we explore the transient aspect of information dissemination.

In our simulations, we consider variations of the P-P and S-C schemes as

well as some hybrid ones. We consider a simple energy conservation mechanism

that periodically enables the network interface. During the on interval, 7DS hosts

communicate with their peers. In its asynchronous mode, the on and off intervals

are equal but not synchronized. In synchronous mode, the on and off intervals are
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synchronized among hosts, although not necessarily equal. We also vary the wireless

range of the network interfaces.

We evaluate these approaches by measuring the percentage of hosts that ac-

quire the data item as a function of time and their average delay. At the beginning of

each experiment, only one 7DS host has the data item and the remaining hosts are in-

terested in this data item. We also evaluate the probability that a message will finally

reach the Internet and the impact of message relaying. We found that the density of

the cooperative hosts, their mobility, and the transmission power have great impact

on data dissemination. For a region with the same density of hosts, P-P outperforms

S-C with no cooperation among the mobile devices. The simulations indicate that

the probability a host querying a data object will acquire it by time t follows the

function 1− e−a
√

t when using S-C mode with fixed server and no cooperation among

the mobile devices (i.e., FIS). In case of high density of cooperative hosts, the data

dissemination using P-P grows even faster.

We also discover two important scaling properties of data dissemination by

expanding the area and varying the speed, the density of wireless coverage (i.e.,

average wireless coverage per space unit) of cooperative hosts, and the density of

cooperative hosts (i.e., average number of cooperative hosts per space unit). First,

the performance remains the same when we scale the area but keep the density of the

cooperative hosts and transmission power fixed. Secondly, for a fixed wireless coverage

density, the larger the density of cooperative hosts, the better the performance. In

S-C, this implies that for the same wireless coverage density, it is more efficient to

have a larger number of cooperative hosts with lower transmission power than fewer

with higher transmission power. We can further generalize our simulation results
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using these properties. These results can also assist in the design of wireless data

infrastructures.

The contributions of this thesis regarding information dissemination and mes-

sage relaying are as follows:

1. The design and implementation of 7DS, a novel system that enables information

dissemination and sharing among mobile hosts in a peer-to-peer fashion.

2. An evaluation via extensive simulations of 7DS and the effects of the wireless

coverage range, 7DS host density, querying mechanism, energy conservation,

and cooperation strategy among the mobile hosts as a function of time.

3. Synchronous energy conservation, a mechanism that saves substantial energy,

without degrading the efficiency of data dissemination.

4. An analytical model for FIS using theory from random walks and environments,

and the kinetics of diffusion-controlled processes. The analytical results on data

dissemination are consistent with the simulation results for FIS.

1.3.2 Bandwidth sharing

We investigate bandwidth sharing both in S-C and in P-P settings. For the P-P

case, we propose an architecture and protocol that enables dual-homed hosts to act

temporarily as gateways to the Internet for hosts that experience intermittent connec-

tivity to the Internet. We design a lightweight protocol that discovers a gateway and

enables hosts to share their connections to the Internet and enhance their quality of

data. Collaborative applications with shared data motivate this system. The hosts,

instead of requesting the data independently from each other, cooperate, and reduce
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the replicated data. The main benefits of the network connection sharing protocol

are:

1. The statistical multiplexing for bursty traffic that results in an increase of the

bandwidth utilization of the WAN links.

2. In the case of shared data applications, the system reduces the amount of repli-

cated data it acquires and increases the quality of service of the peers.

3. It can balance the load across gateways.

In the S-C version of bandwidth sharing, we consider a multimedia storage server

that serves clients with different capabilities and requirements. We present a scalable

multimedia server that provides statistical service guarantees and propose scheduling

techniques for video retrieval that exploit the multiresolution property of compressed

video streams. We present a novel retrieval technique that takes advantage of layered

information and replication to dynamically reallocate the disk bandwidth. We model

the multi-disk environment for different degrees of replication and measure the disk

bandwidth utilization. We show how the system performs in the case of no replication,

partial replication, and full replication as a function of user access skew. In the case

of partial replication, only a part of the multimedia objects are replicated. The

reallocation algorithm for full replication can double the disk utilization compared to

the case of no replication.

1.4 Structure of thesis

This dissertation is organized as follows.
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Chapter 2 gives an overview of the main components of 7DS and discusses

related work. Chapter 3 describes in more detail the P-P and S-C models and presents

simulation results. Chapter 4 discusses the modeling and analysis of FIS using kinetics

of diffusion controlled processes. Chapter 5 introduces a form of bandwidth sharing in

a wireless LAN, called network connection sharing, presents the architecture, and its

performance evaluation. Chapter 6 discusses bandwidth sharing in video-on-demand

servers. Finally, in Chapter 7, we summarize our results and discuss directions for

future work.
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Chapter 2

7DS Architecture for information

sharing

This chapter focuses on the 7DS, an architecture and set of protocols that enables

information sharing among peers. First, we describe the communication, cache and

power conservation protocol, and its implementation. Then, we discuss mechanisms

that stimulate cooperation among peers and provide security. Finally, Chapter 2.4

describes related work.

2.1 System architecture overview

We assume that 7DS is composed of mobile hosts that have a network connection to

access the Internet, e.g., via a wireless modem or a base station, and are also capable

of communicating with other hosts via a wireless LAN (e.g., IEEE 802.11). 7DS runs

as an application on mobile hosts and communicates with other 7DS participants via

a wireless LAN. We focus on information access from the Internet that takes place
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through retrieval of data objects identified by URLs. When such access fails (for

example, due to the loss of the Internet connection), 7DS tries to acquire the data

from other 7DS peers. Figure 2.1 illustrates how 7DS operates. Mobile host A tries to

access a data object (e.g. a web page). The local 7DS instance running on A detects

that the host cannot listen to the Internet and tries to access the page from the peers

in close proximity via the wireless LAN. Mobile host D has walked way and cannot

listen to the query. Both hosts B and C receive the query. Host C has a copy of the

data in its cache, and responds to A’s query by sending the data.

2.1.1 7DS Messages

A 7DS query can be a request for a web page or a search with keywords specified

by the user. 7DS uses three types of messages to communicate with other peers:

queries, reports, and advertisements. A query consists of a set of attributes and their

values, such as the URL of the web page, and the MAC address of the host that

generated it. These two attributes, the URL and the MAC address, are also used as

the query identifier. The system forms queries based on the URL of the data object

it tries to acquire. 7DS maintains a query list, which also includes the URLs that the

system predicts the user will visit in the next few hours. It multicasts these queries

periodically via the wireless LAN to a predefined multicast group.

7DS may use different multicast groups for different queries. It determines the

appropriate group in each situation either by hashing the URL of the requested data

item, or by using application-specific criteria. In order to conserve more power, a

host may listen to a subset of these groups depending on the data objects it is willing

to share.
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Figure 2.1: Example of information sharing using 7DS. The arrows show the message
exchange for the 7DS communication. The ellipse denotes the wireless coverage of
the associated host, the shaded signal of the wireless LAN and the non-shaded one
of the (lost) connectivity to the Internet.
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In both the prototype and simulations, we consider single-hop multicast, using

the “ad hoc mode” of IEEE 802.11. After receiving a query, each 7DS peer searches its

cache. If a host finds a match, it forms and broadcasts a report. The report describes

the relevant data. After a defined interval, the querying 7DS host selects among

the received reports the most relevant ones based on application-specific criteria, and

then it initiates an HTTP GET request to the chosen host.

Advertisements are application-specific messages that announce the presence

of 7DS-enabled servers. Power-constrained devices use a “passive” mode for partic-

ipating in the system. In particular, they participate only when the expectation for

data availability is high, such as when they receive an advertisement. A 7DS-enabled

server periodically broadcasts such advertisements with an index of the information

or a description of the application it supports. A 7DS host in passive mode sends the

query directly to the server from which it received the advertisement. We call this

“passive” querying, as opposed to active querying that takes place periodically until

7DS receives the data.

We use XML to describe 7DS messages. 7DS extracts the metadata from

the queries received from other peers and performs an attribute-matching search in

its local cache. The report includes an identifier that matches the identifier of its

corresponding query, and a data description. The data description field contains

the relevant information in the local cache of the peer that responds. The report

message also contains some optional attributes with their values. These may include

the original URL, the time the object of the data description field was cached locally,

the time the original copy was created, its HTML title, size, and format. They may

also include the quality of the wireless transmission (using the signal-to-noise ratio
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value), the author, language, size, and content type of the object. Some of this

information is inherently provided by web objects, while others require additional

(application-specific) meta information.

The 7DS software displays the reports to the owner of the mobile host, or issues

an HTTP GET request automatically (via the web client), using the local URL of the

selected report to receive the complete object. Each 7DS node runs a miniature

web server, which responds to the HTTP GET requests. The primary information

propagation occurs through the use of caching rather than reliable state maintenance.

It is not a goal of the current prototype to resolve inconsistency among copies of a

data object. 7DS peers may have several objects matching a single query.

2.1.2 Cache management

7DS organizes and indexes the cache. Through a GUI, the user can view, browse, and

manage the cache. In the current prototype, the content of the cache is displayed in a

tree-like structure (Figure 2.2). We are extending the GUI to support grouping of the

cache content by predefined categories and adding a search tool using the meta-data

attributes of the stored objects. The user can set the access permissions for files and

directories in the cache and specify the objects to be shared with other peers. To

protect the user’s privacy, the system only transmits reports or pages that correspond

to publicly available objects. 7DS can encrypt a private object before transmission.

Periodically, 7DS removes expired objects, updates the index with these changes,

and also includes newly cached objects. In addition, the system may try to prefetch

expired objects if specified in a user profile. Through the GUI, the user marks which

pages need to be prefetched when they expire.
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Figure 2.2: The cache manager GUI for setting up the permission of the cached
objects for sharing with other peers.

2.1.3 Power conservation

Using a battery monitor and a power management protocol, 7DS aims to adapt

communication to reduce energy consumption during idle periods, when there is low

expectation for data or collaboration and when the battery life is below a threshold.

Generally, prediction of data availability is a hard problem. To predict this, we

currently use advertisements from the 7DS servers. When energy conservation is

enabled, the mobile host periodically turns off its wireless LAN interface. The system

can also adapt its communication with other 7DS peers by tuning several “thresholds”

in the battery level. For example, it may set three values of the battery level: when the
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battery level is above the highest value, the system can fully collaborate. Between the

highest and second-highest value, the system only partially participates in the system.

Below the third value, the system stops participating in the 7DS network. Usually,

the degree of participation depends on the querying (active or passive, frequency

interval) and type of collaboration (data sharing and forwarding support). 7DS is

engaged entirely in the participation when it is in both active and passive modes,

and supports data sharing and forwarding. In partial participation, the 7DS disables

forwarding and switches from active to passive querying. The default setting is as

follows: for battery levels above 75%, 7DS uses data sharing and active querying.

Between 50% and 75%, it switches to passive querying. When the battery level falls

bellow 50%, it stops participating in the system. The user can change this setting via

a GUI.

In the second mode of energy conservation, 7DS nodes alternate between the on

and off states of the network interface. During the interval that the network interface

is on, 7DS communicates with the other hosts by sending queries, forwarding or

receiving reports or data. The mobile host broadcasts a query at each on interval

until it receives the data. In addition to that, the system can enable the synchronous

energy conservation option. A group of cooperating hosts decides on a time interval

to communicate, potentially with encrypted messages. These hosts can turn their

network interface on and start participating in 7DS only during the agreed-upon

time interval. We discuss and evaluate the synchronous energy conservation method

in more detail in Chapter 3. This rendezvous-based approach can be used by peers

to avoid malicious devices and conserve more power.

The protocol has also appeared in [74].
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2.2 Encouraging cooperation

The communication and caching components are simple. However, the paradigm is

powerful and triggers many challenging issues. It allows us to address some general

questions on the performance of information dissemination among mobile devices,

which is one of the main points of focus of this thesis (Chapter 3). It also triggers

several design issues related to mechanisms that stimulate cooperation among peers,

provide security, and efficiently utilize the wireless throughput and energy of the

devices.

In peer-to-peer systems, systems willingness to cooperate is crucial. There

are settings where hosts are naturally motivated to cooperate, since they belong to

users or an infrastructure with common goals. For example, consider a setting in a

corporation, a conference, a rescue operation, a home network, or a wireless networked

vehicular environment. In these settings, we expect a number of users or wireless

devices that share data and collaborate. However, other users may have less incentives

to cooperate, especially when the devices are energy-constrained. Selfish users may

give false promises about relaying messages or avoid responding to queries to save

power. Malicious users may bombard the network with queries to drain the energy of

other devices and/or prevent them from utilizing the bandwidth of the wireless LAN.

As we mentioned previously, hosts can use the rendezvous-based approach to avoid a

malicious user who keeps sending queries. There are ways to stimulate cooperation

by providing incentives, financial rewards, or token-based mechanisms. The main

motivation for these mechanisms is twofold:

1. Prevent denial-of-service attacks and devices from overloading the network;
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2. Stimulate cooperation.

We discuss these mechanisms in Chapters 2.2.1 and 2.2.2.

2.2.1 Preventing denial-of-service attacks

A typical method of preventing denial of service attacks is “challenging” the host using

hash cash [5]. When a 7DS host (e.g., host R) receives a query, before responding, it

multicasts a challenge to the querier (e.g., host Q). This challenge forces Q to execute

a non-trivial computational task (e.g., to discover the input in a hash function given

the output and a part of the input), before the actual 7DS resource sharing takes place,

as in Figure 2.3). By challenging the querier to spend some energy with each query,

the system penalizes malicious users for overloading the network with queries. A

potential problem arises when a responder cooperates with the malicious querier (e.g.,

by sending “trivial” challenges) or when the querier itself sends “trivial” challenges.

The protocol can force responders to sign their message. In that way, other hosts in

the wireless LAN can verify the source of the challenge.

1. Q sends query
2. R receives the query
3. R waits for a random time interval T
4. if no challenge for Q was multicast during T, R challenges Q
5. Q sends its response
6. R verifies Q response to the challenge

Figure 2.3: Responder R challenges querier Q to prevent denial-of-service attacks.
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2.2.2 Micropayment mechanisms

The provision of security in 7DS becomes challenging due to its offline nature, the

lack of a trustee entity (such as a server) and the power constraints of the devices.

Next we discuss two candidate micropayment mechanisms for 7DS, namely

electronic checks (e-checks), and a token-based approach. We assume that the 7DS

multicast query is free, but hosts pay to receive the complete data objects after select-

ing a report (as described in Section 2.1). In both of these micropayment mechanisms,

nodes remunerate each other for the services they provide to each other. In this sec-

tion, we only briefly describe the main ideas of these approaches. In the e-check

approach, there is no need for trusted hardware. For that, we use the micropayment

by Blaze al described in [9]. The token-based approach requires a tamper-resistant

hardware module in each device for the management of tokens and cryptographic

coding of messages. The use of tamper-proof hardware will increase the cost of hard-

ware and the energy expenditure of the mobile device. It is part of future work to

design them in more detail and evaluate them. In particular, we plan to investigate

the trade-off between the robustness of the solution and its efficiency (computational

complexity) and the anonymity requirements. The 7DS cooperation should not re-

quire complex cryptographic protocols and heavy computational effort that exceed

the value of its service. More information on electronic micropayment schemes can

be found in [19].

For both approaches, we describe the protocol that takes place between two

hosts (e.g., Q and R), which includes an authentication, a micropayment, and an

information exchange mechanism. We assume that a querier (host Q) has multicast

a query, and host R has responded by sending a report with the relevant data in its
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local cache. In its report, R also describes the amount of payment required to send

the complete data.

2.2.3 Electronic checks

Let us give a brief description of the micropayment method in [9] and how we use it

with 7DS. Hosts sign up for 7DS with a trustee entity or “bank”. They get an amount

of virtual currency as an electronic check (e-check) from that bank. The bank has

an account limit for each host. Therefore, losses from uncollectible transactions are

limited. The system with the e-check payment mechanism does not try to prevent

losses. As is typical of credit models, we assume that there is a risk factor and

the system can tolerate some loss. E-checks are cryptographically bound to the

transaction, which prevents the forgery by another host that overhears the exchange

of an electronic check. A public-key credential-based architecture is used. The bank

acts as a trusted third party that can authenticate each other offline using appropriate

credentials. Each host has its own public key, which is encoded in the credential,

along with some restrictions. To minimize losses, the credentials are short-lived and

thus frequently refreshed. 7DSs can download new credentials when hosts access the

Internet. The bank can limit the amount of micropayment a host may send to a given

host during a period of time. The number of credentials the bank issues to a host

depends on its 7DS usage pattern, service, and the trustworthiness of the host. It is

a future goal to investigate the tradeoff of reducing the loss and avoiding disruption

of cooperation. The bank does not give new e-checks or extend the credit line to

non-trustworthy hosts.

The two hosts Q and R authenticate each other and then verify each other’s
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1. R sends its credentials
2. Q verifies that R is known to the bank and it is authorized for 7DS
3. Q sends an e-check
4. Q waits for some time for the data from R, before sending a NACK to it
5. R verifies that e-check is genuine
6. if the e-check is genuine, R stores the e-check and sends the data to Q
7. If R receives a NACK from Q, it resends the data to Q

Figure 2.4: Electronic check payment for responding to a query: verification of cre-
dentials and e-check and information exchange.

capabilities: Q verifies that R is known to the bank and is authorized to charge Q’s

account for the particular type of transaction mentioned in the report. R verifies

that Q is authorized by the bank to proceed with the specific transaction. When a

transaction is completed, Q receives the web page and R receives an e-check from

Q. The e-check is encoded as credentials that authorize payment for that specific

transaction. Q creates the credential signed with its RSA key and sends it along with

its credential to R. The credential contains information such as time issued, which

can prevent double-depositing of the e-checks by R. To limit this risk, the system can

constrain the amount of payment per responder during a time interval (e.g., refreshing

time). Figure 2.4 describes the e-check payment for data between R and Q. There is

no guarantee that R will transmit the data to Q after receiving Q’s e-check.

The communication between the bank and the hosts can take place using es-

tablished cryptographic protocols, such as IPsec. Periodically, hosts provide their

collected e-checks to the bank. The bank uses this information to verify the trans-

action and to update the relevant accounts, that is, to increase R’s account and to

decrease Q’s. The bank uses the same verification method that R used to check Q’s
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credentials. Also, the bank generates short-term credentials for the host over the

secure link, with a new public key being refreshed every time.

An advantage of the e-checks is that there is no need for trusted hardware. On

the other hand it limits cooperation (querying) with the account limit, the expiration

of the e-checks, and the frequency of contact with the bank for uploading the received

checks and getting new ones for use. The e-check system is designed to tolerate

manageable losses, rather than preventing them. It does not provide anonymity.

2.2.4 Token-based micropayment approach

The token-based mechanism assumes the existence of tamper-proof secure hardware

and a trustee agent that distributes some virtual currency or tokens. The secure device

prevents the user from double spending. This mechanism was inspired by Buttyan

et al [12], who they describe a similar protocol for loading tokens (or nuglets) for

relaying messages in a mobile ad hoc network.

Hosts register with the trustee agent or “bank” and receive a number of tokens

that they stores in their “purse”. Tokens come in a single “denomination” and have

no actual monetary value. The purse is a counter that resides in the secure hardware

and indicates the wealth of the (7DS) host. 7DS systems use these tokens to pay

hosts that respond to their queries. In order to prevent a node from illegitimately

increasing its own counter, the counter is maintained by a secure module, i.e., a

trusted and tamper-resistant hardware module in each node. The tokens that are

loaded into the packet are protected from illegitimate modification and detachment

from their original packet by cryptographic mechanisms.

We use the public key infrastructure with public key certificates to verify the
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public key of a peer. In its secure module, each host keeps its own public and private

key, a public key certificate from a certificate authority, and the counter.

The micropayment and data exchange take place after the querier successfully

responds to the challenge. We use an authenticated key agreement protocol to estab-

lish a shared key between two hosts that want to run this micropayment mechanism,

such as the authenticated Diffie-Hellman or Station-to-Station (STS) protocol [22].

Each time a host wants to send a query, it runs the STS protocol, so the parties’ key

pairs can be generated anew. The public keys are certified so that the parties can be

authenticated. The STS protocol expires at some time, so for each query the hosts

need to rerun it. An STS channel is established between the secure modules of R and

Q. A shared key is generated between the two hosts. This shared key will be used

to encrypt all messages exchanged between the two hosts. Using this secure module,

the system prevents the host from double-spending.

On its secure module, querier Q runs the following operations (described in

Figure 2.5) for requesting the complete data object. The responder R runs the steps

described in Figure 2.6 on its secure module.

1. Return warning if counter is not sufficiently loaded
2. Verify R’s public key certificate, if valid continue
3. Form query
4. Insert query in pending queries list
5. Send query to R
6. If no data sent for pending queries within a defined time interval,

decrease counter and send NACK
7. If data received for pending query, decrease counter, send ACK

Figure 2.5: The above steps are run on the secure module of the querier Q.
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1. Verify public key certificate. If valid, continue
2. Form response with data
3. Send data
4. If ACK received increase counter
5. If NACK received, increase counter and resend data

Figure 2.6: Operations running on the secure module of the responder R.

2.3 7DS information sharing system implementa-

tion

The prototype is written in Java. Initially, we used the Glimpse search engine [38].

Glimpse was a performance bottleneck, so we replaced Glimpse with Lucene [61].

Lucene provides incremental indexing, persistent and non-persistent operation, built-

in lexical analyzer, and a small heap.

We have implemented a prototype on Linux, and also imported it on Windows

and iPAQ. Details of the implementation can be found in [2].

The size of the 7DS prototype on Linux is 38089 lines of code (Table 2.1). Most

of the HTTP client was not ours, but we have modified it. We used the following jar

files: collections.jar, HTMLParser.jar, lucene-1.2-rc1.jar, xerces.jar, and xml4j.jar.

The system can specify the transmission power in dbm via iwconfig. Not all of

the wireless cards support a settable transmission power. We use the Agere System

Orinoco card that supports five levels, but other cards in the future should be more

flexible.
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7DS component Number of lines
Caching 3282

GUIserver 2182
HTTPClient 24266

HTTPMethods 395
Misc 395

ProxyServer 1198
Startallservers 316
UDPMulticast 766
UDPUnicast 241
Webclient 342
WebServer 2205

Total 35588

Table 2.1: 7DS prototype on Linux.

Denis Abramov and Stelios Sidiroglou-Douskos implemented a major part of

the 7DS prototype [2].

7DS sources and binaries are available at http://www.cs.columbia.edu/˜maria/7ds/.

2.4 Related work

Napster [64] and Gnutella [40] are two systems that explore the cooperation among

hosts and enable data sharing among users in a fixed wired network. The first focuses

on sharing music files; the latter on any type of file. In contrast to Gnutella, a 7DS

host does not need to discover its neighbors or maintain connections with them, but

only multicasts its queries to a well-known multicast group. In addition, 7DS (in the

default mode) restricts the query propagation to the wireless LAN. Unlike Napster,

7DS operates in a distributed fashion without the need for a central indexing server.

Moreover, Napster requires user intervention for uploading files, whereas 7DS does
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Figure 2.7: 7DS configuration. The user can change 7DS parameters via this GUI. For
example, he can set the frequency that a query is broadcast (BroadcastQueryInterval)
to 15 sec, or for web pages without any specified expiration field, the user can set a
default one.

this automatically. Furthermore, our setting is orthogonal to the service discovery

in the wide area network. In service discovery, there is typically an infrastructure of

cooperative servers that create indices to locate data based on the queries and the

content of the underlying data sources of their local domain [14].

Ad hoc and sensor networks typically assume a relatively high density of devices

that results in a connected network, a host can access other hosts via multi-hop

routing [11, 85, 103, 30]. They also assume cooperative nodes, part of the same

infrastructure, that relay packets on behalf of other nodes. On the other hand, a

7DS network is rarely connected, and it can take minutes for one 7DS node to come

in close proximity to another. As we mentioned, in our setting, peers have different
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capabilities and cooperation strategies and they are not necessarily all cooperating

with each other. Both in ad hoc and sensor networks, the emphasis is on routing

protocols.

Infostations were first mentioned by Imielinski in the DataMan project [78].

Badrinath was among the first to propose an infrastructure for supplying information

services, such as e-mail, fax, and web access by placing infostations at traffic lights and

airport entrances. Infostations use a single server/multiple clients model in which the

server broadcasts data items based on received queries. They mostly address issues

related to efficient scheduling algorithms for the server broadcast that minimize the

response delay and power consumption of mobile devices and efficiently utilize the

bandwidth of the broadcasting channel [50, 78, 7]. Imielinski et al [50] investigate

methods for accessing broadcast data in such a way that running time (which affects

battery life) and access time (waiting time for data) are minimized. They demonstrate

that providing an index or hashing based access to the data transmitted over the

wireless can result in significant improvement in battery utilization. Barbara et al [7]

propose and study a taxonomy of cache invalidation strategies and study the impact

of clients’ disconnection times on their performance.

In a context similar to ours, prefetching targeted for mobile users in a wide-area

wireless network has been used in [104]. Tao Ye et al [104] consider an infostation

deployment. They consider data representation in different levels of detail. Their

prefetching algorithm uses location, route, and speed information to predict future

data access. Their emphasis is on devising and evaluating techniques for building

network-aware applications. They describe an intelligent prefetching algorithm for a

map-on-the-move application that delivers maps, at the appropriate level of detail, on



41

demand for instantaneous route planning. When a mobile user enters the infostation

coverage area, it prefetches a fixed amount of k bytes that corresponds to a map

with a certain level of detail, where k depends on user speed. They investigate the

effectiveness of infostations as compared to a traditional wide-area wireless network.

There are two main differences of their setting with our FIS based schemes. First,

in their environment, mobile clients are constantly connected to a low-speed wireless

network. Devices use a high bandwidth link when they are within infostation cover-

age. Outside these regions, their requests are passed to the server via a conventional

cellular base-station. In our case, the mobile hosts have no wide-area network access.

Second, they investigate the effectiveness of (fixed) infostations compared to a tradi-

tional wide-area wireless network. For that, in their simulation study, they vary the

infostation density and its coverage. In our case, we consider a fixed infostation (i.e.,

FIS) in the region of 1 km x 1 km, corresponding to low infostation density.

As we explained in Chapter 1, our focus is to investigate a different data access

method, namely, peer-to-peer data sharing among mobile users. For its evaluation,

we compare it to the access via an infostation. Also, we vary several parameters that

have not been investigated in [104], including various mobility patterns, power con-

servation methods, and querying schemes. Their qualitative result, that having many

infostations covering small ranges is a better topology than having few infostations

covering large ranges, is consistent with ours.

Another project with similar goals to ours is Portolano [29]. They also aim

to provide service discovery to mobile clients with intermittent connections. Their

research exists in a hybrid world where they plan to leverage a wired infrastructure

in addition to wireless links. It appears that their emphasis is on user interfaces that
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allow mobile clients to discover the semantics of any service, and present an interface

suited to the client’s needs and resource limitations.

Kravets et al [57] present an innovative transport level protocol that achieves

power savings by selectively choosing short periods of time to suspend communica-

tion and shut down the communication device. Their system queues data for future

delivery during periods of communication suspension, and predicts when to restart

communication. This work motivated us to consider schemes for power constrained

devices, in which only in cases of high data availability, 7DSs query actively. In

Section 3.3, we discuss this in more detail.

There is substantial peer-to-peer work in the file system and OS literature

that is relevant, including the Ficus [68], JetFile [44], and Bayou [91] projects. All

of them are replicated storage systems based on the peer-to-peer architecture. Ficus

is a distributed file system meant for a wide-scale, Internet-based use. It supports

replication using a single-copy availability optimistic update policy. Its main focus is

on the consistency among the different copies and reconciliation algorithms to reliably

detect concurrent updates and automatically restore consistency. Like Ficus, Bayou

provides support for application-dependent resolution of conflicts. Unlike Ficus, it

does not attempt to provide transparent conflict detection. JetFile requires file man-

agers to join a multicast group for each file they actively use or serve. Our system

targets a different environment and addresses different research issues. The primary

concern of our work is the effect of the wireless coverage, collaboration strategy, and

power conservation method in the data dissemination across mobile hosts, rather than

consistent replication.

Flooding and gossiping (a variant on flooding that sends messages only to some
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neighboring nodes instead of all) protocols have been also studied extensively. For

example, Kulik et al [58] present a protocol for information dissemination in sensor

networks. In their setting, the sensors are fixed and the network fully connected.

They measure both the amount of data these protocols disseminate over time and

the amount of energy they dissipate. Their system features meta-data negotiation

prior to data exchange to ensure that the latter is necessary and desired, eliminating

duplicate data transmissions, and with power resource awareness. They compare

their work with more conventional gossiping and flooding approaches.

Grossglauser et al [45] show how the mobility can increase the capacity of

mobile ad hoc wireless networks. They evaluate the average per-session throughput

and asymptotic performance. On the other hand, the main focus of this thesis is on

the transient behavior of the message relaying, and the impact of various parameters.

Davis et al [21] investigate the message relaying. Their main focus is on the

additional storage at nodes as packets are stored, carried, and forwarded to the desti-

nation. They impose finite buffer sizes on hosts and investigate different packet drop-

ping strategies. They show that the two drop strategies that perform best (among

the ones they consider) are the Drop-Oldest and Drop-Least-Encountered. In the

first, the packet that has been in the network longest is dropped. In the latter, the

packet is dropped based on the estimated likelihood of delivery. For that, they use

information about host location and movement.

Buttyan et al [12] consider a geodesic packet forwarding algorithm in order

to evaluate micropayment mechanisms for message relaying in an ad hoc network.

The geodesic algorithm assumes that the source of a packet knows the geographic

position of the destination, its own geographic position, and that of its neighbors.
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Before sending the packet, the source puts the coordinates of the destination in the

packet’s header. It forwards the packet to the neighbor closest to the destination.

Each forwarding host performs the same operation. If the forwarding host does not

have any neighbor that is closer to the destination than the host itself, then the packet

is dropped. In their setting, the hosts are stationary.

2.5 Conclusions and future work

One important feature of our architecture is its easy deployment. The system can

use any web browser to display received data information. It is transparent to wired

and wireless networks as well as to different information providers that participate in

the system. Also, 7DS is flexible enough to support different applications. It is able

to form queries and application-specific criteria for the selection of the appropriate

cached copies as long as these applications access their data using URLs. Once a

user installs the 7DS software, it automatically configures itself with minimal manual

intervention; the system does not require any registration for data distribution. The

system is resilient to failures and inconsistencies that occur in this dynamic environ-

ment. 7DS is resource-aware and tries to utilize the constrained resources efficiently.
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Figure 2.8: 7DS main GUI. In the upper part of the GUI, the user can enter a
URL or form a keyword-based query or view the cache manager or configuration.
Query results are in the lower part. In this example, queries 2, 3, and 4 are pending,
whereas there are responses for query 0 and for query 1. The query 0 is “expanded”,
i.e., showing the report.
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Chapter 3

Performance evaluation of

information dissemination and

message relaying

We evaluate via extensive simulations 7DS and the effects of the wireless coverage

range, querying mechanism, 7DS host density, cooperation strategy among mobile

hosts on the information dissemination and message relaying. In this chapter, we

present the simulation model and the performance results.

3.1 Introduction

7DS host acquires the data from peers within its wireless coverage using single-hop

multicast. Due to the highly dynamic environment and the type of information, 7DS

does not try to establish permanent caching or service discovery mechanisms. Instead,

we explore the transient aspect of information dissemination.
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The performance analysis of information dissemination does not appear to

be amenable to an analytical solution except for simplified settings with respect to

the node layout, mobility pattern, and user interaction pattern. Also, there are no

real traces available for the access patterns of mobile, wireless users which would

be adequate for our purposes. Thus, to investigate these issues and also assess the

efficiency of information dissemination via 7DS, we perform a simulation-based study.

In addition to the simulations in Chapter 4, we present our initial analytical results

using diffusion-controlled processes theory. The simulations and analysis are not tied

to 7DS, and provide more general results on data dissemination. Recently, we begun

using the actual testbed to measure the performance of the system. Earlier, this was

not possible primarily due to cost reasons (e.g., hiring a large number of users to more

accurately “approximate” the user’s social behavior).

7DS can operate in different modes based on the cooperation strategy among

peers (data sharing, forwarding), energy conservation and query mechanism (active

or passive querying). To investigate its performance, in particular the effect of trans-

mission power, and the different modes of operation on data distribution, we evaluate

P-P and S-C along with their variants. As we describe in Chapter 1.2, P-P and S-C

are the two main interaction types among 7DS hosts. In P-P, 7DS hosts cooper-

ate with each other. S-C schemes operate in a more asymmetric fashion: there are

cooperative hosts that respond to queries and non-cooperative, resource constrained

clients. 7DS hosts can collaborate by data sharing, forwarding messages (such as,

“rebroadcasting” queries and data or relaying messages to an Internet gateway), or

by caching popular data objects.

In the simulations, we fix the data object. For simplicity, we refer to the 7DS
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hosts in these schemes as nodes or peers and the 7DS host that has the data originally

in the S-C schemes as the server. At the beginning of each experiment, only one 7DS

host has the data item of interest, and the remaining hosts are interested in this data

item.

We consider a simple energy conservation mechanism that periodically enables

the network interface. During the on interval, 7DS hosts communicate with their

peers. In its asynchronous mode, the on and off intervals are equal (but not synchro-

nized). In synchronous mode, the on and off intervals are synchronized among hosts,

although not necessarily equal.

The wireless range of the network interfaces also varies. We evaluate these

approaches by measuring the percentage of hosts that acquire the data item as a

function of time, and their average delay.

In Chapter 3.4, we also evaluate the probability that a message will finally

reach the Internet, and the impact of message relaying. We found that the density of

the cooperative hosts, their mobility, and the transmission power have a great impact

on data dissemination. For a region with the same density of hosts, P-P outperforms

S-C with no cooperation among the mobile devices. The simulations indicate that the

probability a host that queries for a data object will acquire it by time t follows the

function 1− e−a
√

t when using S-C mode with fixed server and no cooperation among

the mobile devices (i.e., FIS). In case of high density of cooperative hosts, the data

dissemination using P-P grows even faster (proportional to 1 − e−at). For example,

in P-P, in a setting of 15 hosts with wireless range of 230 m, after 25 minutes, 99%

of the users will acquire the data compared to just 42% of the users in the FIS. For

the same average delay of 6 minutes, a host using FIS will get the data with a 42%
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probability, whereas using synchronous P, even in a setting of only five hosts per km2,

this probability is doubled. For lower transmission power, P-P outperforms FIS by

20% to 70%. In the case of only five hosts, the two approaches differ by 3% to 43%,

depending on the transmission power.

We also present two important scaling properties of data dissemination by

expanding the area and varying the speed, density of wireless coverage (i.e., average

wireless coverage per space unit) of cooperative hosts, and density of cooperative

hosts (i.e., average number of cooperative hosts per space unit). First, performance

remains the same when we scale the area but keep the density of the cooperative hosts

and transmission power fixed. Second, for fixed wireless coverage density, the larger

the density of cooperative hosts, the better the performance. In S-C, this implies that

for the same wireless coverage density, it is more efficient to have a larger number of

cooperative hosts with lower transmission power than fewer with higher transmission

power. We can further generalize our simulation results using these properties. Also,

these results can assist in the design of wireless data infrastructures.

The results described in Chapter 3 have also appeared in [74, 75].

3.2 System models and operation modes

To investigate the performance of 7DS, in particular the effects of transmission power

and the different modes of operation on data distribution, we evaluate P-P and S-C

along with their variants. For simplicity, we refer to the 7DS hosts in these schemes

as nodes or peers and the 7DS host that has the data originally in the S-C schemes as

the server. In the P-P schemes, all nodes are mobile with active querying enabled. We

simulate three variations depending on the type of cooperation, namely data sharing
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(DS), forwarding (FW) and both data sharing and forwarding enabled (DS+FW).

When forwarding is enabled, upon the receipt of a query or data, 7DS peers rebroad-

cast it, if they have not rebroadcast another message during the last 10 s. The last

condition is a simple mechanism for preventing flooding in the network. For exam-

ple, host A queries for some data and host B receives A’s query. B rebroadcasts A’s

query, because it does not have any relevant data. Host C receives B’s message and

rebroadcasts A’s query, since it does not have any relevant data. Host B receives the

query rebroadcast by C, but it ignores it.

We separate the S-C schemes into the “straight” S-C scheme without any coop-

eration among clients (namely, FIS and MIS) and some hybrid ones with cooperative

clients. In the FIS (MIS) scheme, there is a fixed (mobile) host with the data that acts

as a server. The remaining nodes (clients) are mobile, non cooperative with active

querying enabled, and without any energy conservation mechanism. They receive

data only from the server. The hybrid schemes are with passive querying enabled

and fixed server. In passive querying mode, the server sends an advertisement every

10 sec. Hosts send queries upon the receipt of an advertisement.

Model Cooperation Options Querying

S-C only server, server mobile/fixed (FIS/MIS) DS (only server) active

P-P all hosts DS, FW, DS+FW active

Hybrid fixed server, cooperative peers DS, FW, DS+FW passive

Table 3.1: Summary of the schemes with their querying mechanism.

Let us describe the main motivations for the comparisons made in the remain-

ing section. The P-P vs. straight S-C comparison helps to understand the effect of

the cooperation among mobile peers. The P-P and MIS vs. FIS show how mobility

affects data dissemination. In particular, the MIS vs. FIS comparison investigates
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the effect of server mobility on data dissemination.

3.2.1 Model assumptions

Nodes move in a 1000 m x 1000 m area according to the random waypoint mobility

model [11]. This random walk-based model is frequently used for individual (pedes-

trian) movement [11, 85, 103]. The random waypoint breaks the movement of a

mobile host into alternating motion and rest periods. Each mobile host starts from a

different position and moves to a new randomly chosen destination. For each node,

the initial and end points for each segment are distributed randomly across the area.

Each node moves to its destination with a constant speed selected randomly from the

interval (0 m/s, 1.5 m/s). When a mobile host reaches its destination, it pauses for a

fixed amount of time, then chooses a new destination and speed (as in the previous

step) and continues moving. Later in the section, we describe two scaling properties

that allow us to show that our simulations are robust and to generalize the results

when we expand the area or increase the user speed.

In our simulations we consider a two-dimensional world. In most settings

we consider, it is not unrealistic to assume that information dissemination in three

dimensions (e.g., among colleagues in a building that occupy several floors) can be

viewed as information dissemination that takes place in several independent two-

dimension planes due to high signal attenuation.

The query interval consists of an on and off interval. The broadcast is sched-

uled at a random time during the on interval. The asynchronous mode is the default

energy conservation method. We explicitly denote the schemes having synchronous

mode enabled with the word “sync”. In schemes with no energy conservation, the
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off interval is equal to 0 and the on and query interval are the same. The exchange

of queries, reports, and advertisements takes place during the on interval. Generally,

the transmission of the complete data object (such as a web page) is scheduled sepa-

rately. For example, the dataholder may select a time or “rendezvous point” in which

the HTTP transmission takes place, and include it in the report message. At that

time, both the querier and dataholder set their network interface on, and the querier

initiates the HTTP GET request (as described in Chapter 2). In the simulations, we

concentrate only on the exchange of 7DS queries, reports, and advertisements. A

cooperative dataholder responds to a query by sending the data item in the report.

In this simulation study, we assume one data object, and all hosts in the area are

interested in this data item. When a host receives a report for this data item, it

becomes a dataholder. This simplification is reasonable in order to investigate the

dominant parameters on data dissemination.

A scenario (file) defines the topology and movement of each host that partici-

pates in an experiment. We consider different number of hosts in the area. We used

the RAN2 random generator function from the second edition of Numerical Recipes,

and a new random seed for each scenario.

Later in this section, we scale the area and vary the density of the hosts and

their wireless coverage. We emphasize that this host density does not necessarily

represent the total number of hosts in that area, but just indicates the popularity of

the defined data object. By varying the density of hosts, we study how data items of

different popularity disseminate in such environment. We speculate that in an urban

environment such as Lower Manhattan, near the platform of the train or subway stop

in a rush hour, there will be from four to 25 wireless devices (carried by humans or
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integrated into physical objects) that would be interested in getting the local and

general news using PDAs or other wireless devices. A density of 25 hosts per km2

corresponds to a very popular data item whereas a density of five hosts per km2

corresponds to a more typical data object. We generate 300 different scenarios for

different density values.

In each of these scenarios, the mobility pattern of each host is created using

the mobility pattern we described, except in the FIS-based schemes, where the server

is stationary. We run simulations using these scenarios, for the different schemes of

Table 3.1.

3.2.2 Proposed model for wireless LANs

The wireless LAN is modeled as an IEEE 802.11b network interface. We use the ns-2

simulator [33] with implementation of mobility and wireless extensions contributed

from the CMU Monarch project [1]. The majority of the WLAN products available

are proprietary spread spectrum operating in the 900MHz and 2.4 GHz ISM frequency

bands. Operation of the WLAN in unlicensed RF bands requires the of spread spec-

trum modulation to meet the requirements for operation in most countries. Both

architectures are defined for operation in the 2.4 GHz frequency band typically occu-

pying the 83 MHz of bandwidth from 2.400 GHz to 2.483 GHz. The raw bandwidth

capabilities of the network interface is 2 Mb/s shared by all hosts in the wireless LAN.

Hosts in the wireless LAN communicate with each other directly without the need of

a base station. The frequency hopping systems in the 2400-2483.5 MHz band employ

at least 75 hopping channels, all frequency hopping systems in the 5725-5850 MHz

band, and all direct sequence systems: 1 Watt. All other frequency hopping systems
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in the 2400-2483.5 MHz band: 0.125 Watts. We consider transmission powers of

281.8 mW (high), 281.8
24 mW (medium) and 281.8

28 mW (low). Assuming the two-ray

ground reflection model these transmission powers correspond to ranges of approxi-

mately 230 m, 115 m ( 230
2

m)and 57.5 m (230
4

m), respectively. In the two-ray model

the received power at a distance d is predicted by the formula [80]:

Prr(d) =
Pt Gt Gr h2

r h2
t

d4
(3.1)

where Pt is the power of transmitted signal, hr and ht are the heights of receiver and

transmitter antenna respectively and Gr and Gt are the gains of signal at receiver

and transmitter, respectively. Note that considering the simulation results on these

Number

of hosts

High trans-

mission power

Medium

transmission

power

Low transmis-

sion power

1 15 4 1
5 83 20 5
10 166 41 10
15 249 62 15
20 332 83 20
25 415 103 25

Table 3.2: The total wireless coverage density (%), i.e., N π R2
p/A, where A is the

area of the plane where N hosts are placed and Rp the radius of the coverage of host
for transmission power p (high, medium, low) according to the two-ray propagation
model 3.1. For example, medium transmission power 281.8

24 mW corresponds to radius
Rmedium equal to 115 m. Here, A is equal to one square kilometer.

ranges and the scaling properties we describe later, we can generalize the performance

of 7DS for different transmission powers.
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Parameter Value
Pause time 50 sec
Mobile user speed (0,1.5) m/sec
Server advertisement interval 10 sec
Forward message interval 10 sec

Table 3.3: Simulation constants in 7DS.

3.3 Performance evaluation

3.3.1 Measurement of dataholders

We evaluate the effectiveness of our approaches by computing the percentage of nodes

that acquire the information after a period of time. In the percentage we do not

include the node that has the data item at the beginning of the simulation. We

also compute the average delay until a mobile host receives the information from

the time it sends the first query. For the computation of the average delay, for each

simulation set we consider only the queriers that acquired the data by the end of the

simulation and average their delay. We ran the 300 generated scenarios for each test

and computed the average of the percentage of hosts that become dataholders by the

end of each test. These are finite-horizon simulations, so that we do not have to deal

with initialization bias. The default simulation time is 25 minutes. However, we also

investigate data dissemination over time and vary the simulation time from 150 sec

to 50 minutes. The 95% confidence interval for the average percentage of dataholders

is within 0-11% of the computed average, with the variance tending to be higher for

low host density.

Figures 3.1, 3.2, and 3.3 show the percentage of dataholders as a function of
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Figure 3.1: Percentage of dataholders after 25 minutes for high transmission power.
The query interval is 15 sec.

the density of hosts for P-P and S-C schemes. In this set of simulations, the query

interval is 15 sec. For high transmission power, as in Figure 3.1, 7DS proves to be

an effective data dissemination tool. Even when the network is sparse, 77% of the

users will acquire the data during the 25 minutes of the experiment. For networks

with ten or more hosts, more than 96% of the users will acquire the data within

25 minutes. For host densities of 25 hosts per km2, the probability of acquiring the

data is very close to 100%. The P-P vs. FIS comparison illustrates the effect of data

sharing among mobile peers. In Figure 3.1, in a setting of 25 hosts, P-P schemes

outperform FIS by 55%. In particular, in P-P, 99.9% of hosts will acquire the data

after 25 minutes, compare to 42% of the users in the FIS. For lower transmission

power, P-P outperforms FIS by 20% to 70% (Figures 3.1, 3.2, and 3.3). The impact

of data sharing among peers is also apparent in hybrid schemes. It is more evident
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Figure 3.2: Percentage of dataholders after 25 minutes for medium transmission
power. The query interval is 15 sec.

in the hybrid vs. S-C schemes for density of ten or more hosts per km2 and medium

or high transmission power.

Note that forwarding in addition to data sharing does not result in any further

performance improvements. This is due to the low probability that a case such as

the following occurs: There are a querier A and a dataholder C that cannot listen to

each other, and a third host B that can communicate with both and forward data.

Moreover, A will not acquire the data directly from a dataholder until the end of

the test. We emphasize that this is also true for smaller simulation times, starting

from 150 sec (just a few seconds after the hosts start querying). Figures 3.4, 3.5, 3.6,

and 3.7 illustrate the effect of forwarding as a function of time in two settings of 10

hosts per square kilometer and 25 hosts per square kilometer, respectively. In a more

dense setting of mobile hosts that forward messages independent of their own data



58

0

20

40

60

80

100

5 10 15 20 25

D
at

ah
ol

de
rs

 (
%

)

Density of hosts (#hosts/sq.km)

P-P: DS

P-P: DS (energy cons.)

P-P: DS+FW (energy cons.)

S-C: FIS

S-C: MIS

Hybrid: DS+FW

Hybrid: FW

Hybrid: DS+FW (energy cons.)

Figure 3.3: Percentage of dataholders after 25 minutes for low transmission power,
respectively. The query interval is 15 sec.

interests, we expect forwarding to have a higher impact. As we mentioned earlier, in

order to prevent flooding, when forwarding is enabled, upon the receipt of a query

or data, 7DS peers rebroadcast it, if they have not rebroadcast another query or

data during the last 10 s, respectively. This restricts also the effect of forwarding.

The use of a routing protocol among the mobile hosts could potentially enhance the

impact of forwarding. The impact of forwarding is more apparent in schemes with

data sharing among peers disabled. For example, Figures 3.1, 3.2, and 3.3 show that

hybrid schemes with forwarding enabled outperform FIS by 4%-40% depending on

transmission power.

As we expect, the performance of both FIS and MIS remains constant as the

number of hosts increases, since a data exchange takes place only when a querier is

in close proximity to the server. In addition, notice that in Figures 3.1, 3.2, and 3.3,
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Figure 3.4: Effect of forwarding on peer-to-peer with data sharing enabled (DS).
There are 10 hosts (one initial dataholder) per square kilometer.

MIS outperforms FIS by approximately 22%, 16%, and 6%, respectively. An intuitive

explanation is based on the fact that, in MIS schemes, the relative speed of the server

from the clients is larger than in FIS schemes where the server is fixed. Therefore,

the mobile information server will meet with more hosts and disseminate the data

faster. On the other hand, as we expect, the density of hosts affects the schemes that

are based on peer-to-peer cooperation. As the number of hosts increases from five to

25 hosts, in P-P schemes with medium transmission power, the performance improves

substantially.

3.3.2 Impact of energy conservation

Measurements of the energy consumption of the wireless network interfaces have

shown that they consume substantial power even when they are idle (powered on but
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Figure 3.5: Effect of forwarding on peer-to-peer with data sharing enabled (DS).
There are 10 hosts (one initial dataholder) per square kilometer.

not sending or receiving packets). Moreover, receiving packets costs marginally more

energy than being idle [92]. Using the asynchronous energy conservation mechanism,

there is a 50% energy savings, since the network interface is on only half the time. As

Figures 3.1, 3.2, and 3.3 illustrate there is some degradation in data dissemination.

This is due to the decrease of the time interval the hosts can communicate. If we keep

the query interval constant and reduce the on interval, the smaller the on interval,

the higher the energy savings. However, with smaller intervals, the degradation of

data dissemination is larger. To prevent this degradation, we enable synchronous

mode. In synchronous mode, the on and off intervals of all hosts are synchronized.

As we show in Figures 3.8 and 3.9, when the synchronous mode is enabled, even with

a small on interval, energy conservation does not cause any degradation of the data

dissemination. More specifically, Figure 3.8 illustrates P-P schemes with data sharing
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Figure 3.6: Effect of forwarding on peer-to-peer with data sharing enabled (DS).
There are 25 hosts (one initial dataholder) per square kilometer.

and Figure 3.9 hybrid schemes with data sharing and forwarding. The query interval

is 15 sec, in which, during the first 1.5 sec the network interface is on, and during the

remaining time (13.5 sec), it switches off. In an ideal setting without packet losses

and need for retransmission, the number of messages exchanged in the P-P schemes

without energy conservation and the ones with synchronous energy conservation are

the same. Therefore, the power spending on message receiving/sending is the same,

whereas the period in the idle state is reduced (the network interface is on for only

10% of the time). The synchronous mode may result in a 90% reduction in energy dis-

sipation. In general, hosts may query for different data items. In very dense settings

retransmissions and packet losses may result in further energy spendings. It is part

of our future work to investigate further the synchronous power conservation mode

and the impact of retransmissions, packet loss, and on interval in such environment.
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Figure 3.7: Effect of forwarding on peer-to-peer with data sharing enabled (DS).
There are 25 hosts (one initial dataholder) per square kilometer.

3.3.3 Impact of query interval

We investigate the performance of the system as a function of the query interval

using the asynchronous energy conservation method (i.e., the on interval is half the

query interval and is not synchronized). The degradation in the FIS performance is

relatively small compared to P-P schemes as the query interval increases. This is due

to the high probability that a mobile host that gets in close proximity to a server

acquires the data (i.e., there is sufficient time to broadcast a query and receive the

data).

Figures 3.10 (a.1), (b.1), and (c.1) correspond to a relatively sparse network of

five hosts per square kilometer, whereas Figures 3.10 (a.2), (b.2), and (c.2) correspond

to a more dense network of 25 hosts/km2. As Figure 3.10 illustrates, in P-P schemes

the impact of the query interval can be more apparent. In a setting of 25 hosts with
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Figure 3.8: The impact of synchronous mode on data dissemination in a P-P with
data sharing. Query interval is 15 sec and the on period in “sync” schemes is 1.5 sec.
The simulation time is 25 minutes.

medium transmission power, data sharing, and no energy conservation, when the

query interval increases from 15 sec to 3 minutes the degradation is approximately

30% and for five hosts, it reaches 50%. However, using the synchronous energy

conservation, even when we maintain a low ratio of the on-interval (e.g., 5% with

on interval to be 6 sec and query interval 2 minutes), we expect the degradation to

be much weaker. We need to investigate further what is the optimal on and query

interval, and when a mobile host need to switch to passive querying to utilize its

battery more efficiently, taking also into consideration the average time that two

hosts are in close proximity, and the traffic in the wireless LAN.
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Figure 3.9: The impact of synchronous mode on data dissemination in a hybrid
scheme with data sharing and forwarding scheme. Query interval is 15 sec and the
on period in “sync” schemes is 1.5 sec. The simulation time is 25 minutes.

3.3.4 Measurement of average delay

As we mentioned earlier, we measure the average delay a host experiences from the

first query until it receives the data. For each test, we compute the average delay

of the nodes that acquired the data by the end of simulation. Note that for the

computation of the average delay, we only consider the hosts that received the data

by the end of the simulation. Then, we take the average over all 300 sets, excluding

the ones without new dataholders. First, let us fix the simulation time to 25 minutes

and compare P-P and FIS schemes in terms of average delay for the same probability

of acquiring the data. In P-P with data sharing and no energy conservation, for high

transmission power (Figure 3.13), the average delay is as high as 6 minutes for sparse

networks and drops to 77 sec for dense networks (Figure 3.13). In the case of low

transmission power, it reaches 13 minutes. Using FIS, the average delay is constant
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Figure 3.10: Percentage of data holders as a function of the query interval. The first
and second column correspond to scenarios with 5 hosts per km2 and 25 hosts per
km2, respectively. Figures (a), (b), and (c) correspond to a high, medium and low
transmission power, respectively. Schemes with energy conservation enabled use the
sync mode.
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Figure 3.11: Percentage of dataholders of the fixed information server (FIS) schemes
as a function of the simulation time. “AxA” indicates the size of the area in square
kilometers. For example, the curve with the circle corresponds to a FIS scheme with
nine servers per 3 km x 3 km (all hosts transmitting with medium power).

over the number of hosts in the area. For high transmission power, it is 6 minutes,

while for low transmission power it reaches 9 minutes. So, (sync) P-P with data

sharing, even in the case of low host density, performs better than FIS. For the same

average delay to acquire the data (6 minutes), the probability to acquire the data in

the P-P doubles. This becomes clear when we compare P-P in Figure 3.8 and 3.13

(five peers with high transmission power) and FIS in Figure 3.14 (e.g., the one server

in 1x1 with high transmission power).

For the Figures 3.14, 3.15, 3.16, 3.17, and 3.18, we have combined the sim-

ulation results for the probability a host acquires the data, and the average delay

it experiences as functions of time. For example, in the case of one server in a

1 km x 1 km area with high transmission power in Figure 3.14, we use the results
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Figure 3.12: Average delay of the fixed information server (FIS) schemes as a function
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3 km x 3 km (all hosts transmitting with medium power).

of Figures 3.11 and 3.12 that correspond to one server in a 1 km x 1 km area with

high transmission power. For that, we find in Figure 3.11 at which time t a given

percentage of dataholders p is reached, and then in Figure 3.12, the average delay d

that hosts who received the data by that time t have experienced (since their first

query was sent). The graph in Figure 3.14 consists of these pairs (p,d). The percent-

age of hosts that acquire the data in P-P with high transmission power reaches 40%

with an average delay of 135 sec. With the same delay and using FIS, 30% of hosts

will acquire the data (Figure 3.14). With FIS, a 40% probability of acquiring data

corresponds to an average delay of 6 minutes (Figure 3.14) whereas using (sync) P-P

this probability doubles, even for a low density cooperative host setting (Figure 3.13

and 3.8). For a higher average delay of 10 minutes, 85% hosts will acquire the data
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Figure 3.13: The average delay for the P-P with data sharing. Query interval is 15 sec
and the on period in sync schemes is 1.5 sec. The simulation time is 25 minutes.

using P-P (Figures 3.23 and 3.25 for five hosts at simulation time equal to 2000 sec),

and 50% using FIS (Figure 3.14). In the case of medium transmission power, with an

average delay of 315 sec, a host will get the data with a probability of 15% and 22%

using FIS (four servers in 2x2 scheme in Figure 3.16) and P-P (one initial dataholder

and five cooperative hosts in 1x1 scheme in Figure 3.17), respectively.

3.3.5 Scaling properties of data dissemination

Let us now discuss the scaling properties and generalize our performance results.

First, we focus on expanding the area but keeping the movement pattern the same.

In both P-P and FIS schemes, when we expand the area but keep the density of hosts

and their transmission power fixed, the performance of data dissemination remains

the same. This indicates that our simulation results are robust. For example, Figures
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Figure 3.14: The average delay to receive the data as a function of the probability to
acquire it in FIS for high transmission power. The “AxA” indicates the size of the
area where the server and mobile clients are placed (in square kilometers).

3.14 and 3.15 show this scaling property in FIS, for high and medium transmission

power, respectively. Specifically in FIS, it is sufficient to fix only the density of the

servers, since only the servers cooperate. Let p(t) denote the probability a host will

acquire the data by time t. Figure 3.19 shows the probability that a host will not

acquire the data by time t, i.e., 1− p(t), or survival probability on a logarithmic scale.

This figure shows the percentage of data holders at time t using the transformation

(log(1 − p(t)))2. Their shape indicates that p(t) in FIS follows the 1 − e−
√

at. In P-P

settings (e.g., P-P with data sharing and energy conservation) p(t) grows faster than

in FIS. Our simulation results indicate that the P-P with data sharing and energy

conservation can be approximated by the function 1 − e−at, especially for less dense

settings, such as those with fewer than 20 hosts per km2 transmitting with high or

medium power. In the above function, the constant a depends on the density of FIS

servers. For very dense settings, this probability grows even faster.
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Figure 3.15: The average delay to receive the data as a function of the probability to
acquire it in FIS for medium transmission power.

Another important scaling property is related to the effect of density of co-

operative hosts vs. their wireless coverage density. Assuming the same total area

of wireless coverage, we investigate the impact of host density for both the P-P and

FIS schemes. Particularly in FIS, this can be viewed as a design decision. Figure

3.20 illustrates two possible deployments of servers with the same wireless data cov-

erage, assuming an ideal transmission model with the power inverse to the square

of distance. The density of servers in the left is higher than that in the right, but

they have lower transmission power. For both settings, we assume the same mobility

pattern. Figure 3.20 depicts a host moving with fixed speed v and traveling on a

line segment during an interval. The setting of the larger number of servers with

lower transmission power is more effective in terms of power spendings and wireless

throughput utilization. We found that for fixed total wireless coverage, the higher

the cooperative host density, the better the performance. Simulations indicate that
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Figure 3.16: The average delay to receive the data as a function of the probability
to acquire it in FIS. The “AxA” indicates the size of the area where the server and
mobile clients are placed (in square kilometers).

this is true with both the FIS and the P-P schemes. An intuitive explanation is that,

in Figure 3.20, the two deployments become equivalent by “scaling down” the left

scheme (to match the right one). But after this “scaling”, it is as if the speed of the

hosts at the left scheme doubles. That is, the left setting is the same as the right one,

in terms of area, transmission power of the servers, and server density, but with the

hosts moving faster. Therefore, the probability a host will get into the coverage area

of a server increases.

Figure 3.16 compares two FIS settings with the same total wireless coverage

density of cooperative hosts (servers). The first includes one server in a 2 km x 2 km

area with high transmission power and the latter four servers in a 2 km x 2 km area

with medium transmission power. The case with higher density of servers performs

better. For example, for a 20% probability of acquiring the data, the FIS scheme
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Figure 3.17: The average delay to receive the data as a function of the probability
to acquire it in P-P with data sharing schemes. The “AxA” indicates the size of the
area (in square kilometers).

with higher density of servers produces an average delay of 500 s. For the same

wireless coverage, but lower density of servers, the average doubles. Figures 3.17 and

3.18 illustrate similar results in P-P schemes for different host densities. For a 40%

probability of acquiring the data, the average delay is 600 sec in the higher density of

hosts setting (5 hosts/km2) whereas in a lower density setting, it doubles. Note that

when we scale the speed of the mobile hosts and fix the mobility pattern and host

density, we can compute the performance of data dissemination from the previous

setting.
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Figure 3.18: The average delay to receive the data as a function of the probability
to acquire it in P-P with data sharing schemes. The “AxA” indicates the size of the
area (in square kilometers).

3.4 Message relaying

As we discussed in the Chapter 1, message relaying is another facet of cooperation

among mobile hosts. We assume hosts generate messages and buffer them locally

when there is no Internet access. When a host gains access by reaching the wireless

coverage area of a gateway, it relays these messages to the gateway. A host may relay

its own messages to a peer when forwarding is enabled. We investigate the impact of

message relaying on the probability that a message will reach a gateway and on the

average delay from the time the message was created until it reaches a gateway.

To avoid a message explosion, we impose two restrictions. First, a host relays

all queued messages to a gateway, but only its own messages to another peer. That

is, a given message reaches the Internet via at most two hops. Secondly, we restrict
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Figure 3.19: Performance of the fixed information server (FIS) schemes as a function
of the simulation time.

the number of times a host may relay a given message. When a host has queued

messages for relaying, it queries for a gateway or a relay host. A host that receives

these queries may respond. Upon the receipt of such response, the querier forwards

the queued messages to that host. Those messages need to satisfy the above two

restrictions. In addition, a host transmits the same message only once to another

host. The gateways periodically advertise their presence. Upon the receipt of such

advertisement, a host forwards all the queued messages to the gateway.

Figures 3.21 and 3.22 illustrate the probability that a host will reach the Inter-

net as a function of the host density. We assume one gateway per km2 area. Figure

3.21 shows the percentage of the messages generated at each host during an interval

(here is 25 minutes) that reach the Internet and the impact of forwarding to relay

nodes. We assume that the hosts generate messages with a constant rate of one

message every three minutes. The average number of buffered messages at each host
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Figure 3.20: Investigating the scaling properties of data dissemination. The dark
disks depict the wireless coverage of a host. For fixed wireless coverage, the larger
the density of cooperative hosts, the more efficient the data dissemination.

is five. For high host density, forwarding doubles the percentage of messages that

reach the Internet. Note in Figure 3.21 that forwarding a message to more than one

relay node does not substantially improve the performance (FW6 vs. FW1 schemes).

Figure 3.22 illustrates the probability that a message will reach the Internet within

25 minutes from the time the message was created on the source host. Note that

when there is no forwarding, the probability that a message will reach a gateway is

the same as the probability that the host will reach a gateway. Essentially, this prob-

ability is the same as the probability that a host will acquire the data in FIS for a

gateway density equal to the server density in FIS. As in Figure 3.21, this probability

increases when forwarding is enabled.

In a setting with a very low transmission power corresponding to a range of

8 meters (e.g., Bluetooth), and with high density of hosts (such as 100 hosts/km2),

after 2.5 hours, 5% of the messages generated during the first 25 minutes will reach

a gateway directly and 38% of them via another relay host. This corresponds to a
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Figure 3.21: Percentage of the messages generated at each host that reach the Internet
after 25 minutes in an area with one gateway per km2. We use the notation “FWa” to
indicate the maximum number of copies for each message, a, that a 7DS host relays
to other nodes.

setting with forwarding enabled and forwarding number equal to 20, so that a given

message can be relayed to at most 20 hosts. For a forwarding number equal to six,

the percentage becomes 21%.

3.5 Summary

In this chapter, we discuss the performance of 7DS via simulations and the impact

of the transmission power, host density, cooperation, query interval, and querying

mechanism on the effectiveness of information dissemination and message relaying.

Our results lead to the following conclusions:

P-P schemes outperform S-C schemes. The results indicate that the probability
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Figure 3.22: Probability that a message will reach the Internet within 25 minutes
from the time it was generated on the source host. We assume an area with one
gateway per km2. We use the notation “FWa” to indicate the maximum number of
copies for each message, a, that a 7DS host relays to other nodes.

that a host that queries for a data object will acquire it by time t using FIS and P-P,

follows the 1− e−a
√

t and 1− e−at, respectively. In case of high density of cooperative

hosts, data dissemination using P-P grows even faster. Generally, the difference

becomes more prominent in cases of medium or low transmission power, with more

than ten hosts. In our setting with ten or more hosts per km2, P-P provides 60% or

higher probability for acquiring the data item to hosts that move in the area for 25

minutes and transmit with medium or high power. This probability is two to three

times higher than in FIS. In some of the cases, difference in their average delays is

negligible, in other cases FIS has lower average delay (with a maximum difference of

100 sec).

Forwarding (i.e., rebroadcasting 7DS messages upon their receipt) in addition



78

0

20

40

60

80

100

0 500 1000 1500 2000 2500 3000

D
at

ah
ol

de
rs

 (
%

)

Time (s)

5 hosts

10 hosts

15 hosts

20 hosts

25 hosts

Figure 3.23: Performance of the peer-to-peer with data sharing and energy conserva-
tion enabled (DS) as a function of the simulation time for high transmission power.
Each scheme has N cooperative hosts (N = 5, . . . , 25) in a square kilometer area.
Initially, one of them is dataholder.

to data sharing does not result in any performance improvements.

The query interval has negligible effect on S-C schemes.

The synchronous energy conservation method is beneficial. It increases the

power savings without degrading the data dissemination.

Performance remains the same when we scale up the area, but keep the density

of cooperative dataholders and their transmission range fixed.

Dominant parameters are the density of cooperative hosts and their wireless

coverage density. Also, mobility can contribute to higher data dissemination. For

a given wireless coverage density, the higher the density of cooperative hosts, the

better the performance. For example, in both the P-P and FIS schemes, for the same

wireless coverage, it is more efficient to have a larger number of servers with lower
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Figure 3.24: Performance of the peer-to-peer with data sharing and energy conser-
vation enabled (DS) as a function of the simulation time for medium transmission
power. Each scheme has N cooperative hosts (N = 5, . . . , 25) in a square kilometer
area. Initially, one of them is dataholder.

transmission power than fewer with higher transmission power.

Message relaying can increase the data access by exploiting host mobility.

In the next chapter, we present our initial analytical results using diffusion-controlled

processes theory.
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Figure 3.25: Average delay of the DS with energy conservation scheme as a function of
simulation time (for various cooperative host densities and high transmission power).
These hosts are in a square kilometer area.
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of simulation time (for various cooperative host densities and medium transmission
power). These hosts are in a square kilometer area.
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Chapter 4

Analysis of information

dissemination

This section discusses our initial efforts to study data dissemination analytically and

generalize further our results. Section 4.2 describes a simplistic epidemic model, and

Section 4.3 contributes to a novel approach to model data dissemination borrowed

from particle kinetics and diffusion-controlled processes.

4.1 Introduction and related work

Gossiping algorithms have been studied analytically. For example, [81] assumes a

system where the nodes are placed on a line. They present an optimal algorithm

for broadcasting, and compute the expected number of time steps required for it to

complete. Other studies on information dissemination have used percolation theory

[25] or epidemic models. In percolation theory, the nodes are typically placed on a

lattice. When the shape theorem [25] holds for a particular setting (with respect to
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the node layout, mobility or interaction pattern), it provides elegant techniques to

estimate many properties, such as the expected time for a message to spread among

all nodes. The shape theorem typically assumes a system in two-dimensional integers,

in which each lattice site is either empty (0) or occupied (1), and in which the set

At of occupied sites at time t grows and attains a limiting geometry. However, these

models are not adequate for our setting, since they typically assume stationary nodes.

To the best of our knowledge, there is no analytical work for the setting we described.

The epidemic model has also appeared in [73] and the diffusion-controlled

process model in [74, 75].

4.2 Simple epidemic model for data propagation

As we mentioned, 7DS aims to prefetch and disseminate data for mobile hosts not

necessarily connected to the Internet. Its effectiveness as a data dissemination and

prefetching tool depends on a variety of parameters, such as 7DS node density in

a certain region, node mobility, transmission power, cooperation strategy, querying

mode, and energy conservation. It does not appear to be amenable to an analytical

solution except for simplified versions. For example, if we assume that in any time

interval h, any given dataholder will transmit data to a querier with probability

hα + o(h), then the problem becomes much easier. More specifically, we can use

a simple epidemic model described in [84] to compute the expected delay for the

message to be propagated to the population of an area.

For the epidemic model, let us assume a population of N 7DS peers that

at time 0 consists of one dataholder (the “infected” node) and N − 1 queriers (the

“susceptibles”). We assume that once a peer acquires the data, the data will stored
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locally forever. Also, we suppose that in any time interval h any given dataholder

will transmit data to a querier with probability hα + o(h). If we let X(t) denote the

number of data holders in the population at time t, the process {X(t), 0 ≤ t} is a

pure birth process with

λk =















(N − k)Nα k = 1, .., N − 1

0 otherwise















(4.1)

That is, when there are k dataholders, each of the remaining mobiles will get the data

at rate kα. If T denotes the time until the data has spread among all the mobiles,

then T can be represented as

T =
N−1
∑

i=1

Ti, (4.2)

where Ti is the time to go from i to i + 1 dataholders. As the Ti are independent

exponential random variables with respective rates λi = (m − i)iα, i = 1, .., m − 1,

we see that

E[T ] =
1

α

N−1
∑

i=1

1

i(N − 1)
. (4.3)

4.3 Data dissemination as a diffusion-controlled pro-

cess

This section discusses our initial efforts to study the data dissemination analytically

and to further generalize our results. It contributes a novel approach to model data

dissemination. We also address the main theoretical results and challenges. The

models are based on diffusion-controlled process that uses theory from random walks

and environment [48], and the kinetics of diffusion-controlled chemical processes [67].
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In particular, we use the diffusion in a medium with randomly distributed static traps

to model the FIS scheme.

Let us first define the static trapping model. Particles of type C perform

diffusive motion in d-dimension space. Particles of type S (“sinks” or traps) are static

and randomly distributed in space. Particles C are absorbed on particles S when they

step onto them. The basic trapping model assumes traps of infinite capacity. The

diffusion controlled processes focus on the survival probability, that is the probability

that a particle will not get trapped as a function of time.

For Rosenstock’s trapping model in d dimensions (with a genuinely d-dimensional,

unbiased walk of finite mean-square displacement per step), it has been shown that

the large-n behavior of the survival probability

log(φn) ≈ −α[log(
1

1 − q
)]2/(d+2)nd/(d+2) (4.4)

In Eq. 4.4, α is a lattice-dependent constant, and q denotes the concentration of the

independently distributed, irreversible traps.

One question is when Eq. 4.4 is a useful approximation. All previous analyses

of this question have relied on some form of simulation, but so far there was no

information available on the range of validity of Eq. 4.4. In the Letter [46], Havlin et

al present evidence suggesting that Eq. 4.4 is a useful approximation when

ρ > 10 (4.5)

where ρ is the scaling function

ρ = (ln
1

1 − q
)

2

d+2 n
d

d+2 . (4.6)

This value of ρ corresponds to a survival probability equal to 10−13 in both d = 2 and

d = 3 dimensions. They argue that pure simulation techniques will always lead to an
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exponential decay at sufficiently long times, rather than to the correct decay given

by the theoretically-proven Eq. 4.4. Their evidence for the new lower value of ρ (or

higher value of P (n)) is based on two numerical techniques that they have developed.

One of them is practical for high trap concentrations only (0.9 ≤ q). This case of

high trap concentrations is similar to our case.

As we mentioned in Section 3.2, in FIS information sharing takes place among

the server and the querier. When a 7DS querier comes in close proximity to the

server, it acquires the data. It is easy to draw the analogy: the traps are the stationary

information servers, the particles C are the queriers, and the trapping is essentially

receiving the data. We model the stationary information servers as traps and the

mobile peers as particles C. When a host acquires the data, it stops participating

in the system, and is considered “trapped” with respect to the model. Figure 4.1
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Figure 4.1: Simulation (FIS) and analytical trapping model (Trap) results. The
“AxA” indicates the size of the area in which the servers are placed (in square kilo-
meters).
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illustrates the analytical and simulation results for data dissemination as a function of

time. The analytical results for trapping model are derived from Eq. 4.4 (Rosenstock’s

trapping model) for high and medium transmission power.

We define q as π R2Nservers/A
2, where Nservers is the number of servers placed

in an area of size AxA and R is the wireless coverage equal to 230 m and 115 m for

high and medium wireless coverage, respectively. For the simulation results on FIS

in Figure 4.1, we use the FIS simulations we described in Section 3.3. Note that,

using Eq. 4.4, the term 1−φn expresses the fraction of hosts that acquire the data at

time n. As Figure 4.1 illustrates, our simulations are consistent with Eq. 4.4 (in two

dimensions) for α equal to 0.021. That is, using Eq. 4.4, the (1 − φn) ∗ 100% match

our simulation results for the percentage of dataholders at time n for the FIS scheme

we described. In a setting of one stationary host per square kilometer with high

transmission power that corresponds to a range of 230 m, the server concentration is

c = 0.1661 and the criteria ρ > 10 is equivalent to n > 550.

An attractive feature of the diffusion-controlled processes in the context of our

research is that it can provide elegant tools and methodology to investigate data dis-

semination for different server distributions. Also, we are currently exploring how we

can use it to model other types of interaction (S-C and P-P schemes) and incorporate

parameters such as the expiration of data objects.
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Chapter 5

Network connection sharing in

wireless LANs

In this chapter, we focus on the third facet of cooperation, namely bandwidth sharing

in a wireless LAN. We motivate network connection sharing and present the main

components of the architecture and its performance evaluation via simulations.

5.1 Introduction

Current wide-area network wireless deployment is characterized by intermittent con-

nectivity, low bit rates, and high delays. These constraints provide a strong incentive

to better utilize the user’s local resources, in order to achieve better quality of service

(QoS), and higher data availability. The characteristics of collaborative applications

led us to the natural extension of data sharing to network connection sharing. The

central idea is that 7DS peers share their network connections in order to improve

their service, increase the data availability, and potentially introduce other benefits,
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as described in the following paragraphs.
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Figure 5.1: Description of the environment: Hosts share a wireless LAN. Some of
them have a wireless WAN connection to access the Internet.

Figure 5.1 illustrates an environment for network connection sharing: there is

a group of 7DS hosts (A, B, C, D, E, F, and G) in close proximity. As we assumed in

Chapter 1.2, 7DS communicates with peers via a wireless LAN (e.g., IEEE 802.11b).

Some of them (A, B, and E) have an additional network interface that provides them

with access to the Internet via a wireless WAN connection. It would be typical in

the near future to support a wireless WAN connection of 100 kb/s [27, 39, 63, 59].

Currently, there are wireless WAN modems of (approximately) 45 kb/s. A shared

2-11 Mb/s wireless LAN is typical (e.g., [99]).

We envision this system to be especially applicable in cases where users meet

in a conference or meeting (e.g., at an IETF meeting), or in a train, and want to gain
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Internet access. They decide to cooperate and share or lend their resources in order

to facilitate a common need and potentially create other gains. The motivations for

connection sharing are as follows:

• utilization of temporarily idle WAN connections,

• exploitation of statistical multiplexing for bursty traffic, and

• reduction in the transmission of replicated data that belong to “shared” (col-

laborative) applications.

In this chapter, we focus on the first two motivations. We discuss the third one briefly

in Section 5.5.

When a host is connected to the network, there are periods when the connection

is idle, such as when the user is reading a page that was downloaded earlier. Very

often, when a user does not use her connection temporarily, she does not disconnect

from the network. While her connection is idle, another peer in the ad hoc network

may use this mobile device as a gateway to the global network. Consider another

example, in which the group members videoconference with some other colleagues

over the Internet (as in Figure 5.1), or view the news from a server. It is unnecessary

to transmit the data as multiple streams with the same content. Instead, it is sufficient

for one of the hosts with access to the Internet to receive the stream via its wireless

WAN connection and multicast it to the rest of the group via the wireless LAN.

Alternatively, in a home network or a wireless network in a vehicle, where a few

devices have Internet access and the rest can use them to access the Internet. This host

temporarily acts as a gateway. Throughout the chapter, the term gateway denotes

any host that acts temporarily as a gateway for other hosts in the group. It must
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have access to the Internet and a wireless LAN interface. The other hosts either do

not have a connection to the Internet, or have a connection which is saturated at

that instant. Also, we use the term gateway connection to refer to the wireless WAN

connection of the gateway.

As a result, hosts with a wireless WAN connection in this environment tem-

porarily act as gateways, unlike traditional networks where the routers are fixed in

place. Another difference between this environment and that of traditional networks

is the lack of mechanisms for directing flows to different routers based on criteria such

as bandwidth availability. Network connection sharing does not change if instead of

wireless WAN connections, there are wired WAN connections, such as ADSL (or cable

modem) lines.

Under the connection sharing mechanism, the gains for the hosts with no wire-

less WAN connection are obvious. However, even the hosts with a wireless WAN

connection can potentially benefit. As we describe in greater detail in Section 5.5,

when users are receiving the same data, such as participants in a multicast discussion,

connection sharing results in better QoS. The bandwidth requirement for the trans-

mission of all layers of a multimedia object1 is usually much higher than the capacity

of a single wireless WAN connection. However, if hosts collaborate and use the ag-

gregate bandwidth of their connections for the layered multimedia transmission, the

video quality can be increased dramatically.

As we discussed in Chapter 2.2, the willingness of systems to cooperate is

crucial in peer-to-peer systems. There are settings, such as in a corporation or a

1The design of tools for video conferencing services, conference controllers, and QoS control
mechanisms is the focus of papers such as [90, 23]. L. Wu et al [102] and S. Floyd et al [35]
investigate layered video transmission.
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conference among colleagues, or in rescue operations, where hosts are naturally mo-

tivated to cooperate and share their bandwidth, since they belong to users or an

infrastructure with common goals. In some other settings, though, users have fewer

incentives to cooperate, especially when the cooperation drains their battery energy.

In other cases, the owner of the connection may receive financial benefits through a

renting or rewarding mechanism. A host may lend a part of its connection, depending

on the bandwidth availability and the bandwidth requirements of the flow that need

to be served. Pricing issues may therefore have an important effect on the system

operation. A variety of different pricing arrangements2 depending on the setup and

the users’ relation (degrees of collaboration) are possible and make connection shar-

ing desirable, despite the cost and energy consumption requirements of keeping them

active. The relatively high power consumption when transmitting data may constrain

the deployment of connection sharing. On the other hand, the power consumption

for wireless modems is decreasing, and the number of electrical outlets is increasing in

places where we expect the system to be used (such as conference rooms, trains, and

airports). In addition, note that wireless WAN access is generally more expensive

(e.g., higher subscription fees) than local-area access (such as infrared, Bluetooth,

WaveLAN). Thus, if a mobile user accesses the network infrequently, “leasing” a

temporary gateway is more efficient.

In this chapter, we concentrate on the basic components of the architecture

and study its performance. Our main contributions are the design of a novel system

that provides dynamic resource sharing among collaborating hosts, and its perfor-

mance evaluation. The four main components of the system are admission control

2An example of such pricing arrangement would be a “bandwidth co-op” scheme.
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at the gateways, a mechanism that assists hosts with selecting a gateway while en-

suring traffic balancing across the gateways, a traffic measurement mechanism at a

gateway, and a mechanism to announce the gateway availability. We measure the

performance of the system by simulation. Specifically, we consider a time snapshot

in which a fixed number of gateways provide their wireless WAN connection to serve

hosts in the wireless LAN that request access. The requests correspond to various

services and generate control and data traffic in the wireless LAN and at the gateway

connections. We measure the bandwidth utilization (and the gains from statistical

multiplexing), and the packet dropping rates at each gateway connection. We found

that the bandwidth utilization varies from 21% to 82%, and the dropping rates from

0% to 10%, depending on the traffic model characteristics.

The traffic overhead due to the control messages exchanged in order to enable

the sharing is very low. It contributes around 0.9 kb/s to 1.8 kb/s to the wireless

LAN (compared to the wireless LAN bandwidth capacity that ranges from 1.2 Mb/s

to 11 Mb/s, depending on the technology). Section 5.3.4 evaluates the protocol

overhead. Finally, the selection mechanism that the hosts use to choose a gateway

achieves load balancing across the gateways. The load balancing metric, as defined

in Eq. 5.1, ranges from 1.7% to 4.6%.

This network connection sharing protocol has also appeared in [72].

The remainder of this chapter is organized as follows. In Section 5.2, we discuss

briefly related work. Section 5.3 gives an overview of the connection sharing system.

Section 5.3.1 describes the measurement of the gateway traffic and the announcement

policy. In Section 5.3.2, we present the gateway selection mechanism that ensures load

balancing across the gateways. Section 5.3.3 discusses the admission control policy at



93

the gateways and Section 5.3.4 evaluates the protocol overhead. Section 5.4 presents

simulation results. Finally, in Section 5.5, we summarize our conclusions and discuss

directions for future work.

5.2 Related work

There has been work on the deployment of a combination of wireless networks of

different technologies. For example, Stemm and Katz [93] considered a hierarchy of

network interfaces that included combinations of wireless network interfaces, span-

ning in-room, in-building, campus, metropolitan, and regional cell sizes. Their main

objective was to enable a user to roam among multiple wireless networks in a man-

ner that was transparent to applications and would reduce the handoff disruption.

They focused on performance issues for vertical handoffs, i.e., handoffs between base

stations that were using different wireless network technologies.

The MosquitoNet project [105] addressed the multiple connectivity manage-

ment on mobile hosts, i.e., the need to support multiple packet delivery methods

simultaneously, and the use of multiple network devices for both availability and ef-

ficiency reasons. Multiple interfaces were not available at any point in time; just

the “best” interface that is selected according to a specific policy. Goals similar to

those of Stanford’s MosquitoNet, InfoPad, and Daidalus project (e.g., [6]) were also

discussed in [51]. While these groups focused more on mobile IP implementations,

Inouye et al [51] dealt more with dynamic reconfiguration policies.

A large amount of work focuses on routing protocols to support mobility, and

some on ad hoc mobile networks [11, 85, 103]. Broch et al [10] focus on routing

protocols in a setting similar to ours. In their setting, hosts also have multiple network
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interfaces. They describe a technique that allows a single ad hoc network to span

across heterogeneous link layers. It enables the use of heterogeneous interfaces, the

integration of an ad hoc network into the Internet as a subnet and the movement of

mobile nodes into and out of an ad hoc network using Mobile IP. However, to the

best of our knowledge, there is no paper in the wireless environment we describe that

allows collaborating hosts to share their wireless WAN connections to increase the

data availability and QoS while guaranteeing a load balancing across the gateways.

Under this network connection sharing framework, we plan to exploit further the

nature of collaborative applications that support scalable multimedia streaming data,

such as layered video.

5.3 Overview of connection sharing

Before proceeding with the overview of the connection sharing system, let us state

our assumptions for the setup:

• In general, hosts and base stations can operate in the system as gateways.

In this setup, we assume that all of the gateways are hosts with wireless WAN

connections of the same bandwidth. The system is not restricted to support only

hosts with the same bandwidth capabilities, but we assume this for simplicity

of exposition.

• All hosts that participate in the system have a wireless LAN interface. There is

an well-known multicast address designated for the network connection sharing

protocol. Hosts can listen to that multicast group.

• A host may leave the multicast group or stop acting as a gateway without prior
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notification.

• The system treats all the gateways uniformly. As we describe in Section 5.3.2, we

aim at a selection policy which guarantees load balancing across the gateways.
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Figure 5.2: Overview of the communication protocol that enables network connection
sharing.

As we mentioned in Section 5.1 and illustrated in Figure 5.2, hosts create a wireless

LAN dynamically and communicate in order to collaborate and share their network

connections. They communicate by sending messages and listening to a well-known

multicast address. They multicast requests for accessing the Internet. The gateways

multicast announcements of their measured traffic load and availability. In order for

a gateway to share its wireless WAN connection with a host, the gateway needs to
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decide if there are sufficient resources for a given flow. This decision is made through

admission control. Admission control messages are unicast via the wireless LAN. We

emphasize that the need for admission control depends on the resource sharing and

cooperation characteristics. For network connection sharing without any guarantees,

the host may operate temporarily as a gateway in a best-effort fashion. In this case, no

admission control is required. However, if there is a pricing mechanism that charges

the user who rents the resource, then some form of admission control is needed.

Figure 5.2 gives an overview of the communication protocol that takes place

among the group members and enables connection sharing. For example, host G

requests access over the Internet for flow α with peak rate rα. It queries for an

available gateway by sending a Request Access multicast message. As we describe in

Section 5.3.1, the gateways (here, hosts A and E) announce the measured traffic on

their wireless WAN link. G waits for time Tc to collect the gateway announcements

and selects a gateway. Let us assume that it selects gateway A. Then, G sends a

Request Admission message directly to A to share A’s wireless WAN connection. In

this unicast message, G includes the peak rate of the flow, rα. Upon receiving a

Request Admission, the gateway decides to accept or refuse to serve the flow. Host A

sends the decision to host G and G sends back an acknowledgement.

We discuss the main components of the system in more detail:

1. Traffic load estimation of a gateway, i.e., the bandwidth utilization of the wire-

less WAN connection over a sampling period (in Section 5.3.1).

2. The gateway policy for announcing traffic load (in Section 5.3.1).

3. The criteria the hosts use to select a gateway (in Section 5.3.2).
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4. The admission control mechanism at the gateway (in Section 5.3.3).

There are some additional architectural issues closely related to the security mech-

anism and the pricing arrangement for realizing the network connection sharing or

leasing. In this thesis, we concentrate on the basic components of the architecture.

Security and pricing issues are topics of future work.

5.3.1 Measurement and announcement of gateway traffic

Each gateway is capable of estimating the load of the wireless WAN periodically. The

gateway computes an average load every sampling period S (typically a few hundreds

of ms). The most recent estimated average load is the value of the traffic load that a

gateway announces.

There are two possible announcement policies for the gateway traffic load:

• Gateway advertisement policy (A): The gateway periodically multicasts

its traffic load to the group every Ta sec.

• Request-initiated policy (R): The gateway multicasts its estimated traffic

load that corresponds to the last sampling only in response to a Request Access

message.

The purpose of announcing the traffic load is to let the hosts know about the available

gateways and select the appropriate gateway to share its connection to the Internet.

As we discuss further in Section 5.3.2, the selection assists in load balancing the traffic

across the gateways. We need to emphasize that the selection of the gateway is not an

admission control mechanism. It indicates which gateway the querier should contact

for admission control. In the future, we plan to include pricing information in these
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announcement messages as part of a pricing mechanism. This would enable a leasing

or bandwidth co-op scheme for the network connection sharing.

5.3.2 Gateway selection mechanism

As we mentioned, a host may request access to the Internet for a specific service. For

that, it selects a gateway by listening to the multicast announcements of the gateways

to obtain their estimated traffic load. The selection must be made while ensuring load

balancing requirements across the gateways. In this work, the load balancing criteria

is the reduction of the maximum difference in the average load over a time period

(snapshot), τ , across the gateways. Specifically, the load balancing metric we consider

is

σ =
maxi {Li(τ) } − mini {Li(τ)}

b
(5.1)

where Li(τ) is the average traffic measured at the gateway i over the time interval τ ,

and b is the bandwidth capacity of the gateway connection which is the bandwidth

of the wireless WAN link.

We assume no knowledge of the arrivals of future request or their duration.

The problem of minimizing σ is a hard due to its on-line nature and the burstiness

of traffic. We suggest a greedy algorithm and show through simulation results that

we can achieve a fairly balanced system for different types of traffic. A host that

requests access to the Internet chooses the least-loaded gateway, based on the traffic

load value included in the most recent announcement from the gateways. Its low

operational cost, simplicity, and good performance make the greedy algorithm an

attractive choice for the system. We investigate its performance through simulations
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for a variety of traffic models such as the the exponential and Pareto distributions.

For both exponential and Pareto distributions, the greedy algorithm performs well:

σ ranges from 1.7% to 4.6% (as defined in Eq. 5.1). Section 5.4 presents the traffic

models and the results in detail.

Lastly, we note that in general, Eq. 5.1 is not a representative metric for load

balancing, since it does not capture the potential skew of the load across the gateways.

It has been used mostly to express a fairness criteria. However, in cases where its

value is very small, as it is in our simulations, it also ensures that the system is load

balanced.

5.3.3 Admission control

The gateway may provide some service guarantees to ensure that sufficient resources

are available to serve the flows. For that, the system applies admission control. The

criteria to choose an admission control mechanism are:

• low complexity, easy implementation, and low operational cost,

• high bandwidth utilization,

• designed for adaptive, real-time applications that can tolerate variance in packet

delays and some packet loss.

Notice that due to the dynamic nature of the system where gateways may walk away,

an admission control with strict quality-of-service (QoS) guarantees does not match

with the characteristics of this system. The admission control algorithm we choose for

the system is the Measured Sum algorithm by Jamin et al [54]. The Measured Sum

algorithm has low operational cost, promises high bandwidth utilization, and does not
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make strict guarantees. In that paper, Jamin et al discuss several measurement-based

admission control algorithms 3.

In the Measured Sum algorithm, each gateway uses measurements to estimate

the load of existing traffic. A gateway admits the new flow requested by a host if the

current load plus the peak rate of the new flow is less than or equal to the gateway’s

desired bandwidth utilization. That is,

v̂ + rα ≤ uβ (5.2)

where u is a user-defined utilization target, β is the bandwidth capacity of the gateway,

v̂ the measured load of existing traffic, and rα the peak rate requested by flow α.

As mentioned in Section 5.3, each gateway is capable of periodically estimating

the load of the connection, a point-to-point link, that uses to access the Internet.

Specifically, it computes an average load every sampling period S. At the end of a

measurement window Tm, the gateway uses the highest average from the just ended

Tm as the load estimate for the next Tm window. When a new flow is admitted to

the network, the estimate is increased by the parameters of the new request to reflect

the worst-cast expectations, and then the measurement window is restarted. If a

newly-computed average is above the estimate, the estimate is immediately raised

to the new average. At the end of every Tm, the estimate is adjusted to the actual

load measured in the previous Tm. As expected, a smaller S gives higher maximal

averages, resulting in a more conservative admission control algorithm. A larger Tm

keeps a longer measurement history, again resulting in a more conservative admission

control algorithm, as we illustrate through simulations in Section 5.4, Table 5.4. If

a flow is admitted, it is served by that gateway until its completion or premature

3The simulation study on network connection sharing has benefited from [54].
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termination when the gateway or host leaves. If a flow is rejected, the querier merely

drops it, as opposed to queuing it and retrying later. That is, the system performs

in a “drop call lost” fashion rather than “drop call retry”.

In Section 5.4, we run simulations to investigate the performance of “Measured

Sum” in this system.

5.3.4 Connection sharing protocol overhead

The overhead of the protocol is caused by the control messages that are exchanged

to coordinate resource sharing. It includes traffic announcements (for the A or R

policies), the request for access (Request Access), and the admission control (Request

Admission, Accept/Reject, and Ack) messages. Note that these messages contribute

only to the traffic on the wireless LAN.

Let BP
proto, where P ∈ {A, R}, be the average overhead in bandwidth, ng be the

average number of gateways that participate in the system (simultaneously), pkt be

the packet size, b be the bandwidth of the gateway connection, and f be the aggregate

(i.e., generated from all participants) flow interarrival time.

BP
proto = Breqacc + Badm + BP

annc (5.3)

where Breqacc = pkt
f

and Badm = 3pkt
f

.

The overhead of the announcement policy is:

BP
annc =















ngpkt
f

if P=R

ngpkt
Ta

if P=A

As expected, the difference in the overhead depends on the interval values and the

aggregate flow interarrival time. Note also that the flow across the gateways will not
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saturate the wireless LAN bandwidth network as long as ng ≤ B−Bproto

b
. From this,

we can compute the maximum number of gateways in the group , nmax
g ,

ng ≤
B − 4pkt

f

b + pkt
f

⇒ nmax
g = b

B − 4pkt
f

b + pkt
f

c if P = R (5.4)

ng ≤
B − 4pkt

Ta

b + pkt
Ta

⇒ nmax
g = b

B − 4pkt
Ta

b + pkt
Ta

c if P = A (5.5)

From Eqs. 5.5 and 5.4, given a typical range of values of B, b, f and Ta, we see that

B
b

is the dominant term in determining the value of nmax
g .

5.4 Performance evaluation

We consider a time snapshot in which a fixed number of gateways operate. Hosts

request access to the Internet from the gateways. The requests correspond to var-

ious services and generate data traffic, i.e., flows, in the wireless LAN and at the

gateway connections. We use the ns-2 simulator [33] to quantify the performance of

the system. The performance measurements include the bandwidth utilization and

the packet dropping rates at each gateway connection, the protocol overhead, and the

load balancing characteristics across the gateways. The simulation is parametrized on

the source flow traffic model, the bandwidth and total link delay of the wireless WAN

connection, the bandwidth and total link delay of the wireless LAN, the simulation

time, the measurement time, the number of gateways, the aggregate (i.e., generated

from all the participants) flow interarrival time, the aimed bandwidth utilization of

the gateway connection, the interval size, and the sampling period for measuring the

traffic at the gateway connection.
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5.4.1 Traffic models

First we describe the simulation parameters and the motivations for their values. The

hosts generate homogeneous data traffic, each CBR, Pareto, or exponential, and the

same flow interarrival time. Our main focus is on Pareto and exponential data traffic,

since they more accurately approximate the actual measured traffic. We also run

a few tests for CBR data traffic. Willinger et al [100] modeled measured Ethernet

LAN traffic4 with well-known on/off source models, such as Pareto. Paxson et al [76]

showed that network traffic often exhibits long-range dependence (LRD), with the

implications that congested periods can be quite long, and a slight increase in the

number of active connections can result in a large increase in the packet loss rate.

Each Pareto traffic flow itself does not generate LRD. However, the aggregation of

Pareto traffic results in LRD.

• Exponential: on/off model with exponentially distributed on and off times.

During each on period, an exponentially distributed random number of packets

are generated at a fixed rate, with an average off time and an average on time.

• Pareto distribution: during each ON period of the Pareto flow, packets are

generated at peak rate, an average burst, and an average idle time. According to

[100], the shape parameter of the Pareto distributed off and on times covers the

interval (1, 2). The shape-parameter-estimate of the OFF period stays mostly

below 1.5. In our simulations, the shape parameter for both the ON and OFF

periods is 1.2.

4This data set includes traffic due to applications, such as ftp, e-mail, WWW, and Mbone [100].
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5.4.2 Wireless access models

Emerging third generation networks (3G) [39] aim at supporting user bit rates of up

to 144 kb/s with wide mobility and coverage and up to 2 Mb/s with local mobility

and coverage. We simulate the wireless WAN connection as a link of bandwidth of

100 kb/s, and total link delay in the range of 100 msec or 165 msec [17, 59]. The

total link delay is the sum of MAC delay, link layer delay, and propagation delay.

The wireless LAN in our testbed is RadioLAN [79] or WaveLAN [99]. We ran

some actual tests to estimate their bandwidth capabilities. The tests involve two

laptops located indoors, each with a PCMCIA card, placed at a distance varying

from 2-30 meters. These two hosts are the only participants of the wireless LAN. The

measurements include ftp transfer and bandwidth estimation of a link using pathchar

[53] and hop speed [55]. The highest value of the RadioLAN link between the two

laptops capacity measured was 5.8 Mb/s, running the ftp transfer test. We repeated

ten ftp transfers of a large, MPEG-1 file of 33.5 MB from one host to another. The

5.8 Mb/s corresponds to the average bit rate of these tests. The hop speed estimates

the bandwidth to be 4.8 Mb/s. We repeated the tests for the WaveLAN (note that

this is pre-IEEE802.11). Using hop speed, we found the bandwidth of the link to be

1.2 Mb/s. In our simulations, the wireless LAN has a bandwidth of 2 Mb/s, link

delay of 64 µs, and a CSMA/CA MAC layer.

We assume no failures or disconnection occur during the snapshot of the test.

The group size and the number of gateways ng remain fixed during that period, i.e.,

there are no changes due to gateway arrivals or departures. We experiment with ng

values of three and ten. In all of the simulations, the announcement policy used is

R. Also, in all of the simulations, the aggregate flow interarrival time follows an
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exponential distribution. The aimed bandwidth utilization of the gateway connection

is 95%. Throughout these tests, the packet size is fixed at 100 bytes and the buffer

size at the gateway connection is fixed at 160 packets. The bandwidth and total link

delay of the wireless WAN connection is 100 kb/s and 165 msec, respectively.

The measurement time indicates when we start measuring the link utilization

and the dropping rates. As recommended in [54], Pareto on/off sources require a

longer warmup period and a longer simulation time for the LRD effect to be seen.

Thus we run them, if not otherwise specified, for a total simulation time of 18,000 sec

and measurement time of 10,000 sec. The exponential sources run for a total simula-

tion time of 3,000 sec and measurement time of 1,500 sec.

5.4.3 On constant bit rate (CBR) traffic

The CBR source has a rate of 64 kb/s. The snapshot of the test is [1,500 sec, 3,000 sec]

(warmup period of 1,500 sec). The aggregate flow interarrival mean is 600 msec. The

holding time of the flows follow the Pareto distribution with a mean of 300 sec and

shape parameter of 2.5. Table 5.1 presents the measurements on the bandwidth

utilization of the wireless WAN. In both the cases the packet dropping rate in the

gateway link is 0%.

Number of gateways Utilization (%) at each gateway
10 63.9, 63.4, 63.3, 63, 63.2, 63.7, 63.2, 63.4, 63, 63.6
3 64, 63.4, 63.4

Table 5.1: Bandwidth utilization at each gateway in the case of CBR traffic. The
bitrate is 64 kb/s, the flow interarrival time is 0.6 sec, and the mean holding time is
300 sec.
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We obtain the confidence interval [62] for the average bandwidth utilization of

each gateway, the packet dropping rates and the load balancing metric σ (as defined

in Eq. 5.1), for a system with Pareto and exponential traffic. The wireless LAN

consists of six hosts, three of them acting as gateways. Each gateway connection has

a bandwidth capacity of 100 kb/s, and the total link delay is 165 ms. The measuring

interval time is 3 sec, and the sampling period is 400 msec. We repeat the simulations

64 times in the Pareto case and 100 times in the exponential case, each time with

a different random number seed. The two cases differ only in the data traffic model

and the flow holding time. In the exponential case, the generated flows follow an

exponential distribution with peak rate of 64 kb/s, average on time of 312 msec, and

idle time of 325 msec. The holding time follows an exponential distribution, with a

mean equal to 300 sec. In the Pareto case, the traffic follows a Pareto distribution

with peak rate of 64 kb/s, a shape parameter of 1.2, mean bursty time equal to

312 msec, and mean idle time of 325 msec. The holding time for Pareto traffic follows

a Pareto distribution with an average of 300 sec and shape parameter equal to 2.5

[24, 82].

Before proceeding with the exposition of our results, let us first show how we

measure the load balancing metric σ (as defined in Eq. 5.1) in the simulations: At

the end of each test, we compute the average utilization of each gateway connection

over a time interval [MeasT, SimT ], Li([MeasT, SimT ]), for i = 1, 2, 3. From that,

we find the maximum difference in the traffic across the three gateways and compute

σ according to Eq. 5.1. We repeat the tests 64 times for the Pareto case and 100

times for the exponential case, each time with a different seed. From these values, we

compute the confidence interval for the load balancing metric.
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5.4.4 On Pareto traffic

Table 5.2 illustrates the packet dropping rate and link bandwidth utilization for each

gateway. We run simulations for aggregate flow interarrival mean of 600 msec or

6 sec. The 99% confidence interval for the load balancing of the system, σ (as defined

in Eq. 5.1), is [1.63%, 2.52%] when the aggregate flow interarrival mean is 600 msec

and [3.4%, 4.6%] when the aggregate flow interarrival mean is 6 sec.

The packet dropping rate is very high, for example, around 10% when the

aggregate flow interarrival mean is 0.6 sec. As previously mentioned, the queue

at each gateway connection is 160 packets or 16 KB. We conjecture 5 that in our

simulations, Pq, where

Pq =
k1

βα−1
q

(5.6)

shows how the packet losses behave on a queue of size βq. In Eq. 5.6, k1 is a constant

and α is the shape parameter of the Pareto traffic (equal to 1.2). By increasing the

queue size (βq) by 32% (i.e., βq is equal to 512 KB), the packet losses are cut in half

to 5%.

5.4.5 On exponential traffic

In Table 5.3 we illustrate, for each gateway, the packet dropping rate and link band-

width utilization. The aggregate flow interarrival mean is 600 msec. The 99% con-

fidence interval of the load balancing of the system, σ (as defined in Eq. 5.1), is

[1.71%, 2.12%].

5After a discussion with Prof. Predrag Jelenkovic.
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Aggregate

Fint

Gateway 1 Gateway 2 Gateway 3

Link utilization (%) Link utilization (%) Link utilization (%)

0.6 sec [81.14, 82.08] [80.81, 81.62] [80.49, 81.24]
6 sec [64.7, 65.8] [63.3, 64.7] [62.6, 64.0]

Dropping pkt rate (%) Dropping pkt rate (%) Dropping pkt rate (%)

0.6 sec [9.62, 10.23] [9.64, 10.29] [9.53, 10.12]
6 sec [3.7, 4.1] [3.4, 3.9] [3.3, 3.7]

Table 5.2: Link utilization and dropping packet rates at each gateway. We consider
Pareto traffic with bitrate 64 kb/s, average idle time 325 msec, and average burst time
315 ms. Fint is the mean aggregate flow interarrival time. The confidence interval is
99%.

Gateway 1 Gateway 2 Gateway 3

Link utilization (%) Link utilization (%) Link utilization (%)
[66.68, 69.13] [65.85, 68.04] [65.32, 67.63]
Dropping pkt rate (%) Dropping pkt rate (%) Dropping pkt rate (%)
0 3 ∗ 10−3 2 ∗ 10−3

Table 5.3: Link utilization and dropping packet rates at each gateway. We consider
exponential traffic with peak bitrate equal to 64 kb/s. The aggregate flow interarrival
mean is 0.6 sec. The confidence interval 99%.

Therefore, in both the Pareto and exponential case, the greedy algorithm per-

forms well: The σ ranges from 1.7% to 4.6%, with 0% perfect load balancing.

The results in Tables 5.2 and 5.3 indicate that the admission control aggres-

sively schedules the Pareto flows, which results in higher bandwidth utilization, at the

cost of higher packet dropping rates (LRD effect). In some tests, the dropping rate is

around 10%, which is an unacceptable level for many services. In case of exponential

flows, keeping the same aggregate flow interarrival time, the bandwidth utilization is

lower than in the Pareto case with lower packet losses.
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(Tm,S) Link utilization (%) Load balancing (%) Dropping pkt rate (%)

(60,400) [30.74, 31.43] [2.29, 3.52] [0.0676, 0.12]
(30,400) [36.49, 37.28] [2.61, 3.76] [0.19, 0.28]
(3,400) [80.81, 81.62] [1.63, 2.52] [9.64, 10.29]

Table 5.4: Performance over time intervals (Tm(s),S(ms): link utilization and drop-
ping packet rates at each gateway and load balancing across gateways. We consider
Pareto traffic with peak bit rate 64 kb/s, an average idle time 325 msec and an aver-
age burst time of 315 ms. The holding time has mean equal to 300 sec. The aggregate
flow interarrival is 600 ms.

Table 5.4 shows the packet dropping rates and link utilization for a range of

values of Tm. Table 5.4 also includes the load balancing measurements of the system.

Hence, by increasing the interval Tm and keeping the sampling period fixed, the

admission control policy becomes more conservative, since the gateway uses a longer

time period for its traffic measurement. As we describe in Section 5.3.3, the gateway

estimates its load as the maximum over the averages (that it computes for each

sample during that period). For larger Tm, the system estimates a higher utilization

and therefore becomes more conservative. As expected, it results in lower packet

dropping rates.

Let us compute the protocol overhead in the wireless LAN for ng of three and

ten. As before, the announcement policy is R. According to Eq. 5.3, the overhead

depends on the aggregate flow interarrival mean. For an aggregate flow interarrival

mean of 6 sec, and packet size of 100 bytes, the traffic overhead contributes 0.93 kb/s

to the wireless LAN. Similarly, for a system with 10 gateways, the protocol overhead

is 1.86 kb/s. For an aggregate flow interarrival with a mean equal to 600 msec, the

protocol overhead increases by exactly a factor of 10.
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5.5 Conclusions and future work

In summary, we presented a framework that enables collaborating mobile hosts to

share their network connections in order to increase their QoS and data availability.

We discussed the basic components of the system and analyzed their performance

through simulation results. The connection sharing across the hosts is characterized

by a bandwidth utilization varying from 21%− 82% and a packet dropping rate from

0% − 10% depending on the system parameters as we described in Section 5.4. The

gateway selection mechanism achieves load balancing across the gateways. The greedy

algorithm performs well: the load balancing metric, as defined in Eq. 5.1, ranges from

1.7 to 4.6% (where 0% means perfect load balancing).

We have implemented a prototype that operates as a multicast application.

The users issue requests for Internet access by sending multicast messages to the

group. The users with available network connections can view the requests and may

explicitly select which ones to respond to, as described in Section 5.3. A desirable

extension of the current prototype is to apply a more generic approach that requires

less user interaction. We are considering possible extension of the IGMPv3 and ICMP

router advertisements. Most of the multicast routers support IGMPv2 [34]. IGMPv3

provides the additional capability of joining a multicast group for a specific source

[13]. Here, we describe a slightly more general case, in which join takes place in

per “channel” or multimedia layer basis. More specifically, in case of multimedia

applications that use layered video and audio, a gateway can be in charge of a given

video layer or audio. A gateway joins a multicast group for a specific video layer or

audio (source) and then multicasts it to the wireless LAN. In several multi-resolution

compression schemes such as MPEG, subband codding, there are dependencies among
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the layers of a video. For example, the layers of a video have a certain order and these

schemes require the video receiver to decode a complete subset of consecutive layers

starting from the first one. In those cases, we need to provide a control mechanism

to coordinate the assignment of the video or audio source to available gateways.

As mentioned in Section 5.1, reduction in the transmission of replicated data

is a motivation for connection sharing. As we illustrate in the following scenario, this

results in better utilization of the bandwidth of the wireless WAN connections. In

Figure 5.1, users need to teleconference with colleagues over the Internet. We assume

the support of layered multimedia data sources. Host A joins the multicast discussion.

Due to its low bit rate wireless WAN connection, A cannot receive more than one

layer of the video stream. Thus, it listens to the first channel that transmits the first

layer of the video (here S1). Later, host E joins the discussion. Similarly, E can also

afford only one layer of video. However, instead of listening to the first channel that

corresponds to the first layer of the video, it listens to the second one, as soon E

becomes aware of A. They forward to each other the layer just received via multicast

from the other user. Both A and E decode the two layers, and the video quality

increases substantially. This idea can be extended as more hosts join the multicast

discussion. Note that if A and E broadcast the layers S1 and S2 respectively, then all

the remaining hosts in the ad hoc network will be able to receive both the layers. A

similar scenario applies in the case of channels with a different source.

This approach can be extended in a number of ways:

• A generalized selection policy enables the user to define preferences and re-

strictions in the choice of the gateway. Moreover, the selection policy needs

to consider the dynamic changes in the environment and fault tolerance issues.
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For example, it may periodically look for another gateway to have as backup in

case the connectivity with the current gateway is broken due to mobility.

• As in information sharing (in Chapter 2.2), a micropayment mechanism is

needed to stimulate cooperation and encourage hosts to lend their Internet

access. A peer that accesses the Internet via a gateway periodically pings and

pays the gateway using electronic checks or tokens during the service.

• Performance evaluation of the network connection discovery protocol enhanced

with fault tolerance, a micropayment mechanism, and device mobility need to

be done.
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Chapter 6

Bandwidth sharing in video on

demand

In this chapter, we investigate bandwidth sharing in S-C mode for a video-on-demand

application. The server operates in a multi-disk environment and provides streaming

data to clients with different service capabilities. We motivate the disk bandwidth

sharing in this setting and discuss the disk model. The server shares the disk band-

width among the clients based on their capabilities and service requirements. The

server applies a scheduling algorithm for the retrieval of streams of clients. We present

the scheduling algorithm and discuss how it can improve the disk bandwidth utiliza-

tion of the server.

6.1 Introduction

In Chapter 1.2, we introduced the bandwidth sharing in S-C mode and described

the environment of a video-on-demand streaming server that operates in a multi-disk
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environment. We consider a heterogeneous environment where not all the clients

can take full advantage of the highest quality of objects due to the constraints in

the hardware of their devices, network, and access methods. Their capabilities and

constraints may change dynamically. The server shares the disk bandwidth by dy-

namically reallocating it among the clients based on their current capabilities and

service requirements.

The design of such large-scale systems involves several challenging tasks, in-

cluding the satisfaction of real-time constraints of continuous delivery of video objects

as well as quality of service (QoS) requirements. A great deal of work has been per-

formed in the area of VOD server design [37, 36, 88, 87, 42]. We consider the retrieval

of variable bit rate (VBR) video streams from a VOD storage-server in a multi-disk

environment. An attractive feature of the use of VBR video, as opposed to constant

bit rate (CBR) video, is the constant quality of video that can be provided through-

out the duration of an object’s display. However, VBR video exhibits significant

variability in required bandwidth. This variability can affect resource utilization in

the system and complicate scheduling of both the transmission of objects over a com-

munication network and their retrieval from the storage subsystem. Several papers

deal with the support of VBR video for networking applications [28], some can be

extended for use in the storage-server domain. However, an essential difference in

this case is that a storage server has a priori knowledge of the video traces which can

aid in further improvements of the design.

In many multimedia systems different levels of quality of service (QoS) can be

supported through the use of the multiresolution property of video (and/or images).

Figure 6.1 illustrates an example of a layered image that uses the multiresolution
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Figure 6.1: Example of a layered image. There is a hierarchy of images, each com-
pressed with an additional layer that improves the resolution.

property. There is a hierarchy of images in different number of layers.

Below we present a scalable VOD server for a heterogeneous environment that

provides statistical service guarantees, and propose scheduling techniques for retrieval

of VBR video that exploit the multiresolution property of compressed video streams.

An example of such a system includes a video server delivering videos over the In-

ternet, with users potentially requesting service from different types of hosts. We

define the scalability characteristic, as it applies to a VOD system, as the capability

to adjust to changes in storage and network resources, and workload, as well as the

capability to deliver video data at different levels of QoS guarantees.

In general, the video server faces fluctuations in workload, network congestion,

and failure of server or network components. At the same time, the users, while

being served, are subject to changes in their sustained bandwidth requirements due

to network congestion, failure of network components, or host mobility. We define the

sustained bandwidth of a user, in a certain time period, as the rate at which the user

is expected to effectively receive the data in that time period, which corresponds to a

certain video quality profile. The changes in the sustained bandwidth of a user might
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be due, for instance to network congestion. Seshan et al [89] describe mechanisms for

estimating the sustained bandwidth of a host.

The flexibility that scalable compression techniques provide, in adjusting the

resolution (or rate) of a video stream at any point after the compressed video object

has been generated, can be of great use in designing scalable video servers. Vari-

ous video compression schemes, such as subband coding and MPEG-2, provide such

a multiresolution property. The multiresolution property has been utilized, for in-

stance, in previous work on dynamic adjustment of resolution of video streams being

transmitted through a communication network [26] based on available network re-

sources. Although this approach has produced good results in utilization of available

communication network bandwidth, there are several difficulties with adapting it to

solving similar problems with utilization of disk bandwidth resources in a storage

subsystem. In [96], a framework is proposed for a layered substream abstraction with

highly scalable compression algorithms to support this abstraction. Finally, simula-

tions in [18] show that the use of scalable video with Laplacian and pyramidal coding

can greatly increase the I/O bandwidth demand that can be sustained, and decrease

the waiting time for start of new requests for video objects, as compared to the use

of full-resolution non-scalable video.

We focus on the scheduling of data retrieval and approaches to resolving disk

bandwidth congestion under expected and unexpected changes in I/O bandwidth

demand. One difference from other related research is that the scheduling of the

retrieval adapts to the storage availability and network resources, as well as to the

user’s bandwidth requirements, which may change dynamically. It is introduced in a

dynamic rate-distortion context for a multi-disk environment.
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Specifically, we consider techniques that dynamically adjust the resolution of

video streams in progress, in order to adjust to fluctuations in workload and resource

availability while satisfying given QoS constraints and utilizing system resources ef-

ficiently. We propose resolution adjustment and load balancing techniques which

address: (a) different causes of fluctuations, which include VBR property of video

objects, the use of VCR functionality, as well as failure of system components, (b)

the extent and duration of overflow of disk bandwidth demand beyond the available

resources, (c) predictability of future I/O bandwidth demand, and (d) variations in

QoS requirements. The resolution adjustment algorithm deals with short-term fluctu-

ations in the workload and takes advantage of the multiresolution property of video

by adjusting the resolution of video streams in progress on a per-single-disk basis.

The load-balancing algorithm, on the other hand, deals with long-term fluctuations

in workload as well as extensive overflow of I/O bandwidth demand, and shifts the

load between multiple disks in the system. This algorithm takes advantage of both

the multiresolution property of video and replication techniques. Furthermore, it also

deals with changes in users’ sustained bandwidth requirements. We emphasize that

the success of resolution adjustment techniques, in general, depends on the number

of resolutions available, the workload on the system, and the variability of the VBR

video streams. For instance, in the case of subband coding, a large number of lay-

ers can be supported, whereas in MPEG-2, the number of layers is restricted to a

maximum of 3.

This work has also appeared in [71, 70].
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6.2 System description and background

In this section we first present the disk model and discuss the data retrieval and disk

bandwidth. We then briefly review the notion of scheduling of video requests in cycles

or groups and then discuss data layout issues. Throughout the chapter we use the

term stream to refer to the delivery of a given layered video object at a given time.

Notation Description
Ld set streams whose data blocks are stored on disk d
τseek max seek time to move the disk head

between two extreme inner and outer cylinders
τavg
rot rotational latency

τrot reading the necessary number of data blocks in a track
Btrack number of bytes per track
B effective bandwidth of a single disk
τw size of an interval (in units of time)
Tcycle size of a cycle (in units of time)
Xi,d(c) r.v. bandwidth requirement

(full resolution) of stream Si on disk d during cycle c
Xk

i,d(c) r.v. bandwidth requirement of the first k layers
of stream Si on disk d during interval c

fbi,d(w) sustained bandwidth of stream Si

on disk d during interval w
µ mean bandwidth requirement (for full resolution)

of a stream
µL mean bandwidth requirement that corresponds

to retrieval of L multiresolution layers

Table 6.1: Notation and description of the parameters of the disk model.

6.2.1 Data retrieval and disk model

To achieve efficient use of available disk bandwidth, it is common to organize the

scheduling of streams into (time) cycles or groups, as in [16]. In their simplest form,
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cycle-based schemes deliver in each cycle the data that was read in the previous cycle.

During each time period, data for each active stream is read from the disks into main

memory while, concurrently, the data read during the previous cycle is transmitted

over the network to display stations. The motivation for this organization is to

provide opportunities for seek optimization [16]. Note that our bandwidth reallocation

techniques are not restricted to cycle-based scheduling, but are presented in that

context for simplicity of exposition.

In the remainder of this chapter, we will consider scheduling of data retrieval

and overflow management in time intervals composed of an integral number of cycles.

This slight generalization will allow us to control the scale on which bandwidth re-

allocation is performed, as explained in more detail in Section 6.2.4. Thus, an interval

w starting in cycle c, i.e., [c, c+τw], whose size is τw (in number of cycles) is composed

of consecutive, non-overlapping cycles (c, c + 1,.., c + τw), where continuous playback

of a video with quality QL can be guaranteed if all blocks corresponding to

{XL
i,d(j), where j is a cycle and j ∈ [c, c + τw]} (6.1)

have been retrieved (from disk d) by the end of that interval. XL
i,d(j) is a random

variable that indicates the bandwidth requirement of stream Si on disk d, during

cycle j corresponding to video quality QL. Lastly, we define the mean bandwidth

requirement of stream Si on disk d during interval w corresponding to video quality

QL as follows:

µL
i (w) = XL

i,d(w) =

∑c+τw

j=c XL
i,d(j)

τw

(6.2)
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6.2.2 Disk Model

We now introduce a simple disk model used in our system. During each cycle of

size Tcycle, each stream retrieves a variable number of blocks corresponding to its

bandwidth requirement for that cycle. Given the cycle-based scheduling scheme, the

amount of time needed to retrieve data blocks corresponding to x streams scheduled

during that cycle includes a maximum seek τseek, which is the time to move the disk

head between the extreme inner and outer cylinders of a disk, rotational latency τ avg
rot ,

and the transfer time for each of the x streams that is attributable to reading the

necessary number of data blocks, τrot. Note that the amount of data that has to be

retrieved per stream in order to maintain continuity in the data delivery is µ Tcycle,

where µ is the mean bandwidth requirement of each stream. Then, the time to read

this data is

Tcycle µ

Btrack
τrot + τ avg

rot , (6.3)

where Btrack is the number of bytes per track, and the constraint that there must be

time in a cycle to read that much data for x streams is

τseek + x(
Tcycle µ

Btrack
τrot + τ avg

rot ) ≤ Tcycle.

We assume that

τavg
rot =

τrot

2
, (6.4)

which then gives us a bound on the number of streams that can be serviced in one

cycle on one disk: We have assumed that the data blocks of the same video object

that correspond to one retrieval unit are stored contiguously on the disk. Therefore,

the rotational latency corresponding to retrieval of the last fraction of the data block,
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i.e., the one that does not necessarily make up an entire track is on the average τrot

2
.

We have also assumed that zero latency reads [86] are possible for the full size tracks

and that Btrack is a constant parameter, i.e., we do not consider zones here.

x ≤
Tcycle − τseek

0.5 +
Tcycleµ

Btrack

1

τrot
.

The effective bandwidth of a disk is then B = x µ.

6.2.3 Data layout and partial replication

Below, we briefly describe the basic notion of replication schemes in disk-based sys-

tems and present the data layout of our server. In general, a replication scheme keeps,

for instance, two copies of each object, termed a primary copy and a backup copy,

on two distinct disks in a system. The existing variations of replication schemes (in

the context of traditional disk-based system) differ mostly in how/where they place

the backup copy. This, of course, results in different performance and reliability

characteristics of the disk subsystem.

We extend the notion of a traditional replication across disks scheme [8] for

use in a multiresolution video server environment to instead support backup copies of

videos in a lower resolution than the primary copy. That is, a backup copy of a video

object is not necessarily identical to its primary copy; however, all resolution layers

which are replicated are identical to their primary copy counterparts and correspond

to a predetermined video quality level QL. Thus, the backup copy is composed of

the first L layers of each video segment (L = 1, .., max). We refer to this form of

replication as partial replication.

In general, replication provides opportunities for better disk bandwidth uti-

lization, as will become more apparent in Section 6.3, since it provides: flexibility
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to service a stream by partial simultaneous retrieval of data from multiple disks in

the system, when there is not sufficient bandwidth to serve that stream from any

one disk, and load-balancing opportunities, i.e., opportunities for shifting some of the

load from one disk to another. Although much of the discussion on scheduling which

follows is not restricted to a particular replication scheme, in Section 6.4 we present a

scheme which is specific to chained declustering [47, 41]. We describe this particular

replication scheme next.

In the traditional chained declustering layout, at any point in time, two phys-

ical copies of a data fragment, termed the primary and the backup copies are main-

tained. If the primary copy of a fragment resides on disk Di, then the backup copy

of that fragment resides on disk Di+1 mod Nd. Nd is the number of disks in the

system. Under dynamic scheduling, a server can choose to retrieve a data block from

either of the disks containing a replica of that data block. Thus, in our system, by

(re)scheduling some data retrieval from disk Di to disk Di+1, the server can create

available bandwidth space on disk Di, which can be used for retrieval of other blocks

corresponding to streams that were originally scheduled for service on either disk Di

or disk Di−1 and consequently can be transferred for service to disk Di. The provision

of a backup copy in a lower resolution can also be applied to the chained decluster-

ing scheme. Figure 6.2 illustrates an example system using chained declustering and

partial replication.

6.2.4 Interval-based retrieval and admission control

Many different approaches to allocating (or reserving) bandwidth, at admission con-

trol time, for servicing video streams are possible. The scheduling framework de-
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Figure 6.2: Chained declustering with partial replication. The segments of the form
Ab correspond to the first b resolution layers of video object A, and have been repli-
cated. For the Ae segments which compose the remaining or enchanced resolution
layers, only a single copy is kept. The arrows indicate a potential shift of the retrieval
of data blocks from one disk to the next.

scribed in Sections 6.3 and 6.4 are not limited to a specific approach; however, in

order to focus the discussion better, we assume the following bandwidth reserva-

tion scheme, performed at admission control time. For each interval, the bandwidth

reservation is performed by approximating the bandwidth requirements of the video

during that interval with its average over that interval, i.e., µL
i (w). The average bit

rate reservation can utilize resources more efficiently than the peak rate reservation,

but leads to potential congestions due to the variability of the stream bandwidth de-

mand. The significance of underutilization of resources due to peak rate reservation

in a piecewise (i.e., interval-based) manner, as opposed to average rate reservation

with possibility of overflow depends on the characteristics of the video trace and the

size of the intervals. One of the foci of this work is a technique for alleviating these

congestions without significantly affecting the quality of service provided to the users.

In order to limit such congestion and be able to provide an “acceptable” QoS level,

it is necessary to perform some form of admission control.
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During admission control, it is determined whether there are sufficient available

resources for retrieval of a newly requested video stream. This is done by consider-

ing µL
i (w) ∀w and determining, on per interval basis, whether there is sufficient

bandwidth available in the system for support of this new stream. The reservation

of bandwidth resources made during the admission control phase, provides statistical

guarantees for the retrieval of the streams, and only approximates the actual retrieval

schedule, without preventing potential congestion. Hence, a bandwidth re-allocation

mechanism that dynamically alleviates congestions is required. The scheduling tech-

niques presented here are not limited to a specific admission control scheme. Thus,

we only assume that the admission control policy results in statistical QoS guarantees

as follows: A server can guarantee, to at most nL users, a video quality of QL, with

probability PL, where various methods for determining nL and PL can be constructed,

but are outside the scope of this work.

A priori knowledge of the video trace allows detection of congestion (before it

occurs) due to the reservation performed at admission time, according to the stream’s

average bit rate requirement. An important issue, in this case, is the choice of interval

sizes. The choice of the interval size depends on the guarantees that the server will

provide and reflects the tradeoff between “stronger” server guarantees and a more

efficient utilization of resources in a statistical service setting. As it was mentioned

earlier, a peak rate reservation in a piecewise manner with larger intervals results in

a less efficient bandwidth utilization than an average-based reservation. Although,

the use of larger intervals may speed up the scheduling mechanism (i.e., fewer but

larger intervals can be considered), in the case of the average bit rate reservation, it

might sacrifice some amount of service guarantees, depending on the techniques used
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to re-adjust data retrieval schedules to resolve congestion (i.e., the average may not

be “representative” of the interval and thus result in some amount of congestion that

will need to be resolved in order provide a needed QoS).

For the sake of simplicity, we assume equal-size intervals which are the same

for all streams and are equal to an integral number of cycles. In general, we will

consider intervals on the order of a few seconds. Of course, in order for continuous

playback guarantees to be satisfied, we also need to assume that the user provides a

buffer of size 2bmax τw Tcycle, at the user’s site, where Tcycle is the duration of one cycle,

bmax is based on the user’s video quality requirement and is basically the maximum

bandwidth requirement corresponding to the quality of service he/she requests. Here,

we assume double buffering at the user’s site, for ease of exposition. This buffer space

will mask the jitter that might otherwise result from altering the data retrieval to be

on a per-interval, rather than per-cycle, basis.

6.3 Scheduling of data retrieval

It is the main task of the scheduler to determine the amount of data to be retrieved

per stream per cycle and schedule the retrieval for the appropriate cycle and disk. Due

to the guarantees made during the admission control phase, the scheduler is ensured

that there is available disk bandwidth somewhere in the system to serve all admitted

streams with video quality QL with probability PL (see Section 6.2.4). However, the

scheduler might be required to re-allocate (or shift) part of the workload across the

disks of the system, due to congestion. Recall that, due to replication, some of the

data can be retrieved from either of two disks. Furthermore, transferring of some

load from one disk to the next one might result in a number of shifts of load between
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consecutive disks. That is, a video block of stream Si, of size bi, can be shifted from

a congested disk D during some time interval T , to disk D̄ if: a replica of the video

block is also stored on disk D̄ and the available bandwidth, that exists or could be

made available on disk D̄, during time T at least corresponds to the amount needed

to retrieve a block of size bi. Below, we present a general framework for re-allocating

bandwidth to streams in cases of fluctuations in order to dynamically exploit the

available bandwidth of the system.

6.3.1 Resolution adjustment on multiple disks

An optimal assignment of data block retrievals to disks minimizes the amount of data

that can not be retrieved (due to overflow). It can be determined using a “max-flow”

algorithm [20]. Papadimitriou [69] discusses a max-flow algorithm with lower bounds

on edges.

Graph Generation

We begin with the needed generation of an appropriate graph. Construction

of this graph and computation of the corresponding optimum schedule under given

constraints requires knowledge of the amount of bandwidth that was reserved at

admission control time for retrieval of data blocks corresponding to active streams as

well as the amount of bandwidth that is required by these streams during the time

interval in question. The max-flow algorithm is specified on a per-interval basis. We

can determine, on a per-interval basis, whether overflow will occur in that interval

and run the max-flow algorithm in order to determine a new assignment of streams to

disks and the corresponding retrieval schedule which alleviates overflow in an optimal
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manner given the optimality criteria stated above, where τw is a parameter of the

scheduling algorithm. The max-flow algorithm will be applied on a graph GL(w) =

(V, E) (e.g., see Figure 6.3), which can be constructed as follows:

GL(w) = (V, E), V = {D1, D2, . . . , DNd
} ∪ {V1, . . . , Vn} ∪ {s},

E = {(s, Vj), j = 1, .., n} ∪ {(Vj, Di), j ∈ LDi
, i = 1, .., Nd}.

LDi
is the set of streams whose data blocks are stored on disk Di and where each node

Di has capacity B, which is the effective bandwidth capacity of disk Di (see Section

6.2.1). There are n number of nodes Vj, each corresponding to a currently active

stream Sj. Each is connected to the start node s (an artificial node) with an edge

(s, Vj) ∈ E whose capacity is bound by lj and uj, i.e., the flow on this edge, (s, Vj),

is lj ≤ fj ≤ uj. If the required bandwidth of stream Sj during interval w, fbj(w),

is less than XL
j,d(w), then lj = uj = fbj(w). Therefore, if the adjusted sustained

bandwidth of a user is less than or equal to the mean bandwidth that the server has

reserved for that user, then the retrieval corresponding to Sj will be at least of size

fbj(w). On the other hand, if the user’s required bandwidth is higher than XL
j,d(w),

then lj = µL
j (w) (refer to Section 6.2.1) and uj = fbj(w). Furthermore, if the first k

layers of a stream Si are stored on disk Dj, then there is an edge (Vi, Dj), with its

lower and upper capacity equal to 0 and µk
i (w), respectively. The max-flow algorithm

will assign a flow to each edge (s, Vi) which represents the bit rate that the server will

deliver to Si during interval w. Note that, a flow > 0 on edges (Vj, Di) indicates that

a fraction of stream Sj will be retrieved from disk Di.

The max-flow algorithm produces one bandwidth allocation from all possible

ones that retrieves the maximum total amount of data for the active streams with

respect to the guarantees of certain quality of service and constraints on the playback
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rates of the users. We should emphasize that the feasibility of a flow on the above
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Figure 6.3: Per-interval basis retrieval for each stream by using the max-flow algo-
rithm. The max-flow is applied on a graph generated based on the current streams,
their requirements during that interval, and data layout.

graph will depend on the statistical guarantees the server makes at admission control

time.

Lastly, the time complexity of the max-flow algorithm is O(|V ||E|log|V |), if

Sleator and Tarjan’s algorithm [95] is used. Then, given that the maximum total

number of streams in the system is nfNd, the time complexity becomes

O((Nd + Ndnf + 1)(3nfNd)(log(Ndnf + Nd + 1)) (6.5)

or O((nfNd)
2(log(max(Nd, nf )))). The max-flow algorithm can run at the beginning

of an interval to compute the optimal bandwidth allocation for the next interval.

Of course, the tradeoff here is between having sufficient time to run the max-flow

algorithm (i.e., making the intervals longer) and the amount of buffer space needed
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at the user site, which grows with the interval length.

6.3.2 Resolution adjustment on per-disk basis

In this section we consider the problem of per-disk re-adjustment of the data retrieval

schedule. As previously mentioned in Section 6.1, the motivation here is to be able

to resolve short-term overflow problems relatively quickly and on a per-disk basis.

One of the important requirements of bit rate re-adjustment is to minimize the

distortion that the streams will experience as a result of the re-adjustment process.

We define the distortion of a stream Si during time interval t, due to a decrease of

information retrieved from bi(t) to bi(t) − βi as a non-decreasing (cost) function Ri:

Ri(βi, t) = τi ∆i(βi, t), where bi(t) corresponds to a feasible retrieval schedule of the

requested resolution, τi is a distortion tolerance factor, and ∆i(βi, t) is the distortion

due to retrieving only bi(t) − βi instead of bi(t) amount of data. A retrieval schedule

is feasible when it does not violate the disk bandwidth constraints while guaranteeing

normal playback at the receiver without discontinuities. The distortion tolerance

factor, τi, is a function of the QoS requirements of the user, the feedback mechanism,

and the subjective distortion measures on specific video segments, e.g., the service of

streams in fast forward or rewind mode, which can tolerate larger distortions. Each

layer k is associated with a distortion measure, δi(b
k
i (t)) = rk, where bk

i (t) corresponds

to the amount of data that needs to be retrieved for the kth layer of stream i at time

interval t. Distortion measures may vary from a simple mean squared error (MSE)

estimate to more complicated perception-based functions. Therefore, rk indicates the

resolution improvement, if in addition to the first k − 1 layers of video retrieval, we

also retrieve the k-th layer. When βi amount of data is not retrieved, the decoder
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will be able to decode only the first λi layers (instead of all λmax layers that compose

the requested resolution data blocks), and therefore, the distortion that the user will

experience during interval t will be as follows:

∆i(βi, t) =
λmax
∑

k=λi+1

δi(b
k
i (t)), where λi = max

k
(βi ≤

max
∑

l=k

bl
i(t)). (6.6)

Here, the cost function Ri quantifies the QoS of a stream Si.

The server runs the Resolution Adjustment (RA) algorithm (given below) on a

future time interval t after detecting a congestion in that interval in order to determine

the proper bandwidth re-allocation. Let us assume that for that interval t, Bof

is the disk bandwidth overflow on the disk in question, bmax
i is the retrieval unit

corresponding to requested resolution of the video, and bbase
i is the retrieval unit

corresponding to some minimum acceptable resolution, as specified by the user. For

instance, in the notation of the previous section, if the required bandwidth of stream

Si during interval t fbi(t), is higher than XL
i,d(t), then bbase

i = µL
i (t) and bmax

i = fbi(t);

otherwise bbase
i = bmax

i = fbi(t). Then, RA can be formulated as follows:

• Find βi i = 1, . . . , n

• Minimize maxi{Ri(βi)} − mini{Ri(βi)}

• such that:

1.
∑

i βi = Bof

2. 0 ≤ βi ≤ bmax
i − bbase

i , where βi is a non-negative integer, i = 1, 2 . . . , n,

where n is the number of active streams on the disk.

In the above formulation, we dropped the time dependence in the notation in order

to simplify it.
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The RA problem is a fair resource allocation problem that can be solved using

the FAIR algorithm, as given in [49], of complexity O(n log(max(n, Bof ))), where n

is the number of active streams on a disk and Bof is the disk bandwidth overflow.

If RA does not have a feasible solution, we can attempt to shift the overflow to the

remaining disks in the system as described above.

6.4 Application of max-flow

In this section we consider sources of congestion due only to changes in sustained

bandwidth of users, and then evaluate the performance of the resulting server, termed

Sscalable. This evaluation focuses on the retrieval scheduling/overflow management

policy formulated in Section 6.3 as a max-flow problem. For the purposes of com-

parison we use a baseline server, termed Sindependent, which does not take advantage

of replication (and here specifically chained declustering with partial replication). In

Sindependent all disks are independent, i.e., a retrieval for a particular stream is always

scheduled on a specific disk without the flexibility of replication that exists in Sscalable,

which allows shifting of the load across disks. The metric used in evaluating the over-

flow management policy is the percentage of newly available bandwidth that we are

able to utilize. We explain this in more detail below. The results of this evaluation

have been obtained through simulation, where we use the disk model given in Section

6.2.1. The parameters of that model used in this section appear in Table 6.2 [52, 86].

Below we illustrate that, through the use of chained declustering with partial

replication, the server is not only capable of resolving overflow due to fluctuations,

for instance, of VBR video compression, but is also sufficiently flexible and can take
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τseek 30 msec
τrot 10 msec

Tcycle 530 msec
Btrack 100 KB

Table 6.2: Parameters of the disk model.

advantage of the available bandwidth that results from reductions in the sustained

bandwidth of some users. For the purposes of the following discussion, we term

the users with decreases in sustained bandwidth requirements in an interval w as

“degraded users”; similarly, we term the users with increases in sustained bandwidth

requirements in an interval w as “upgraded users”. The simulations described below

aim to evaluate the bandwidth re-allocation process of Sscalable and Sindependent by

computing the portion of bandwidth (able to be scheduled) that was freed by the

degraded users. This can potentially be re-assigned to the upgraded users in order to

satisfy their requests for increases in bandwidth, in an interval w.

Let us consider some such interval w. In order to focus on the comparison

between overflow management of the two servers, we fix the load on each disk of

both server to be the same. Specifically, for our simulation we consider a cluster of

45 disks. The load on each disk, i.e., the total amount of bandwidth that is needed

during interval w, is determined based on a uniform distribution with values ranging

in 38 Mb/s to 60.8 Mb/s.

As previously mentioned, Sscalable uses the max-flow algorithm; Figure 6.4 il-

lustrates the graph for this max-flow algorithm that can be created as follows: Each

disk corresponds to a node, and each stream to an edge. There is a start node as

well as a sink node. For each upgraded stream, there is an edge that connects a
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node corresponding to a disk on which the stream is at least partially scheduled with

an artificial start node. That start node has capacity equal to the increment in the

bandwidth requirement of that stream. For each degraded stream, there is an edge

that connects a node corresponding to a disk on which the stream is at least partially

scheduled with a sink node, with capacity equal to the decrement in the bandwidth

requirement of that stream. For each node that corresponds to a disk, there is an

edge that connects it to the node that corresponds to the disk on its right. For the

last disk, its node is connected with the node of the first disk. The capacity of this

edge is equal to the amount of bandwidth that can be transferred during this interval

w from the disk in question to the next disk on its right. This depends on the degree

of replication used in the system, as well as the bandwidth requirement of streams

accessing the disks in that interval. Recall that in chained declustering, the disk

logically to the right of disk i contains copies of data stored on disk i.

This graph is somewhat different from the one described in Section 6.3.1, due

to the source of change in workload, which in this case is due only to the changes in

sustained bandwidth of degraded and upgraded users. In addition, in this case we

are considering a specific form of replication, namely that of chained declustering.

Moreover, this simplification in the formulation of the max-flow algorithm reduces

the complexity of the solution to O((nf(Nd)
2)(log Nd)).

The max-flow algorithm returns the maximum amount of bandwidth, as a

fraction of the total amount of bandwidth that has been released by the degraded

users, which can be re-allocated to the upgraded users. Note that, Sindependent is able

to assign additional bandwidth to the upgraded users only if the disk on which they

are served has some available bandwidth due (in this case only) to the reduction in the
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bandwidth requirements of the degraded users. Both servers assign to the degraded

users bandwidth equal to their new reduced bandwidth requirements.

We illustrate in Figure 6.5 the amount of bandwidth that was released by

the degraded users, which can be re-allocated to the upgraded users, as a function

of the skew of the changes in users’ required bandwidth on the disks. The incre-

ment/reduction in sustained bandwidth corresponds to the difference between the

current sustained bandwidth requirements and the amount of bandwidth reserved

at admission control time. Specifically, the total increment (reduction), loadd
increment

(loadd
reduction) in the bandwidth requirements on disk d is given by :

loadd
increment =

Cincrement

φ(d)γ
, loadd

reduction =
Creduction

f(d)γ
(6.7)

where Cincrement and Creduction are constants, and φ() and f() provide a “one-to-one”

mapping of the (Nd) disks to the (Nd) different loads (i.e., in Eq. 6.7 d is in the

range 1 to Nd), where Nd is the disk cluster size. As γ increases, the access pattern

becomes increasingly skewed. In our simulations we consider the following values of

γ : 0.0, 0.25, 0.5, 0.75, and 1.0. Note that the maximum total increment (reduction)

in bandwidth requirements on a disk is Cincrement (Creduction). In this simulation we

consider Cincrement and Creduction to be 35 Mb/s.

In Figure 6.5, we illustrate the performance of the two servers, Sindependent and

Sscalable, with full (100%) and partial replication, where, for simplicity of illustration,

we have assumed that the degree of partial replication corresponds to the amount of

bandwidth reserved for a stream at admission control time.

For the case of partial replication, we assume the degree of replication (i.e.,

percentage of the retrieval unit that is replicated) to be equal with the percentage

of bit rate that is reserved during the admission control per stream. As previously
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mentioned, the performance metric is the percentage of released bandwidth (by the

degraded users) which can be re-scheduled for use by upgraded users.

The performance of both servers degrades as the skew increases. For example,

in the case of Sscalable and γ = 0.25 with 100% replication, 99% of the released

bandwidth is re-allocated to upgraded users, whereas with partial replication 97% of

the released bandwidth is re-allocated. However, in the case of γ = 1.0 with 100%

replication, 91.6% of the released bandwidth is re-allocated, whereas in the case of

partial replication 89.8% is re-allocated. Therefore, as expected, the less uniform the

change in requested bandwidth, the more difficult it is to re-allocate the bandwidth.

Furthermore, the gap in performance between Sscalable and Sindependent increases

as the skew increases. Even under high skews in changes in bandwidth requirements,

Sscalable is able to re-allocated a large percentage of the released bandwidth by ex-

ploiting replication (or specifically chained declustering in this case) and shifting the

increase in load (due to upgraded users) from one disk to another, i.e., one that has

the newly available bandwidth due to degraded users. For instance, under full repli-

cation both servers have the same performance when γ = 0.0, whereas when γ = 1.0,

the gap in performance between Sscalable and Sindependent is more than 48.5%. Note

also that the performance of Sindependent decreases almost linearly from 100% to 43%

as the skew increases. This is due to the fact that as the skew increases fewer good

matches will occur on each disk. By a good (or perfect) match, we mean the case

where the total amount of additional bandwidth that is requested by the upgraded

users, to be retrieved from a single disk, is approximately or exactly the same as the

total amount of the reduction in requested bandwidth (due to the degraded users)

on the same disk. In the case of Sscalable the higher the degree of replication, the
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lower the probability of having a “good match” that affects the performance of the

server. For example, under full replication, the performance of Sscalable is 100% (for

γ = 0.0) and is reduced to 91.6% (for γ = 1.0), whereas under partial replication the

performance of Sscalable is reduced from 100% (for γ = 0.0) to 89.8% (for γ = 1.0).

Thus, based on the results depicted in Figure 6.5, we can conclude that skew has a

greater effect on the performance of Sindependent than on the performance of Sscalable.

In summary, due to proper utilization of replicated data, Sscalable is more ef-

fective at taking advantage of the bandwidth that has been freed in an interval w

due to degraded users and assigning it to the upgraded users. Therefore it adapts

more effectively to changes in bandwidth requirements or availability of resources.

This becomes more critical under higher degrees of skew, that is, there is a larger

improvement in the percentage bandwidth that can be “re-allocated” by Sscalable as

compared to Sindependent. Finally, the higher the degree of replication the less skew

affects the performance of Sscalable. This reduced sensitivity to skew, of course, is

achieved at the cost of additional storage space.

6.5 Conclusions

In summary, we consider the problem of delivery of VBR video streams in a VOD

server under provisions of statistical quality-of-service guarantees. We present several

techniques for re-scheduling the video streams and adjusting bandwidth allocations for

streams in progress when fluctuations in workload as well as changes in availability

of resources occur while satisfying QoS constraints and utilizing system resources

efficiently.
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 (bandwidth reduction) 
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shifted
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Figure 6.4: By taking advantage of replication in a chained declustering layout, the
server shifts the retrieval from one disk to its consecutive to alleviate disk overflow.
This graph is generated based on the current streams, their requirements, and data
layout. The server applies a max-flow algorithm on that graph to determine the
retrieval of each stream during each interval.
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Figure 6.5: Effects of replication on the disk bandwidth utilization: the amount of
bandwidth re-allocated to upgraded users as a function of skewness. The Independent
scheme corresponds to a baseline server that does not take advantage of replication.
For the case of partial replication, the degree of replication is equal with the percent-
age of bit rate that is reserved during the admission control per stream.
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Chapter 7

Conclusions and future work

We conclude this dissertation with a summary of our contributions and directions for

future work.

7.1 Summary

The main challenges for this thesis is to accelerate the data availability and enhance

the dissemination and discovery of information when hosts face changes in the band-

width availability and loss of connectivity to the Internet due to host mobility. We

propose 7DS that addresses this challenge by providing a novel mechanism that en-

ables wireless devices to share resources in a self-organizing manner, without the need

of an infrastructure. 7DS is an architecture, a set of protocols, and an implementa-

tion enabling resource sharing among peers that are not necessarily connected to the

Internet. Peers can be either mobile or stationary. The focus is on three facets of

cooperation, namely information sharing, bandwidth sharing, and message relaying.

In the information sharing facet, peers query, discover, and disseminate information.
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For message relaying, hosts forward messages to the Internet when they gain Inter-

net access on behalf of other hosts. The system adapts its communication behavior,

such as query mechanism, frequency, type of cooperation, based on the availability of

power, and bandwidth.

7.1.1 Information sharing and message relaying

For the information sharing and message relaying, we introduce a general framework

for the mobile wireless data access. We model several schemes depending on the type

of cooperation among nodes, querying mechanism, their energy conservation, host

density, and transmission power and evaluated them via simulations. The emphasis

is the transient aspect of information dissemination.

In our simulations, we considered variations of the P-P and S-C schemes as well

as some hybrid ones. We measure the percentage of hosts that acquire the data item

as a function of time, and their average delay. For simplicity we fix the data object

and assume that at the beginning of each experiment, only one 7DS host has the

data item. All the remaining hosts are interested in this data item. We also evaluate

the message relaying by computing the number of messages that will finally reach

the Internet. We found that the density of the cooperative hosts, their mobility, and

the transmission power have the most pronounced impact on data dissemination. For

a region with the same density of hosts, P-P outperforms S-C with no cooperation

among the mobile devices. The simulations indicate that the probability a host

querying a data object will acquire it by time t follows the function 1 − e−a
√

t when

using FIS. In case of high density of cooperative hosts, the data dissemination using

P-P grows even faster. For example, in a P-P setting of 15 hosts with wireless range
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of 230 m, after 25 minutes, 99% of the users will acquire the data, compared to just

42% of the users in the FIS. For the same average delay of 6 minutes, a host using

FIS will get the data with a 42% probability, whereas using synchronous P, even in a

setting of only five hosts per km2, this probability is double. For lower transmission

power, P-P outperforms FIS by 20% to 70%. In the case of only five hosts, the two

approaches differ by 3% to 43%, depending on the transmission power.

We can use the simulation results on the impact of the querying mechanism,

the energy conservation, host density, type of cooperation, and power transmission

to tune 7DS. For example, we showed that the synchronous energy conservation is

beneficial. Also, in FIS when the host density is low, the query frequency can be set

as large as three minutes without hurting the speed of data dissemination. This is also

true in the case of P-P with data sharing and low host density. The scaling properties

of data dissemination can give us insight for the design of a wireless information

infrastructure. We found that performance remains the same when we scale the area

but keep the density of the cooperative hosts and transmission power fixed. Also, for

a fixed wireless coverage density, the larger the density of cooperative hosts, the better

the performance. In S-C, this implies that for the same wireless coverage density, it

is more efficient to have a larger number of cooperative hosts with lower transmission

power than fewer with higher transmission power. We showed that message relaying

increases the data access by exploiting the host mobility. Moreover, the simulations

indicate that it is sufficient to relay a message to one more relay host; the gains from

relaying it to more hosts are very low.

We develop an analytical model for FIS using theory from random walks and

environments and the kinetics of diffusion-controlled processes. The analytical results
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on data dissemination are consistent with the simulation results for FIS. These details

of the performance analysis are discussed in Chapters 3 and 4.

7.1.2 Bandwidth sharing in wireless LANs

We investigate the bandwidth sharing mechanism in a wireless LAN. When the band-

width sharing is enabled in a wireless LAN, the system allows a host to temporarily

act as an application-based gateway and share its connection to the Internet. We

design a lightweight protocol that discovers a gateway in the wireless LAN and en-

ables hosts to share their connections to the Internet and increase their quality of

data. We present the benefits of this system via simulation results. We show that for

Pareto flows, the system results in very high gateway connection utilization (around

80%) at the price of a high packet loss rate (around 5% − 10%). Exponential flows

exhibit more conservative bandwidth utilization (around 60%) and a very low packet

loss rate. The system can load-balance the traffic of the WAN connection across

gateways. These details of the network connection sharing protocol and performance

results are discussed in Chapter 5.

7.1.3 Bandwidth sharing in multimedia servers

For the bandwidth sharing in a multimedia server, we design a novel server that ex-

ploits the multiresolution property of compressed video and replication. We present a

novel retrieval technique that takes advantage of the layered information and replica-

tion to dynamically reallocate the disk bandwidth. We model the multi-disk environ-

ment for different degrees of replication and measure the disk bandwidth utilization.

We showed how the system performs in the case of no replication, partial replication,
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and full replication as a function of skewness of the user access pattern. In the par-

tial replication only a part of the multimedia objects are replicated. Our retrieval

algorithm on full replication results up to double improvement in the disk bandwidth

utilization compared to the case of no replication. These details for the retrieval

algorithm can be found in Chapter 6.

7.2 Future directions

There are several interesting directions for future research based on the work de-

scribed in this dissertation. Some of these are extensions of our work, while others

are motivated by the more general problem of mobile wireless access in pervasive

computing.

7.2.1 Location-dependent applications and services

A fruitful approach to this research would be to develop a general infrastructure for

applications, build some of the applications, and then extract a toolkit that other

new applications could use. This could accelerate the deployment and use of wireless

technologies, and also provide insight to many important issues. We need to build

a testbed with a large spectrum of applications to better understand their delay

and privacy requirements, as well as information and query locality. Currently, we

deploy 7DS on the campus and plan to integrate it with a tour guide, an academic

news notification system, and some augmented and virtual reality applications. This

testbed can also assist in investigating the challenges we describe next.
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7.2.2 Actual traces and models for user mobility, data local-

ity and access patterns

As we mentioned in Chapter 3.2, for user mobility, most of the studies on ad hoc

routing protocols use random-walk-based models. The analytical results in Section

4.3 use random walk that differs from the randway model in the time scale of the

displacement step. However, it is difficult to speculate the performance of the system

for other mobility patterns. Unfortunately, there are not many traces available of

actual data access patterns of mobile wireless users or realistic models for different

scenarios. In earlier work [73], we simulated a baseline scenario of information shar-

ing in a subway, where users enter the platform, ride a subway car, stop at their

destination, and leave. However, the mobility model was oversimplified and the per-

formance of data dissemination tied to that setting. This is a common characteristic

of most of the mobility patterns used in simulation studies for mobile ad hoc net-

works. The development of realistic and general models is imperative. We need to

use the extended 7DS testbed to generate real traces about data access, impact of

caching, spatial locality of user queries and information, hosts coresidency time (i.e.,

time two hosts are within wireless range), disconnection from the Internet, and user

mobility patterns. We plan to collect these traces in various settings, such as, in a

campus, during a seminar, in a conference setting, and in a main street of a town.

Then, based on those actual traces derive realistic general models for each setting.
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7.2.3 Enhanced energy conservation mechanism

An attractive feature for 7DS is a mechanism that would indicate and tune the ap-

propriate interaction (P-P or S-C with active or passive querying) based on several

parameters, such as data availability prediction, cooperative or malicious users in

close proximity, and battery level. Advertisement messages from servers or other co-

operative hosts, location information of gateways or servers, and traffic measurements

can provide hints. We plan to investigate how they can be used to improve the energy

utilization and the performance of data dissemination and message relaying. We also

intend to evaluate how the on interval of the rendezvous-based energy conservation

impacts the performance considering packet losses and retransmissions.

7.2.4 Security and micropayment issues

It is crucial for the deployment of cooperative wireless devices to design mechanisms

that

• allow them to share resources without compromising user privacy,

• detect malicious attacks, isolate them, and enable the devices to adapt when

an attack is detected, and

• stimulate cooperation through micropayments (as discussed in Chapter 2.2).

These issues are challenging not only due to energy constraints, but also due to the

lack of continuous access to the Internet or an infrastructure. We need to evaluate

the approaches discussed in Chapter 2.1. Also, assuming a richer set of peer-to-

peer applications for mobile users, we intend to provide a systematic methodology
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for selecting the appropriate micropayment mechanism for a given application. The

selection can be based on the degree and frequency of cooperation, the access to the

Internet, the guarantees that need to be provided to the users, the amount of losses

that can be tolerated, the cost of hardware, and the energy expenditure.

7.2.5 Extending the network connection protocol

As we mentioned in Chapter 5.5, we intend to evaluate the network connection dis-

covery protocol considering fault tolerance issues, micropayment mechanisms, and

device mobility.

7.2.6 Generalization of diffusion models for peer-to-peer schemes

In Chapter 4.3, we used the trapping model from the diffusion-controlled processes to

model the FIS scheme. We plan to explore diffusion models for other types of inter-

action (e.g., P-P schemes) among mobile devices and incorporating parameters such

as the expiration of data objects. For the performance analysis of data dissemination

in Chapter 3.3, we focused on a relatively small time window (e.g., 25 to 50 minutes),

and we did not consider data expiration issues. It would be interesting to extend the

study for a longer time scale and consider data expiration, data popularity, and their

interplay.
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7.2.7 Adaptive scalable algorithms and protocols for infor-

mation discovery and dissemination

Typical examples with respect to adaptation and configuration can be found in In-

ternet protocols. For example, the congestion adaptation in TCP and the network

self-configuration in IP multicast. However, they did not have to cope with tight

energy and bandwidth constraints, nor user mobility and privacy issues as primary

design issues. In several pervasive computing environments, the participants (sensors,

mobile, wireless devices, and cameras) can be part of data-centric, mobile, ad hoc net-

works; they collect, measure, process, query, and relay information. The devices need

to have local autonomy and the system self-organizes to minimize the administra-

tion overhead. The hosts with partial knowledge of the environment need to make

local decisions to achieve a global effect. A fundamental challenge is the design of

adaptive, scalable algorithms for information discovery protocols that maximize the

system performance (e.g., quality of information, number of requests they serve) while

minimizing the constrained resources. The modeling and abstraction of the quality

of information in this highly dynamic environment impose complex problems. De-

termining the relevant data (to query or transmit) depends on a number of factors

including which data have been previously transmitted, protocol dynamics, user and

device interaction with the environment, user location and information preference,

and network conditions (e.g., device failures, constraints, host mobility, error in mea-

surements, and packet losses). Furthermore, the problem becomes more complicated

considering the timeliness and redundancy of information.
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