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Abstract

Motivated by the current integration of radio access net-
works and the IP-based high-speed data communication in
core networks, we have developed a new quality-of-service
management concept for mobile environments. Following
the IntServ service model, it provides resource reservation,
control and signaling mechanisms and is able to interwork
with RSVP in the backbone. The most important new fea-
ture is its capability to cooperate with adaptive applications
that can adjust their traffic generation processes according
to the varying conditions in a mobile environment. We have
implemented and validated the concept in a testbed pro-
vided by an IEEE802.11b compatible wireless LAN with
Mobile IP. The stated experiments with a new adaptive ver-
sion of the video conference tool Vic reveal the feasibility
and performance gains of our approach.

1 Introduction

Considering radio access networks, a variety of parame-
ters have a substantial influence on the perceived quality of
data transmission in high-speed packet-switched commu-
nication systems. In particular, the fast dynamics of a mo-
bile environment requires an advanced management sys-
tem to analyze, allocate and maintain resource reservations
of applications that have specified their required quality-of-
service (QoS) configurations. A corresponding mobile QoS
(MQoS) management system should be able to respond to
the dynamic changes of the conditions in a mobile environ-
ment. To provide end-to-end QoS between hosts, an inter-
working between the concepts applied for resource reserva-
tion and QoS-management schemes in the access and back-
bone domains and related interfaces are required. Particu-
larly, mappings between the QoS requirements of mobile
hosts (MH) to those mechanisms used in the backbone and
vice versa have to be developed. Currently, both IntServ
and DiffServ are used as service architectures supporting
end-to-end QoS guarantees in IP-backbones. Furthermore,
mobile communication networks of the third generation
(3GPP, UMTS) can also be applied as backbone infrastruc-
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ture. Therefore, appropriate QoS-mappings have to be de-
signed.

In previous studies we have investigated the efficiency
of TCP-based packet-switched communication in mobile
environments [11, 12]. The studies helped us to identify
those terms of a mobile environment having the most im-
portant impact on IP-based communication between hosts.
Using these terms, we have developed a MQoS manage-
ment system for the radio access network (RAN) that is
able to adapt to dynamically varying conditions of mobile
networks [1, 2].

In addition applications must be capable to adjust
their behavior according to the dynamics of mobile envi-
ronments, especially due to mobility patterns of MHs and
perceived transmission conditions.

In this paper we propose a concept of a mobile QoS
management system providing resource reservations within
RANSs and in the backbone to support end-to-end commu-
nications with respect to varying conditions in mobile en-
vironments. The concept also includes the interworking
between the network and adaptive applications. Its feasi-
bility is demonstrated by a prototype implementation in a
wireless LAN (WLAN) with Mobile IP for mobility sup-
port and IntServ/RSVP for resource reservation. Its per-
formance has been studied in a series of experiments with
an enhanced version of the Mbone videoconferencing tool
“Vic”.

2 Issues of QoS Management and Related
Work

Current research efforts mainly focus on the mobility man-
agement of mobile hosts and the support of their resource
reservations [5, 8, 21]. If mobility is supported at the net-
work layer, specific protocols like Mobile IP have to be
applied which use tunneling for the transport of datagrams.
For this reason the specific features of corresponding IP
tunnels have to be considered carefully if RSVP signaling
is used for resource allocation [17, 20]. For instance, pro-
active QoS reservation mechanisms are proposed to accel-
erate handover processes with QoS re-negotiation. Further-
more, extensions of RSVP that support the interworking
with Mobile IP are discussed [6, 19]. The simulation ex-



periments stated in these papers suggest the development
of a new more general QoS reservation scheme tailored to
mobile environments.

However, in a mobile environment MHs must be pre-
pared to change their granted QoS reservations dynami-
cally due to their own roaming, but also due to the roaming
of other hosts. Hence, an optimization of signaling efforts
is not sufficient. A QoS management system has to be pro-
vided in the radio access area — for serving the needs of
mobility — together with a resource management support-
ing end-to-end guarantees — for resource reservations in the
backbone. Such a management system must also provide
interfaces for the interworking of the RAN and the back-
bone.

Dynamic changes of the available network capacity
also require the capability of applications to adjust their
behavior accordingly [3]. Regarding transport and quality
control of real-time multi-media traffic, the Real Time Pro-
tocol (RTP) and Real Time Control Protocol (RTCP) [16]
are often used. The latter allow an application to analyze
the transmission quality to a certain extent. However, these
protocols do not provide resource reservation mechanisms
and respond mainly to changes of the network conditions.
A direct coupling of network entities and the application
layer is necessary to adjust data traffic in a pro-active man-
ner. For this reason an appropriate integrated mobile QoS
management and resource reservation system is required.

3 Mobile QoS Management

Our approach to provide end-to-end QoS guarantees on the
application layer for roaming mobile hosts distinguishes
the following aspects:

e aresource mangement supporting mobility that is ca-
pable to change existing reservations due to modifi-
cations of link allocations and transmission paths dy-
namically.

e a system to support the allocation and management of
resources both in the access and backbone domain.

e the capability of applications to adapt to changes in
available network capacity.

The corresponding components of our new concept are dis-
cussed subsequently in more detail.

3.1 Resource Reservation in the RAN

The layout of our system is motivated by the concept of mo-
bility agents as introduced by Mobile IP (MIP) [15]. A so-
calledresource managemeabmponent (RSM) is respon-
sible for managing available resources within an IP sub-
domain providing allocation and adaptation. Mobile hosts
contain adata stream managemetdmponent (DSM) that
allows applications to signal requests for resources to the
RSM of the currently visited subnetwork [1].

Requests for resource reservations are characterized
by relevant quality-of-service parameters specifying the
tolerable variability of perceived QoS for a connection.
The RSM informs the DSM about changes in previously
granted resource allocations due to changes in the mobile
environment. The DSM initiates the adaptation of all ac-
tive data flows of the MH by notifying the involved appli-
cations and by adjusting the associated traffic controls in
the network interface. Aetwork-interface contratompo-
nent (NWIC) is used to adjust the traffic control settings of
the network interface (see fig. 1) by means ofass based
gueueingscheme [7].

3.2 Resource Reservation in the Backbone

To support resource reservations not only in the radio ac-
cess area but also in the backbone we have extended our
MQoS system to interwork with an IntServ architecture.
The required signaling and control protocol is provided by
RSVP [4]. We have used the IntServ/RSVP implementa-
tion of the Information Sciences Institute of the University
of Southern California [22] which has the ability to handle
and to control resource allocations in intermediate systems.
Regarding the needs of mobile hosts we have developed en-
hancements to cope with the QoS requirements of mobile
hosts. To support interworking of our MQoS system in the
RAN and the IntServ architecture in the wired infrastruc-
ture, two basic extensions had to be integrated. Since we
rely on Mobile IP to support transparent roaming of MHs,
resource reservations for data flows must be mapped to as-
sociated Mobile IP tunnels. Further the managed reserva-
tion mechanism had to be adapted to cope with dynamical
changes in mobile environments such as roaming of MHs
between potentially different subnetworks (i.a. intra- and
inter-domain handoffs).

The cooperation of the MQoS system and the IntServ
implementation is accomplished through new RSVP com-
ponents with adapted functionality in addition to the exist-
ing components (see fig. 1). The RSVP daemon is part
of the used IntServ architecture and performs the reserva-
tion and QoS control tasks in the backbone. The DSM and
RSM components of our MQoS system manage the signal-
ing and control of the reservation parameters in the RAN.
In order to map the resource requests for the RAN on a
request for the backbone we have implementedR&VP
managemertomponent (RSVP-M) which serves as an in-
terface to handle QoS requests between the access and the
backbone domain.

3.3 Mobile IP Tunnel Reservation

If a transmission path of a connection includes one or more
IP tunnel segments spanning several intermediate nodes,
resource reservation by RSVP signaling cannot be applied.
While traveling through the tunnel the orignal headers and
payloads of the data packets cannot be evaluated due to en-
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Figure 1.RSVP components in the RAN and in the backbone.

capsulation. Hence, RSVP path and reservation messages
cannot be recognized within the tunnel [14].

To cope with reservations of resources along IP tun-
nels and to support the end-to-end QoS guarantees a new
mechanism for resource reservations over IP tunnels has
been developed in RFC 2746 [18]. The basic idea is to ap-
ply RSVP recursively over the tunnel segments of the path.
Based on this mechanism we extended our MQoS concept.
Therefore, the RSVP components had been adapted at the
endpoints of Mobile IP tunnels to perform the reservations
for encapsulated packets of the tunneled data flows.

In general, the following tunnel configurations can be
distinguished in a Mobile IP environment:

o foreign agent care-of-addressesunnel from home
agent to foreign agent.

e co-located care-of-addressdsnnel from home agent
to mobile node.

e reverse tunnelingtunnel from foreign agent to home
agent.

In our prototype implementation Mobile IP with foreign
agent care-of-addresses and without reverse tunneling is
used. Hence, only tunnels from home agents to foreign
agents must be taken into consideration. The QoS reserva-
tion along Mobile IP tunnels is provided by the RSM com-
ponents of our MQoS system with enhanced signaling and
resource management functionality.

When registering in an RSM domain an MH has to an-
nounce its home agent address to the RSM. With requesting
resources for a specific data flow by an MH the RSM is able
to recognize — using the IP address of the sender and the
receiver of a data flow — whether the corresponding trans-
mission path includes a Mobile IP tunnel. This happens if
the MH resides in a foreign subnetwork and receives a flow
from a remote host. Then the RSM in the home network
of the MH is informed that a reservation for an MIP tun-
nel must be established. In this case, the mobility agent of

the home network is the tunnel entry and the local mobility
agent of the foreign network the corresponding exit. In fig.

2 we have depicted the relevant connections between the
associated components of our MQoOS management system
that are required for the signaling of reservations and the
following data transfer.

In our approach the resources for flows across a Mo-
bile IP tunnel are reserved in an aggregated manner. If sev-
eral flows pass a tunnel between two mobility agents, the
corresponding aggregated reservation on the tunnel is es-
tablished by combining the separate reservation requests.
In this way the tunnel mechanisms used in the Dynamics
implementation of Mobile IP, for instance, had not to be
modified. For this reason no additional UDP header is nec-
essary which usually identifies individual flows in a tunnel
[18]. If a tunnel reservation is not possible, then the last
flow registered at the tunnel is released and all stations as-
sociated with the corresponding connection are informed
by their DSMs.

3.4 QoS Roaming

If a MH moves to another radio access area while any
connections with QoS guarantees are active, new reserva-
tions have to be negotiated after attaching to the new access
point. In this respect, two cases have to be studied:

e data flows whose receiver is the moving MH,
¢ data flows whose sender is the moving MH.

After negotiating new resource reservations in the new do-
main the RSM in the home network is informed about those
flows whose receiver is the roaming MH. On the basis of
the flow description the RSM recognizes a change of a tun-
nel endpoint. The new tunnel endpoint is the foreign agent
of the new registration domain. Therefore, it is required to
adjust the tunnel reservation accordingly in the home net-
work. Reservations are removed from the old tunnel by
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Figure 2.Signaling connections for communication over RSVP tunnels.

reducing the overall reservation capacity and added to the
new tunnel successively.

It can be assumed that roaming between neighboring
microcells result only in slight changes of the transmission
path. For data flows originating from the roaming MH the
reservations in the intermediate nodes, which are also part
of the new transmission path, have not to be changed. New
reservations have to be requested only for the new interme-
diate nodes of the new transmission path. This is performed
by controlling the associated RSVP daemons.

4 Evaluating the Adaptation of Applications

4.1 Experimental Setting

We have implemented the MQoS architecture in a RAN
testbed with two overlapping radio cells (see fig. 3).
The RAN consists of an IEEE802.11b compatible wireless
LAN with 11 Mbps transmission rate, two access points
and several MHs. Mobility on the network layer is sup-
ported by theDynamicsMobile IP implementation of the
Helsinki University of Technology [9, 10].

Our MQoS management system copes with following
effects:

e MHs can change their APs while actively communi-
cating to other stations with granted resource reserva-
tions.

e Dynamic adaptation of overall provided resources
within a subdomain is applied according to roaming
MHs and their resource requests.

e Changing quality conditions of the radio link reflected
by a varying signal-to-interference (SIR) ratio and
changes of BER due to MH movement are taken into
account.

As shown in figure 3 each subnet contains an RSM compo-
nent to manage the resources in the subnet. On each station
a DSM component must be present allowing applications
to request network resources.

4.2 Adaptive Video Communication

The high dynamics of a mobile environment not only re-
quires an adaptive support by a QoS management system
but also an adaptation at the application layer. The ac-
tive applications must be able to adjust their codecs after
changes to the admitted data rates during an active com-
munication phase. A lack of this capability on the applica-
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Figure 3.Experimental Setting.

tion layer can cause a significant degradation of the service
guality of a connection, e.g., if an application generates a
much higher data rate than admitted by the policing unit

of the network interface. In our mobile QoS management

system the non-conformant packets of a flow are discarded
in such a case.

To validate our concept and to evaluate the perfor-
mance of our MQoS implementation the MBone video con-
ferencing tool “Vic” [13] has been enhanced by the capa-
bilities to request QoS parameters and to respond dynam-
ically to changes of the network environment. Flow de-
scriptions and their QoS parameters can be specified in the
corresponding enhancement of Vic (see fig. 4). To identify
the flow, the IP source and destination addresses as well as
the port numbers have to be specified. RSVP only sets up
uni-directional reservations. Since in a video conference a
bi-directional transport of data is required in general, the
application layer internally requests resource reservations
for both directions of a connection. Apart from the specifi-
cation of flow identifiers it is necessary to determine mini-
mal and maximal data rates for traffic characterization. The
interworking with the MQoS system is performed by spec-
ifying the assigned DSM (see fig. 4: “Dama” parameter).

The MQoS system has to determine the data rate that
can be granted within the specified lower and upper bounds.
The active application has to guarantee that the generated
data rate observes the granted rate. Since the MQoS system
can change granted data rates at any time, Vic must be able
to adjust its rate accordingly. The mechanism for dynamic
adaptation has been integrated in the enhanced version of
Vic. Hence, no manual setting is required to guarantee the
rate adjustments.

To investigate how this new dynamic rate adjustment
influences the perceived quality of real-time video trans-
mission of roaming mobile hosts a series of experiments
with point-to-point connections has been performed. We
compared video transmissions with and without explicit re-
source reservations. Furthermore, experiments with vari-
able background load have been performed, that is, in ad-
dition to the video transmission several other flows with
QoS requirements have been registered in the MQoS Sys-
tem. As performance index the subjective perception of the
transmitted video images has been used.

To evaluate the impact of resource reservations and
the dynamic adaptations on the application and network in-
terface layers, some roaming experiments were performed.
In these cases the MH changed its position between two ra-
dio cells during a video communication. While there were
enough resources to support the video connection in the
first cell, in the second one only the minimal needed band-
width has been provided. Hence, the data rate had to be
adjusted accordingly during handoff. In the experiments
two relevant scenarios were studied:

e Vic adjusts its data rate to the rate admitted by the
resource management component after each handoff.

¢ No rate adjustment has been applied at the application
layer. However, the network interface is controlled in
such a way that the configuration is adjusted to the
new granted data rate. Hence, frames transferred from
the application layer to the network interface are dis-
carded by policing if the granted rate is exceeded.

The results show that a video communication can be
continued even with minimal bandwidth allocation if the
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Figure 5. Transmission quality of an adaptive application with rate adaptation (lhs) and with-
out rate adaptation (rhs).

adjustment to the granted bandwidth is performed by the
application itself after handoffs. The reason is that this
adaptation causes a corresponding regulation of the frame
rate. In our experiments an automatic throttling from 20
fps to 1.5 fps was triggered. Without frame rate adjustment
to the spare capacity available in a subnetwork nearly all
frames had been discarded at the network layer. Hence,
an increase of transmission errors could be observed: only
a few sections of the video frames had been transmitted
successfully. After some time a significant degradation of
the transmission quality with partial interruptions had been
perceived (see fig. 5).

5 Conclusions

We have developed a new management system to support
QoS adaptation of applications in mobile environments.
The concept has been described, a prototype has been im-
plemented and its feasibility has been checked by a series
of experiments in a testbed provided by an IEEE802.11b

compatible wireless LAN with Mobile IP and RSVP en-
hanced resource reservation.

The roaming experiments with our MQoS system
have shown that a fast adaptation of application-generated
traffic is required in mobile environments. Otherwise, inef-
ficient resource consumption and significant degradation of
transmission quality will occur. Our approach has shown
that an improved control of the data rate generated by an
application is an effective and feasible way to support effi-
cient data transfer. The control is triggered by cooperating
mobility and resource management components. This con-
clusion is valid not only for real-time multi-media streams
where the adjustment can easily be achieved by appropriate
parameter settings and changes of the codec scheme, but
also for elastic bearer services like file transfer, advanced
multi-media mail services and web applications that rely on
the TCP suite. In this respect the investigations in [2, 11]
and others have shown that standard TCP flow control re-
sponds in a very sensitive manner to the dynamics of a mo-
bile environment.

The developed enhancement to RSVP provides the



means of dynamic QoS resource reservations of mobile
hosts. However, the RSVP based solution has only lim-
ited abilities to adapt to high dynamics of hosts in a mobile
environment since the adjustment causes significant signal-
ing traffic in the backbone. On the other hand, not all of the
changes in the RAN have to be signalled to the backbone
nodes with highest priority. The signaling load and the dy-
namics of changes resulting from the mobility of MHs can
be reduced if threshold based capacity limits or elastic ca-
pacity ranges are specified for the reservations of flows in
the backbone.

In the future we intend to develop a more general
specification of the mapping of resource reservations be-
tween radio access domains based on arbitrary third gen-
eration technologies and the IP-based backbone domain
following the outlined concept and implementation of our
MQoS management system.
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