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Abstract 

Media data are VBR in nature due to the coding and compression technologies applied. As 

VBR streams are complicated for network management, different approaches were proposed 

to shape the VBR stream as a transmission schedule with smoothed traffic burst. In this paper, 

instead of giving a fixed schedule result, a novel traffic shaping scheme is proposed to decide 

a schedulable region for all optimal transmission schedules that provides the minimal 

allocation and maximal utilization of system resources (such as network bandwidth, initial 

delay and client buffer). Experiments shown that our obtained shaping results show dramatic 

improvements than that of conventional approaches in both the client buffer size and the 

network idle rate achieved. Based on the schedulable region provided, the ready time and 

deadline for each media packet can be precisely specified to support real-time network 

scheduling and error control. It allows users to determine their own optimal schedules under 

various QoS requirements and resource constraints.  

 

Keywords: traffic engineering, traffic shaping/smoothing, multimedia, real-time networking 

__________________________________________________ 
* 

This work was partially supported by NSC under grants NSC88-2213-E-001-011 and NSC88-2213-E-001-012.  



2

1. Introduction 

 Recently, multimedia applications such as digital library, home shopping, distance 

learning, VOD (video-on-demand), and VC (video-conferencing) have attracted great 

attentions. In these applications, media data such as audio and video are transmitted from 

server to clients via network according to some transmission schedules. Different from the 

conventional data streams, end-to-end quality-of-service (QoS) is necessary for media 

transmission to provide jitter-free playback. As network resources are allocated exclusively in 

fixed-size chunks to serve different data streams, it is simple to support constant-bit-rate 

(CBR) transmission. Grossglauser and Keshav [12] have investigated the performance of 

CBR traffic in a large-scale network with many connections and switches. They concluded 

that the network queuing delay for CBR transmission is less than one cell time per switch 

even under heavy loading. However, media streams are notably variable-bit-rate (VBR) in 

nature due to the coding and compression technologies applied [11-12]. For example, in an 

MPEG-1 movie, the average frame size is usually less than 25% of its maximal frame size. 

The conventional network service model that allocates a CBR channel to transmit the VBR 

stream by stream’s peak data rate would be a waste of bandwidth. In past years, different 

traffic shaping approaches were proposed to reduce the traffic burst. Instead of giving a fixed 

transmission schedule, we try to decide the up bound and the low bound for all transmission 

schedules that provides the optimal resource allocation and utilization in this paper. It is 

called the schedulable region of optimal transmission schedules (or schedulable region, for 

short). Based on the schedulable region provided, the ready time and deadline for each media 

packet can be precisely specified to support real-time network scheduling and error control. It 

allows users to determine their own optimal schedules under various QoS requirements and 

resource constraints.  
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 In a multimedia system, we generally measure the performance of a transmission 

schedule by the following four indices: peak bandwidth, network utilization, initial delay ime, 

and client buffer size.  

 

� Peak bandwidth is the maximum network bandwidth allocated for media transmission. A 

user request is admitted if the peak bandwidth required is smaller than the available 

bandwidth of the current network.  

� Network utilization is the ratio of the total bandwidth consumed to the total bandwidth 

allocated. Generally, the higher the network utilization means more users can be served at 

the same time.  

� Initial delay is the length of time interval from the time that the client sends the media 

request to the time that the client starts playing the received data. It is an important QoS 

indicator for users.  

� Client buffer acts as a reservoir to regulate the difference between the transmission rate 

and the playback rate. It is an important resource for users to prevent playback jitters, i.e. 

buffer overflow and underflow.  

 

While serving a VBR media stream, a good transmission schedule is designed to minimize 

the peak bandwidth, initial delay and buffer size required to keep the network utilization as 

large as possible. Moreover, end-to-end QoS of media transmission needs to be guaranteed 

for supporting jitter-free playback [6, 16-17]. Recently, different approaches are proposed to 

shape the traffic burst for high network utilization, smaller buffer size, and short initial delay. 

In [19], the CRTT (constant-rate transmission and transport) method was presented to 

transmit VBR media data by a constant bandwidth. By given the available transmission 

bandwidth and initial delay, CRTT minimized the required buffer size by the dynamic 
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programming technique. Although the admission control and transmission schedule were 

simple, CRTT had the drawback of requiring large buffer and delay. To reduce the required 

buffer, a piecewise CRTT (PCRTT) method [19] was introduced to evenly divide the media 

stream into sub-streams and applied CRTT to each sub-stream. Based on the similar idea, the 

RCBR (renegotiated CBR) method [13] was proposed to use the average data rates in 

different sub-streams. Given initial delay and client buffer, the MCBA (minimum changes 

bandwidth allocation) [9] and CBA (critical bandwidth allocation) [10] methods were 

proposed to minimize the number of bandwidth changes and the peak bandwidth required, 

respectively. In [20], the MVBA (minimum variability bandwidth allocation) method was 

proposed to minimize the bandwidth variation for media transmission by the shortest-path 

algorithm [18].  

 

 Note that, although previous traffic shaping methods had reduced some problem 

parameters in media transmission, they did not achieve the optimize schedule results that 

minimize the initial delay, the client buffer and the bandwidth utilization at the same time. 

For example, in [20], the allocated initial delay and the bandwidth utilization were not 

optimized as discussed in [26]. In this paper, a novel traffic shaping approach is presented to 

optimize both the resource allocation and utilization for VBR media transmission. Instead of 

giving a fixed result, our approach provides the schedulable region for all optimal 

transmission schedules. We have proved that all the schedule results presented in this given 

region have the minimal initial delay and client buffer for the network channel applied. The 

remainder of this paper is illustrated as follows. We introduce the VBR media transmission 

problem in Section 2. In Section 3, the proposed algorithm is proposed to identify the 

schedulable region for all optimal transmission schedules. Experiments are shown in Section 

4. The last section shows the conclusion remarks.  
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2. VBR Media Transmission 

 In this paper, we consider the end-to-end transmission of a pre-stored VBR media 

stream. As shown in Figure 1, while a user request is presented, media data are first retrieved 

from the storage subsystem by following the disk retrieval scheduler [2, 8, 24]. The network 

transmission scheduler then transmits the retrieved data from server to client at the proper 

time. On the client side, incoming data are temporarily stored in the client buffer and 

consumed frame-by-frame periodically by the playback scheduler. If a frame arrives late or is 

incomplete at its playback time, unpleasant jittery effects would be perceived by the audience. 

To avoid jittery playback, the transmission schedule must always be ahead of its related 

playback schedule so that the client buffer would not be underflow. On the other hand, the 

transmission schedule must avoid sending more data to the client buffer than the total data 

that the buffer can store. Otherwise, the overflow condition is occurred and the client results 

in loss of data. It will require an extra bandwidth for retransmission. While serving a media 

stream, a good transmission schedule is designed to minimize resource allocation and 

maximize resource utilization without playback jitter. In this paper, to concentrate on the 

formalization of the media transmission problem, the disk retrieval scheduler is assumed to 

always retrieve sufficient data before they request by the network transmission scheduler [24, 

27]. More detail descriptions for the design and implementation of a multimedia disk 

retrieval scheduler are shown in [28].  

 

 A media stream V can be represented by a set of frames { f0, f1, ..., fn-1 } where n is the 

number of frames and fi is the i-th frame. We assume that the media stream is played at t = 0 

and the time to play the i-th frame is i*Tf where Tf is the playback time interval between 
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adjacent frames. (For example, Tf = 1/30 second in a MPEG video stream.) In this paper, 

without loss of generality, we let Tf = 1 (unit time). The i-th accumulative fames size of V is 

Fi = Fi-1 + fi where the initial value F-1 = 0. The media stream size is the total frame size |V| = 

Fn-1. As the client plays the media stream frame-by-frame periodically (fi is consumed at the 

i-th frame time), the playback schedule can be denoted by its accumulative playback function 

F(.) in the following. 

 

  F(t) = Fx = �
i = 0

 x
 fi ; � x � t < (x+1)         (1) 

 

Figure 2 illustrates the relations between a media stream and its cumulative playback function. 

Note that F(.) is a nonnegative stair function with jumps at time t for t = 0, 1, ..., n-1. The low 

corner and the up corner at time t are F(t)- = F(t-1) and F(t)+ = F(t), respectively.  

 

Based on the same idea, we define the transmission schedule G(.) as a function that 

cumulates the amount of media data received at the client. Assume that the media data are 

transmitted by rate r(t) at time t, the transmission schedule is defined as the integration  

function of r(t) as follows.  

 

  G(t) = ��

x = 0

 t

 r(x) dx             (2) 

 

Note that this function is continuous and monotonically non-decreasing. The peak bandwidth 

of the network channel allocated for media transmission is  

  Peak bandwidth: r = max{ r(t) | � t }.         (3) 
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Let ts = min{ t | � r(t) > 0 }and te = max{ t | � r(t) > 0 }be the start time and the end time of 

the transmission schedule G(.), respectively. The value tc = te - ts is the connection time of the 

network channel allocated. We can compute the network utilization of the allocated channel 

as follows.  

 

  Network utilization: u = |V| / (r * tc) * 100% 

  Network idle rate = 1 - u           (4) 

 

According to the definition, G(t) is the amount of data sent by the server up to time t. Assume 

that there is no transmission error and the network delay is zero. G(t) also represents the 

amount of data received by the client up to time t. If the client starts the playback of the 

media stream at time 0, the value of the initial delay is shown as follows.  

 

  Initial delay: d = - ts            (5) 

 

As the media data must be transmitted before be received and played, the start time ts < 0 [12, 

25]. Note that, at the client, G(t) and F(t) represent the cumulated data received and 

consumed up to time t respectively. The buffer occupancy b(t) = G(t) - F(t) is the amount of 

transmitted data temporarily stored in the client buffer at time t. The minimal client buffer 

size required for media transmission and playback can be computed as follows.  

 

  Client buffer: b = max{ b(t) | � t }.          (6) 

 

Obviously, b is no smaller than the maximum frame size, and is no larger than the stream size. 

An example to illustrate the cumulative playback function, the cumulative playback function, 
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the initial delay and the buffer size is shown in Figure 3.  

 

 In this paper, a transmission schedule is said to be feasible if it can provide the jitter-free 

playback. By definition, a jitter-free transmission schedule demands a complete media frame 

before its playback. The cumulative transmission function F(t) must not to be smaller than 

the cumulative playback function G(t). Besides, the buffer occupancy must not be larger than 

the specified buffer size. Define H(t) as the up bound of G(t) and, in this paper, H(t) = 

min{ |V|, F(t)- + b }. A feasible transmission schedule satisfies the following conditions.  

 

  F(t) � G(t) � H(t)            (7) 

 

Figure 4(a) and (b) shows the underflow condition and the overflow condition of media 

transmission, respectively, with a bounded buffer at the client.  

 

 

3. Schedulable Region of Optimal Transmission Schedules 

When designing a transmission schedule, two important resources are considered: 

network bandwidth and client buffer. In this paper, a transmission schedule is said to be 

optimal if it allocates the minimal resources (both network bandwidth and client buffer) and 

has the maximal resource utilization. From the definitions shown in Equations (4) and (5), the 

network utilization is maximized only if the initial delay is minimal. An optimal transmission 

schedule must decide the minimal initial delay for media playback. In this section, we 

introduce Algorithm-L to decide the minimal resource allocated for media transmission. Then, 

Algorithm-A is proposed to maximize the resource utilization. Based on these two algorithms, 

the schedulable region for all the optimal transmission schedules is given to assign the ready 
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time and the deadline to each media packet. Finally, a smoothed optimal transmission 

schedule is presented.  

 

3.1. Minimal Resource Allocation 

Given a media stream, we first introduce Algorithm-L to allocate the required resource 

for media transmission. Given a media stream V, the transmission schedule L(.) obtained with 

the network bandwidth r is shown as follows. 

 

 L(t) = max{ F(t), L(t+1) - r }; � 0 � t < (n-1)      (8) 

 

The initial value L(n-1) = |V| = F(n-1). An example to illustrate the computation of 

Algorithm-L is shown in Figure 5. Note that the media data are transmitted to the client only 

when they are necessary for providing jitter-free playback. As the media data are transmitted 

and stored in the client buffer as late as possible, this algorithm can decide the minimal buffer 

occupancy at any time t. It achieves the minimal client buffer size b = max{L(t) - F(t) | � t } 

and the minimum initial delay d = L(0)/r for the given transmission bandwidth r. Besides, 

given any transmission schedule G(.) with the peak bandwidth r, we have L(t) � G(t) for any 

time t. The achieved result L(.) is called the minimal r-bounded transmission schedule.  

 

Lemma-1: L(.) is the minimal r-bounded transmission schedule. 

Proof: Suppose the contrary. Let G(.) be a r-bounded transmission schedule, for which 

there exists a time index x such that L(x) > G(x). From the definition of L(.) shown in 

Equation (8), we can assume that y is the smallest time index to let x < y and L(y) = F(y) 

= L(x) + r * (y - x). The value y is existed. As G(.) is r-bounded, the relation G(y) � G(x) 

+ r * (y - x) < L(x) + r * (y - x) is true. That implies G(y) < F(y). The underflow condition 
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of the client buffer is occurred and G(.) is not a feasible transmission schedule. It is a 

contradiction and the lemma is proved.         Q.E.D. 

 

Lemma-2: L(.) requires the minimal buffer size and initial delay for all r-bounded 

transmission schedules. 

Proof: Since L(.) is the minimal r-bounded transmission schedule, at any time t, the 

minimal amount of data is sent to the client buffer. Given any r-bounded transmission 

schedule G(.), we have L(t) � G(t) for ant time t. The buffer occupancy L(t) - F(t) � 

G(t) - F(t) and the required buffer size max{L(t) - F(t) | � t } � max{G(t) - F(t) | � t }. 

L(.) requires the minimal buffer size. For any r-bounded transmission schedule G(.), the 

minimal initial delay required is G(0)/r. As L(.) is the minimal r-bounded transmission 

schedule and L(0) � G(0), the initial delay L(0)/r � G(0)/r.  L(.) requires the minimal 

initial delay for all r-bounded transmission schedules.       Q.E.D. 

 

3.2. Maximal Resource Utilization 

 In this paper, Algorithm-L is introduced to allocate the minimal resource required. 

Based on the system resources allocated, Algorithm-A is introduced to maximize the 

utilization of bounded resources. The obtained transmission schedule A(.) is shown as 

follows. 

 

 A(t) = min{ H(t), A(t-1) + r }; � 0 � t < (n-1)      (9) 

 

The initial value A(-d) = 0 and A(0) = L(0) where the minimal initial delay d is decided by 

Algorithm-L. An example to illustrate the computation of Algorithm-A is shown in Figure 6. 

Note that, as the media data are transmitted to the client as early as possible, this algorithm 
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can maximize the utilization of given resources -- the transmission bandwidth r and the client 

buffer b. The obtained transmission schedule is more robust against network errors. Besides, 

for any transmission schedule G(.) that has the same transmission bandwidth r and client 

buffer b, we can prove G(t) � A(t) for any time t. The obtained result A(.) is called the 

maximal (r, b)-bounded transmission schedule.  

 

Lemma-3: A(.) is the maximal (r, b)-bounded transmission schedule. 

Proof: Suppose the contrary. Let G(.) be a (r, b)-bounded transmission schedule, for 

which there exists a time index x such that G(x) > A(x). From the definition of A(.), we 

assume that y is the largest time index to let y < x and A(y) = H(y) = A(x) - r * (x - y). The 

value y is existed. As G(.) is a r-bounded, the relation A(x) - r * (x - y) < G(x) - r * (x - y) 

� G(y) is true. That implies H(y) < G(y). The overflow condition of the client buffer is 

occurred and G(.) is not a feasible transmission schedule. It is a contradiction and the 

lemma is proved.             Q.E.D. 

 

Lemma-4: A(.) has the maximal utilization in buffer size and network bandwidth for all 

(r, b)-bounded transmission schedules. 

Proof: Since A(.) is the maximal (r, b)-bounded transmission schedule, at any time t, the 

maximal amount of data is sent to the client buffer. Thus, given any (r, b)-bounded 

transmission schedule G(.), we have G(t) � A(t) and the buffer occupancy G(t) - F(t) � 

A(t) - F(t) for any time t. The obtained result A(.) has the maximal utilization in buffer 

size. We can show that the value of end time te is minimized and A(.) has maximized the 

utilization of network bandwidth by the same idea.         Q.E.D. 
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3.3. Schedulable Region for Optimal Resource Allocation and Utilization 

 We have shown that, given any (r, b)-bounded transmission schedule G(.), G(t) � A(t) 

for all t. Let (r, b) be the minimal transmission bandwidth r and client buffer b obtained by 

Algorithm-L. The maximal (r, b)-bounded transmission schedule A(.) can determine the up 

bound of the transmission schedules that optimize both the resource allocation and utilization. 

It has the minimal end time te for all (r, b)-bounded transmission schedules. In this subsection, 

by applying Algorithm-L and the minimal end time te, we determine the minimal (r, 

b)-bounded transmission schedule R(.) as follows.  

 

 R(t) = max{ F(t), R(t+1) - r }; � 0 � t < (n-1)      (10) 

 

The initial value R(te) = |V| = A(te). Given any transmission schedule G(.) that have the 

optimal resource allocation and utilization, we can prove that R(t) � G(t) for all t. R(.) 

determines the low bound of the transmission schedules that optimize both the resource 

allocation and utilization.  

 

Lemma-5: R(.) is the minimal (r, b)-bounded transmission schedule. 

 Proof: It can be proved by a similar idea shown in Lemma-1 and Lemma-3. Q.E.D. 

 

Figure 7 shows the up bound A(.) and the low bound R(.) for all the optimal transmission 

schedules with the same peak bandwidth r, buffer size b, initial delay d and network 

utilization u. Instead of giving a fixed schedule result, our approach gives the up bound and 

the low bound of the optimal transmission schedules. It allows users to determine their own 

optimal schedules under various QoS requirements and resource constraints to support 

differentiated services. For example, if we want to smooth the variance of transmission 
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bandwidths applied, we can use the MVBA algorithm [20] to the up bound and the low 

bound of the optimal transmission schedules. As shown in Figure 7, the result obtained not 

only has the minimal bandwidth variance but also has the optimal resource allocation and 

utilization. It is different from the original MVBA algorithm that does not provide the 

optimal initial delay and network utilization. The same idea can be applied to minimize the 

number of bandwidth changes by MCBA [9].  

 

 Note that, at any time t, A(t) represent the maximal amount of media data that could be 

received by client without buffer overflow. The minimal amount of media data that should be 

received is R(t). Let the media stream V be packed as packets { p0, p1, ... } for network 

transmission, and the cumulative size Px = p0 + p1 + ... + px. When a transmission schedule 

G(.) is specified, packet px is transmitted/received at time t where G(t) = Px. Based on the up 

bound A(.) and the low bound R(.), we can specify the schedulable region (sx, ex) for each 

data packet px as follows.  

 

   sx = max{ t | A(t) = Px }  

  ex = max{ t | R(t) = Px }           (11) 

 

As shown in Figure 8, the ready time sx is the earliest time that px could start its transmission. 

The deadline ex is the latest time that px should start its transmission. By pre-specifying the 

real-time constraints (ready time and deadline) for each media packet, a better network 

scheduling and error control algorithm can be provided to transmit multiple media streams.  
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4. Experiment Results 

 In this paper, different MPEG-encoded VBR media traces are examined to evaluate the 

effectiveness of the proposed algorithm. The statistics of the test streams are listed in Table 1. 

It includes their frame numbers, the frame rates (number of frames played per second), the 

frame sizes (maximum, average, and standard deviation), and the group-of-picture sizes 

(maximum, average, and standard deviation). For each media stream, different performance 

parameters (such as buffer size, initial delay, network bandwidth, and network idle rate) are 

considered. The first video trace examined is a two hours long MPEG-encoded movie Star 

War. The cumulative playback function of Star War is shown in Figure 9(a) by its first 100 

frames. Figure 9(b) presents how the required buffer size and the obtained network idle rate 

change with the increase of allocated network bandwidth. As presented in [5], there is a 

tradeoff between the allocated buffer size and network bandwidth (called the 

bandwidth-buffer-tradeoff function). The required buffer size is piecewise-linearly and 

monotonically decreasing when the allocated bandwidth is increased. Note that, our 

algorithm is optimal in resource allocation. As shown in Figure 9(b), it requires only 8 MB 

buffer to transmit Star War by 0.44 Mbps network bandwidth and 20 ms initial delay. Our 

algorithm is much better than CRTT [19] that requires over 10 GB client buffer to transmit 

Star War with jitter-free playback.  

 

 The second and the third test examples are two nearly 90 minutes long video traces: 

Princess Bride and CNN News. Both of them are encoded by Futuretel hardware MPEG 

coder with the same frame rate 30 fps (frame-per-second) and average frame size 4.89 KB. 

As the hardware coder uses variable distortion coding to maintain its target rate, the average 

group-of-picture (GoP) size is the same and the standard deviation of the GoP size is small. 

We show the cumulative playback function of the first 100 frames of CNN News in Figure 
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10(a). The optimal resource allocation and utilization obtained are shown in Figure 10(b). As 

the variance of frame sizes is small, the bandwidth-buffer-tradeoff function is almost linear. 

Besides, the network idle rate is near zero when the transmission bandwidth is lower than the 

average stream rate 1.15 Mbps. For example, by applying the average stream rate as the 

transmission bandwidth, the client can continuously play CNN News with 38 KB memory 

buffer and 150 ms initial delay. On an OC-3 link, we can support over 110 users to watch 

CNN News at the same time by the transmission schedule obtained. Comparing Princess 

Bride and CNN News, the hardware coded streams have almost identical statistics. The 

obtained results, i.e. the required transmission bandwidth, network utilization, buffer size and 

initial delay, are almost the same.  

 

 Different from the hardware coder, a software coder may introduce a high variance in 

GoP sizes due to the video contents presented. In this paper, our next two test examples are 

video traces Advertisements and Lecture encoded by the UCB software MPEG coder [14]. 

Both of them are about 10 minutes long with very different contents. Lecture shows a speaker 

and slides with zooming and panning. As the frame contents are similar, the variation of GoP 

sizes is small. On the contrary, Advertisements contains a sequence of advertisements. It has 

the different frame contents from one scene to another scene. Therefore, the variation of GoP 

sizes is large. Figure 11(a) and (b) shows the optimal resource allocation and utilization 

obtained for Advertisements and Lecture, respectively. Our experiments conclude that the 

GoP sizes and their variations may affect the resources required for media transmission. The 

network bandwidth and the network idle rate required for transmitting high-variance 

Advertisements is larger than that required for transmitting low-variance Lecture under the 

same client buffer size. The relations between the required buffer size and the obtained 

network idle rate for different streams, high-variance Advertisements and low-variance 
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Lecture, are compared in Figure 12.  

 

 Although our approach has already proved optimal in resource allocation and utilization, 

we would like to compare our optimal schedule results to the schedule results obtained by 

previous approaches to measure the improvements achieved. In Figure 13, we compare the 

proposed algorithm to CRTT by the client buffer required for transmitting Advertisement 

under different initial delays. Experiments show that, only when the initial delay is over 50 

seconds, CRTT can provide the similar buffer size as our approach obtained. Our 

improvement in required buffer size is dramatic. Figure 14 shows the comparisons of our 

proposed algorithm and MVBA by plotting the network idle rate obtained under different 

initial delays. Note that, as MVBA requires the pre-specified buffer size and initial delay to 

decide the network bandwidth, it does not provide a way to minimize both buffer size and 

initial delay at the same time. To do the fair comparisons, the optimal buffer size and initial 

delay obtained by our approach are assigned as the given parameters to MVBA. Experiments 

show that our approach is better than the MVBA approach in network utilization obtained.  

 

 

5. Conclusion 

 In this paper, a traffic shaping scheme is introduced to decides the suitable transmission 

schedules. Instead of giving a fixed schedule result, our approach decides the schedulable 

region for all the optimal transmission schedules that have the optimal allocation and 

utilization in system resources (such as network bandwidth, initial delay time and client 

buffer). As our approach has already proved optimal, we compare the optimal schedule 

results to previous results to measure the improvements obtained. In this paper, several 

benchmark streams are tested. Experiments shown that our algorithm achieves a dramatic 
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improvement than the conventional approaches in both the client buffer size and the network 

idle rate obtained. Besides, based on the schedulable region provided, the ready time and 

deadline are precisely specified to each media packet to support real-time network scheduling 

and error control. The proposed approach is shown to be practical, efficient, and flexible in 

supporting continuous media transmission.  
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Table 1. Statistics of the media streams used in our experiments. (fps: frame-per-second, 

GoP: group-of-picture) 

Frame Size (KB) GoP Size (KB)  

Stream Name 

 

Frame Number 

 

Frames Rate MAX AVG STD MAX AVG STD 

Star War 174136 24 fps 22.62 1.90 2.3 118.1 23.4  9.2 

CNN News 164748 30 fps 30.11 4.89 3.7  94.0 75.0  2.3 

Princess Bride 167766 30 fps 29.73 4.89 4.8 102.0 75.0  2.7 

Lecture 16316 30 fps  6.14 1.37 1.6  34.8 21.0  4.2 

Advertisements 16316 30 fps 10.08 1.86 1.9 124.1 28.5 13.0 
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Figure 1. Media data are delivered from server to client across the network. 
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Figure 2. (a) A VBR media stream and (b) its cumulative playback function. 
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Figure 3. An example to illustrate the relations among the cumulative transmission 

function, the cumulative playback function, the initial delay and the client buffer size.  
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Figure 4. (a) The underflow (or starvation) condition and (b) the overflow condition for 

the cumulative transmission function with a bounded client buffer. 
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Figure 5. An example to illustrate the operations of Algorithm-L that minimizes the 

resource allocation. 
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Figure 6. An example to illustrate the operations of Algorithm-A that maximizes the 

resource utilization. 
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Figure 7. An example that uses MVBA to the up bound and the low bound of the 

optimal transmission schedules. The result obtained not only has the minimal 

bandwidth variance but also has the optimal resource allocation and utilization.  
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Figure 8. We can utilize A(.) and R(.) to specify the schedulable region (ready time, 

deadline) = ( sx, ex ) for each data packet px .  
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(b) 

Figure 9. Star War: (a) The cumulative playback function of the first 100 frames. (b) 

The optimal network bandwidth, buffer size and network idle rate obtained by our 

proposed algorithm. 
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(b) 

Figure 10. CNN News: (a) The cumulative playback function of the first 100 frames. (b) 

The optimal network bandwidth, buffer size and network idle rate obtained by our 

proposed algorithm. 
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(b) 

Figure 11. The optimal network bandwidth, buffer size and network idle rate obtained 

by our proposed algorithm for (a) Advertisements and (b) Lecture. 
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Figure 12. The relations between the required buffer size and the obtained network idle 

rate for different streams, Advertisements and Lecture,  
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Figure 13. A comparison of the client buffer size required for our proposed algorithm 

and CRTT with different initial delay.  
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Figure 14. A comparison of the client buffer size required for our proposed algorithm 

and CRTT with different initial delay.  

 

 


