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1 Abstract

IETF Differentiated Service (DiffServ) effort aims to create a scaleable framework for realizing traffic differentiation in IP networks.  At present, the framework has laid the ground for architecting routers that provide basic functionalities to support traffic differentiation.  How these DiffServ-enabled routers can be put together to form a service network is not mandated by the framework. The open signaling approach, originally proposed for ATM networks defines programming interfaces for switches and routers. End to end services can be created by programming the routers via the standard interfaces using simple signaling mechanisms. This leads to flexible service creation and co-operative behavior of multiple routers in a network.  In this paper, we present a behavioral abstraction called virtual link for IP packet forwarding engines. The virtual link abstraction and open signaling are used for provisioning Differentiated Services. The work described herein has been submitted in part as a contribution to the IEEE P1520 working group for standardizing programming interfaces for networks. Implementation experience of the proposed interfaces is presented.
Keywords: Differentiated Services, open signaling, resource provisioning, resource control, Internet routers, traffic engineering, programmable interfaces for networks
2 Introduction

3 
Current resource provisioning frameworks in the Internet, such as Common Open Policy Service (COPS) [1], Resource reSerVation Protocol (RSVP) [2] or Simple Network Management Protocol (SNMP) [3]have no unified resource model of IP routers. Therefore, it is difficult to create new network services across networks of different routers using these service specific signaling protocols. Moreover, the implementation of the above protocols is woven into the network operating systems. In contrast, IEEE P1520 framework [4, 5] provides a uniform abstraction of the router resources and standard programming interfaces for manipulating the resources. 

Open signaling provides a new architectural foundation for signaling and control of telecommunication networks [6]. It is based on the consensus of a set of open programming interfaces to be used for service creation, control and resource allocation. While conceptualized and engineered initially for ATM networks, the paradigm of open signaling is becoming increasingly attractive to the field of IP routing and forwarding [7]. 

The IEEE P1520 standardization project [5] is defining standard programming interfaces for networks. The objective is to provide Application Programming Interfaces (APIs) for network elements to be programmable in a distributed object oriented fashion, so as to permit end-to-end functions such as call set up and management, to be handled by third parties with limited and controlled access to the state of network elements.

The main difference between the Internet community’s approach and the P1520 approach is that the latter attempts to standardize programming interfaces rather than specific algorithms or protocol semantics. It is the objective of P1520 to specify a set of minimal specifications of interfaces using an Interface Definition Language (IDL), and thereby capture the basic programmability requirements of routers from the perspective of network generic services and algorithms. The P1520 guiding principle is to dissociate the maintenance of local device state information from the algorithms that manipulate these states in a network for achieving global functions, such as “call setup”. The same guiding principle has been applied in determining appropriate programming interfaces for IP routers in the P1520 IP sub working group.

4 The P1520 Reference Model for IP Routers and Switches

Figure 1Figure  depicts the P1520 reference model as applied to IP routers and switches. Programming interfaces are available at U, L+ and L- levels. 

The U interface is a programming interface that exposes functionality of the network generic services for the creation of value added services. This interface is based on a global view of distributed network resources. Section 7 provides an illustration of how service requests at U level use appropriate network generic services, which in turn trigger appropriate requests at L level.

The L+ and L- interfaces provide local programming interfaces from different perspectives. The L+ interface has the perspective of service specificity. Thus it may present the same set of router resources as different programming interfaces for different services, such as DiffServ, VPN services, etc. The L- interface presents a generic interface to a router's resources such as classifiers, buffer managers and schedulers. While L+ interfaces could be added from time to time, based upon what service abstractions are needed, L- interfaces would conceivably be fixed for a given type of router. Vendors may choose to expose interfaces at both L+ and L- levels or only at the L+ level. 

One such proposal [8] to expose router resources proposes L+ level interfaces using the concept of Virtual Link (VL) as the means of abstracting the forwarding behavior of routers that support DiffServ. 

The Connection Control and Management (CCM) interface shown in Figure 1Figure  was introduced as a programming abstraction by the ATM sub working group of P1520. It facilitates the underlying protocol, which is a master/slave protocol that separates the hardware specifics from software abstractions. In the field of IP there is no consensus as to what should be the preferred protocol or programming interface at this level. 
5 
6 
7 Introduction to Differentiated Services 
The Differentiated Services framework (DiffServ) is a scalable service-provisioning framework that is being developed by the IETF. DiffServ operations can be classified into traffic separation operations and differentiated forwarding operations. Traffic separation means separating incoming traffic into different classes and tagging the packets belonging to a particular class with a particular DiffServ code point (DSCP). Packets marked with different DSCPs are given different forwarding treatment within a particular router. The observable forwarding behavior of a router on a stream of IP packets with a particular DSCP is called Per Hop Behavior (PHB) [9]. The DiffServ working group has defined Expedited Forwarding (EF) and Assured Forwarding (AF) PHBs. There could also be non-standard PHBs used to provide custom services. Concatenating similar PHBs along a path delivers an end to end service. 


In the DiffServ model, both customer and provider of the service have a common understanding of the offered service by means of a Service Level Specification (SLS). Part of the SLS spells out the traffic profile adhered, called the Traffic Conditioning Specification (TCS).

The ingress router classifies customer traffic either using Behavior Aggregate (BA) filters, based only on DSCP, or Multi Field (MF) filters, based on a number of IP header fields. Classified packets are metered and marked or remarked with appropriate DSCP values according to the TCS. Non conforming traffic may be shaped or dropped. Shaping or dropping operations change the temporal characteristics of incoming traffic to conform to the TCS. The capacity of the provider network should be sufficient and managed so that the conditioned incoming traffic with different constraints can be transported successfully.

In order to establish a service between an ingress and an egress router of the provider network, it is necessary to configure the traffic separation components and the differentiated forwarding components. The signaling mechanisms used for configuration are discussed in the next section. 

8 Signaling DiffServ routers

The creation of a service across a DiffServ network may be performed in two stages. The first stage determines a route between the ingress and egress routers with a set of routers that are capable of offering a particular PHB with the requested traffic profile.  The second stage configures the forwarding table and the forwarding engine of all the routers determined in the first stage. The forwarding table may be indexed by both destination prefix and the DSCP. The forwarding engine configuration includes configuration of packet classifier, traffic conditioner, packet scheduler and buffer manager. Therefore, creation of a service within a provider network requires configuration of traffic conditioning components at ingress routers, packet classifier, packet schedulers and buffer managers in all the routers and optional configuration of the traffic conditioners at the egress routers. 

DiffServ service creation requires knowledge of the following.

· Current and future state of the network in terms of configured traffic.
· Limitations of each of the routers (e.g. maximum high priority traffic that can be handled).
· Realization details of particular service on a particular router (e.g. Class Based Queuing (CBQ) and Random Early Discard (RED) parameters in order to realize AF11 PHB).

In order to provision dynamic services (e.g. negotiated traffic profiles, time of day based SLS) over large networks with features such as load balancing, one needs a flexible and powerful signaling infrastructure. Service requirements derived from an SLS have to be signaled to both edge and inner routers. 

A process known as “constraint based routing” determines the routers that will participate in packet forwarding, for a particular service. This routing process should return a set of routers that is likely to satisfy the service constraints. Balancing the network load could also be considered during the route computation. Note that a flexible signaling infrastructure enables, within practical limits, constraint based routing in large networks.
9 Router Abstractions

10 
Packet forwarding in routers refers to moving a packet from an input port to an output port. Selection of which output port to forward a given packet, from a set of possible output ports, is the routing problem and is not addressed in this document. While moving the packets from the input port to the output port, the DiffServ operations of traffic separation and differentiated forwarding are performed. A behavioral abstraction technique is used in identifying sufficient resource abstractions of differentiated forwarding components in a DiffServ capable router.
10.1 Introduction to virtual links 
10.2 


10.3 
The abstraction of packet scheduler and the buffer manager of an IP router may be thought of as multiple virtual links within the same physical link. The virtual links on a particular port are mutually dependent. In order to partition the available resources on a physical link the router should be able to quantify the resources and divide the link into multiple virtual links with different forwarding behavior. The characteristics of a virtual link can be mapped to a particular customer PHB. The virtual links of same PHB may be implemented as a single aggregate. Such an aggregated bit pipe should have bandwidth b = f(b1,  b2, ..bn) where bI is the bandwidth constraint of customer i. the function f being implementation specific. For example, the function f may be expressed as Q*( b1 +  b2,+ ..bn), where Q < 1 for statistical gained services, Q >= 1 for premium service
.
The creation of a new virtual link will require adequate residual bandwidth, buffer space and CPU capacity to forward packets and to control the virtual link. An individual virtual link and the relative precedence of the virtual links within the same physical link are controlled via simple virtual link control functions exposed as programming interfaces.
10.4 Virtual link Control Functions

In order to construct an end to end service it is sufficient that IP routers expose the virtual link interface. High-level control entities can program the routers via the virtual link interface and construct end to end services. Virtual link creation on a router is performed by means of a two-phase commit protocol.

Following are a minimal set of virtual link control methods that are necessary to construct end to end DiffServ services.

admit_vl() : Verifies the ability of the router to admit a new VL while meeting the existing VLs constraints. In addition to the traffic profile, a router may consider overall load on that router for VL admission decision. A soft resource reservation is made at this phase. The usage of this method follows :
vl_id admit_vl (interface, phb, traffic_profile)

Where vl_id is the virtual link identifier, unique within a router port. The parameter interface is the IP number or the alphabetical name of the port, phb is the DSCP value that corresponds to the service type and traffic_profile is a structure, which depicts the temporal characteristics of the traffic.
commit_vl() : Is used to confirm the resource reservation on a router. The soft reservation created using admit_vl is converted into a hard reservation. I.e. only at his phase the forwarding engine is re-programmed. The usage of this method follows :
status commit_vl (vl_id)

remove_vl () : Is used to remove virtual links and free up associated resources. The usage of this method follows :
status remove_vl (vl_id)

The above virtual link control functions are provided for minimal provisioning of router resource for DiffServ. The routers in a DiffServ domain have a common understanding of the same PHB and the mapping between a particular PHB and corresponding DSCP value need to be conveyed to the routers prior to the virtual link creation phase.
10.5 Example implementation of virtual links

Using the proposed virtual link abstraction, the resources of routers / switches in a network are reserved in a two-phase commit fashion. The first phase triggers the admission control functions and makes a soft booking of resources on routers so that the resources are not over committed during the time between the admit_vl() and commit_vl() calls. The implementation of the two-phase resource reservation system is explained in the following sections.

Phase I: Admission control and soft booking

The routers need to maintain the reserved resources for each of the admit_vl() requests from the controller(s). The resource states maintained, for example, would appear as in Table 1

.
Note that the computation of the CPU and memory required to support a virtual link request is platform dependent, and is managed by the routers’ operating systems. Moreover, the states maintained as shown in Table 1

 would be used to make local admission control decisions for future virtual link requests.

During the admission control computation it is necessary to consider the bandwidth availability on a particular link for a particular class of traffic, CPU load, memory usage, buffer usage and other constraints of the platform. The admission control algorithm may be proprietary to the platform. Upon admission a temporary entry in Table 2 Table 2 

, a soft state, is created. The admission control functions and the state entry are atomic operations.

The states created due to admit_vl(192.168.30.2, “EF_PHB”, {300, 128}) call are shown in Table 2 Table 

. The values for M3, B3 and C3 are determined by the router’s operating system and used for local admission control. The parameter x is a unique number within an interface or sub-interface so that the combination of interface id and x would uniquely identify the virtual link within the router. 

Phase II: Resource configuration in the router

The second step in configuring a service is to effect the resource requests in the routers. Upon receiving the commit_vl(192.168.30.2:x) query, the service control client in the router configures its  forwarding engine using the parameters specified in Table 1

 and Table 2 Table 2 

.

Referring to the P1520 reference model, the virtual link (L+) abstractions may be mapped to appropriate L- abstractions or directly to the hardware. An implementation of virtual links on a commercial router using the Command Line Interface (CLI) is explained in this section. 

The following configuration is intended for an DiffServ inner router that classifies and forwards packets based only on IP type of service (TOS) byte within an interface. Multiple virtual links of the same PHB are implemented as an aggregated bitpipe with cumulative bandwidth of individual virtual links. It is assumed that the mapping between the PHB for a particular service type and the corresponding DSCP value, for e.g. GOLD_TOS and SILVER_TOS, is propagated to the routers statically, or in slow time scales. 

A Cisco 7500 router, as an example platform, with a VIP2-50 module and operating system version IOS release 11.1(20)CC [10] installed is considered for this example implementation of virtual links. The set of commands shown in Figure 2Figure  affect the behavior of forwarding engine by configuring the Committed Access Rate (CAR) policy action and Cisco’s class based Weighted Fair Queue (WFQ).
Access group numbers A and B are randomly chosen between 100 and 199 or between 2000 and 2699. The chosen access group number for a particular service type must be unique within a router.
Packet burst size X and Y are derived from X = (24+128) * average_packet_size_GOLD and Y = 64 * avearage_packet_size_SILVER. Note that the simple addition of the burst size is to handle the worst case situation. While simple addition of burst sizes would allow misbehaving flows to take advantage of the other flows in the same class, flow based policing at the ingress routers is assumed to shape misbehaving flows. 

Weights of WFQ - WA and WB are the percentage of the link capacity for GOLD and SILVER services respectively. For e.g. WA  = (500 Kbps/45 Mbps) * 100 * 1.2 and WB = (1000 Kbps/45 Mbps) * 100. Note that the service provider has over-provisioned the GOLD bandwidth by 20% in order to reduce the delay for GOLD class traffic. 

For the buffer size, a simple sum of the derived buffer requirement may be replaced with the statistically computed buffer requirement for the flows of the same service class sharing the buffer.

The router’s response to the shown commands need to be processed and returned as the status to the service controller though commit_vl().

Alternate implementations

The implementation of the virtual link may look different on a different routing platform or on a different service deployment scenario. For example, EF virtual links may be implemented as separate bit pipes while virtual links of other PHBs are implemented as aggregated bit pipes. In this case it is necessary to signal both PHB and incoming interface during the admit_vl() phase. Another implementation may choose to use a different packet scheduling algorithm.
Note that the implementation of the same set of virtual links may vary from router to router depending on the features that are native to each router. The virtual link is used to realize a particular PHB, independent of a particular router’s implementation. 
Advantages of virtual link abstraction of forwarding engine and buffer manager include uniform programming interface across different implementations of packet schedulers and buffer management schemes. Moreover, virtual link abstraction hides the complexity of the schedulers and buffer managers from third party programmers.
11 End to end service creation using virtual links
12 
This section illustrates end to end service creation by means of P1520 interfaces that use the virtual link abstractions for DiffServ provisioning. Referring to  REF _Ref457114878 \h 
 \* MERGEFORMAT Figure 3


,  REF _Ref457213075  \* MERGEFORMAT the routers A, B, C and D are capable of exposing virtual link abstraction of packet schedulers and buffer managers by means of the functions admit_vl(), commit_vl() and remove_vl() as explained in section 6.

The Service Level Agreement (SLA) is a legal document that spells out the details of the service to be offered. The SLS and TCS (Figure 4


 shows the GUI for specifying the TCS) are the technical specifications that are part of the SLA. In this scenario, assume that there exists a static SLA and the service requests are signaled to the Service Manager (SM). The SM is responsible for provisioning the provider network in order to deliver the agreed services.

The SM requests the policy server in order to verify the compliance of the service request with the agreement (Figure 5Figure 5


 REF _Ref457287121 \h 
 \* MERGEFORMAT ). Upon being given access by the policy server, the SM issues a route resolution request to the route controller. The route controller returns a set of routers that are capable of handling the service request. Following the route resolution, the SM issues a provisioning requests to the differentiated services controller (DSC). Thereafter, the DSC takes control of the DiffServ network provisioning as explained in following section.





 Referring to Figure 1, the signaling messages from the DSC in terms of layer 3 forwarding engine behavior could be mapped to multiple layer 2 transport technologies such as IP over ATM or IP over SONET.
12.1 Flow of signaling messages

We demonstrate the flexibility of this model by walking through a simple example of service setup (Figure 6Figure 


) in the above context.  REF _Ref457114919 \h 
 \* MERGEFORMAT The CMS requests DSC (message 1) for a bit pipe between a pair of ingress and egress routers with a particular QoS. Assume that the route that was passed to the DSC along with the service request is Router A - Router B - Router C. As mentioned, admission control has been left to each router so that a confirmation for each request needs to be acknowledged by the routers. This makes the model more dynamic and enables the domain to be configured with different policies for different routers. This also allows the possibility of multiple services over the same physical infrastructure. The DSC queries each router in the path if the requested QoS could be guaranteed. This query is made with the admit_vl() call on each router (messages 2, 4 and 6). This function takes the parameters associated with QoS within DiffServ context. Routers then perform the local admission control functions based on their available resources and local policy. The results are then conveyed back to the Differentiated Service Controller. Successful acknowledgement (messages 3, 5 and 7) from the routers along the path confirms the availability of the capacity within the domain. The DSC then commits the service request at the routers using the commit_vl() call (messages 8, 9 & 10), so that each router can allocate necessary resources for providing the service. Then the Differentiated Service Controller signals the CMS about the success of the service creation process. 
It is observed from the example that request to and confirmation from these routers are independent of each other. Therefore, from the implementation perspective this task could be performed in parallel thereby improving the performance of the system. The key point here, is that the distributed algorithms that are implemented are not tied to the horizontal interfaces provided. Thus using these interfaces different algorithms could be devised as needed.

Concern at this point, is what would happen if one or more of the routers declined the request. This implies that the DSC needs to determine an alternate path and redo the entire process of request and confirmation. A range of innovative algorithms could be crafted and optimized depending on the performance and/or reliability requirements.

The virtual link is a very powerful concept. It provides a convenient vehicle by which services can be easily mapped onto router resources. For example, one of the currently hotly discussed topics in Internet is Virtual Private Network (VPN). In the simplest terms VPN is a single flow of network traffic from a site to another site (in most cases under same administrative control). VPNs are sought after mostly by corporations for either secure or faster transmission. In the case of faster transmission, the VPN traffic can be easily mapped to EF PHB. Thus creating a VPN service to satisfy fast transmission may be achieved by creating bi-directional bit pipes between the sites with appropriate traffic parameters. What needs to be iterated here is that using the concept of virtual link and the paradigm of open programmability, Internet services may be mapped with careful construction of parameters.

The framework demonstrated through our P1520-based DiffServ testbed is a very powerful programming environment that allows various network/sub-network wide end-to-end services to be created without having to standardize the “protocols”. Several specific application or service concepts can be readily realized over this platform. 
Firstly, Virtual Private Networks as elaborated earlier can be enabled with diversified features and characteristics that can be tailored to specific customer needs. For example, bandwidth provisioning can be fully automated and dynamic according to customer traffic patterns. 

Secondly, the framework can be used to provide protected tunnels for IPv6 traffic over IPv4 cloud. IPv6 comes with QoS differentiation and security features built-in. However, during the phase-in stage, tunneling through IPv4 will be needed. But, when tunneled through v4 networks, many high level service semantics will be lost if the underlying v4 networks perform only best effort forwarding. Using the demonstrated platform, we can easily create v6 tunnels that are mapped to flows/routes with desired forwarding behaviors. Finally, in the context of Voice Over IP, we can create special VPNs inter-connecting voice gateways to ensure desired behavior for voice traffic among the gateways across a P1520 enabled network. 

13 Conclusion

Virtual links have been implemented and demonstrated at the Telecom 99 trade show in Geneva [11], under the P1520 pavilion. After initial testing of the prototype implementation in a laboratory LAN environment, the testbed is now being tested in a WAN Intranet / Internet setting, across the Asia Pacific Advanced Network (APAN) between Singapore and Korea, in a joint study between KRDL Singapore and ETRI, a research institute at Korea. 
The virtual link abstraction of forwarding resources of an IP router is simple and powerful means of providing a uniform resource model. While hiding the implementation details of the router, the virtual link abstraction enables a flexible service creation platform. In the IETF differentiated services context, service provisioning requires a simple signaling framework. Through the implementation experience reported in this paper it was found that virtual link interfaces combined with IEEE P1520 framework are a good candidate for DiffServ provisioning for flexible and rapid creation of services across the Internet. 
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Figure 1. The P1520 Reference Model applied to the virtual link abstraction

Figure 22 Commands that effect the virtual link request on a Cisco 7500 router
[image: image3.wmf]Policy Server

CMS

L-Interface

U-Interface

DSC

IP Router

Frame Relay

Sonet

ATM



[image: image4.wmf]
Figure 33. DiffServ Domain with Programmable Routers
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Figure 44. GUI for Customer Management Service
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Figure 55. Provisioning DiffServ Network
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Figure 66. Event Trace Diagram

VL Identifier
Booking State

(Soft/Hard)
PHB
Bandwidth

(kbps)
Average Burst Size

(packets)
Memory

(normalized)
Buffer

(x512 kb)
CPU (%)



Requested Resources
Derived Resources

192.168.30.2:2
Hard
EF_PHB
200
24
M1
B1
C1

192.168.30.2:10
Hard
AF11_PHB
1000
64
M2
B2
C2

Table 1 Resource states maintained in the router

VL Identifier
Booking State

(Soft/Hard)
PHB
Bandwidth

(kbps)
Average Burst Size

(packets)
Memory

(normalized)
Buffer

(x512 kb)
CPU (%)



Requested Resources
Derived Resources

192.168.30.2:x
Soft
EF_PHB
300
128
M3
B3
C3

Table 22 
State entry created by the admit_vl(192.168.30.2, “EF_PHB”, {300, 128}) call from the service controller to an IP router
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Router#confgiure terminal





Router#access-list A permit ip any any tos GOLD_TOS


Router#access-list B permit ip any any tos SILVER_TOS





Router#interface Hssi0/0/0


Router#ip address 192.168.30.2 255.255.255.0


Router#rate-limit output access-group A rate-limit 500000 X X conform-action transmit exceed-action drop


Router#rate-limit output access-group B rate-limit 1000000 Y Y conform-action transmit exceed-action drop





#end


!


#configure terminal


#access-list A permit tos GOLD_TOS


#access-list B permit tos SILVER_TOS


#end


!


#interface Hssi0/0/0


Router#fair-queue qos-group


Router#fair-queue qos-group A weight WA


Router#fair-queue qos-group A limit B1+B3


Router#fair-queue qos-group B weight WB


Router#fair-queue qos-group B limit B2





Router#end
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