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3G	
   WAP	
   web	
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5G	
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  and	
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  drivers	
  



Lessons,	
  in	
  brief	
  	
  

Experience	
   Lessons	
  

VoLTE,	
  IMS	
   avoid	
  complexity	
  
avoid	
  entanglement	
  
plan	
  intercarrier	
  interfaces	
  

Wi-­‐Fi	
   don’t	
  trust	
  the	
  RAN/AP	
  

disaggregaTon	
  of	
  
funcTons	
  

clear	
  &	
  simple	
  interfaces	
  
don’t	
  assume	
  trust	
  between	
  elements	
  

app	
  stores	
   keep	
  it	
  applicaTon-­‐neutral	
  

FTTH,	
  backhaul	
  cost	
   re-­‐use	
  backhaul	
  where	
  you	
  can	
  find	
  it	
  

IIT
	
  A
LU

	
  O
ct
.	
  2
01
5	
  

6	
  



Complexity	
  kills	
  

IMS	
  

IIT
	
  A
LU

	
  O
ct
.	
  2
01
5	
  

7	
  



Niche	
  networks	
  

IIT
	
  A
LU

	
  O
ct
.	
  2
01
5	
  

8	
  

short	
  range	
  

low	
  energy;	
  
mesh	
  

ubiquity;	
  low	
  
cost	
  

speed;	
  public	
  
APs	
  



Long-­‐range	
  networks	
  

IIT
	
  A
LU

	
  O
ct
.	
  2
01
5	
  

9	
  

! 6!

unlicensed( spectrum,( which( could( make( service( quality( requirements( difficult( to( guarantee.(
Table(2(shows(a(comparison(of(different(MTC(technologies.(The(data(is(collected(from([9%11].(
(

(

Table!2:!Comparison!of!MTC!technologies.!
(
Massive(machine(communication(is(expected(to(be(one(of(the(main(requirements(for(5G.(Since(
5G(will(not(be(constrained(by(any(backward(compatibility,(it(is(valuable(to(step(back(and(study(
the(problem(from(a(fundamental(communication(theory(perspective,(which(is(done(next.(
(
4.(FUNDAMENTALS(OF(WIDE%AREA(M2M(COMMUNICATIONS(
(
4.1!Problem!Statement(
(
We(assume(a(single(cell(with(a(base(station(at(the(center(and(M2M(devices(uniformly(distributed(
in(the(cell.(Since(these(devices(are(not(always(transmitting,(the(instants(when(they(have(data(to(
communicate(to(the(base(station(can(be(visualized(as(an(arrival(process(at(the(base(station.(We(
model(this(is(a(Poisson(process(with(mean(λ.(For(simplicity,(we(assume(each(transmitting(device(
has( the( same(payload(of( L( bits( that( needs( to( be( communicated( to( the(base( station( in( time( T(
using(the(system(bandwidth(of(W(Hz.(The(main(goal(of(this(section(is(to(determine(the(transmit(
power(per(device(needed(to(support(a(given(arrival(rate(λ(at(the(base(station(as(a(function(of(W,(
T(and(L(under(various(transmission(strategies.(This(can(be(equivalently(visualized(as(the(massive#
access#management#problem,( in(which(the(goal( is(to(determine(the(maximum(arrival(rate(that(
can(be(supported(for(a(given(power(constraint.((
(
4.2!Transmission!Approaches(
(
Transmission(approaches(can(be(categorized(into(two(main(classes(depending(upon(whether(the(
devices( are( transmitting( over( dedicated( resources( or( over( a( shared( random( access( channel(

FEATURE' LTE'Rel'13' 'Combined'
Narrow'Band''

(NB)'and'Spread'
Spectrum''(SS)'
(Semtech)'

CooperaAve'
Ultra'Narrow'
Band''(Sigfox)'

Narrow'Band'M2M'
Clean'Slate'(Huawei/

Neul)'

Bandwidth) 1.4)MHz)

400)Hz)to)12.8)

KHz)NB)and)200)

KHz)SS)UL)/)3.2)

KHz)to)12.8))KHz)

DL)

160)Hz)UL)/)600)

Hz)DL)

2)or)3.75)KHz)UL)/)15)

KHz)DL)per)channel)

UL)Data)Rate) TBD)
122)bps)–)7.8)

Kbps)
160)bps)/)600)bps) 200)bps)to)45)Kbps)

Range)/)MCL)
155.7)dB)(24)

dBm)Tx)Pwr))

164)dB)(20)dBm)

TX)Pwr))

164)dB)(24)dBm)

Tx)Pwr))

162)dB)(24)dBm)Tx)

Pwr))

Broadcast/MulRcast) Yes) Yes) No) No?)

Duplex)
Full/Half)Duplex)

(FDD))
FullWDuplex) Full)Duplex) FullWduplex)

SynchronizaRon) Yes) Yes) No) Yes)
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TABLE I: Comparison between LPWAN radio technologies.

SIGFOXTM IngenuTM LoRaTM

Coverage range (km) rural: 30–50 ⇡ 15
rural: 10–15

urban: 3–10 urban: 3–5
Frequency bands (MHz) 868 or 902 2400 various, sub-GHz

ISM band 3 3 3
Bi-directional link 3 7 3
Data rate (Kbps) 0.1 0.01–8 0.3–37.5

Nodes per BS ⇡ 106 ⇡ 104 ⇡ 104

Fig. 4: LoRa
TM

system single cell coverage in Padova, Italy.
Worst case test.

Using this parameter, we attempted a rough coverage
planning for the city of Padova, which extends over an area
of about 100 square kilometers. The resulting plan is shown
in Fig. 5, from which we observe that, with the considered
conservative coverage range estimate, the coverage of the entire
municipality can be reached with a total of 30 gateways, which
is less than half the number of sites deployed by one of the
major cellular operators in Italy to provide mobile cellular
access over the same area.

Finally, we observe that Padova municipality accounts for
about 200000 inhabitants. Considering 30 gateways to cover
the city, we get about 7000 inhabitants per gateway. The current
LoRa

TM
gateway technology claims the capability of serving

15000 nodes per gateway, which accounts for about 2 things
per person. Considering that the next generation of gateways
is expected to triple the capacity (by using multiple directional
antennas), in the long term we can expect that a basic coverage
of the city may grant up to 6–7 things per person, on average,
which seems to be more than adequate for most Smart City
applications. Any further increase in the traffic demand can be
addressed by installing additional gateways, a solution similar
to densification in cellular networks.

VI. CONCLUSIONS

In this paper we have described the new emerging Low-
Power Wide Area Networks (LPWANs) paradigm for Internet
of Things connectivity. This solution is based on long-range
radio links, in the order of the tens of kilometers, and a star net-
work topology, i.e., every node is directly connected to the base
station. Therefore, LPWANs are inherently different from usual
IoT architectures, which are, instead, typically characterized

Fig. 5: LoRa
TM

system cell coverage for Padova, Italy. Worst
case test.

by short-range links and a mesh topology. The most prominent
LPWAN technologies, i.e., SIGFOX

TM
, Ingenu

TM
, and LoRa

TM
,

have been introduced and compared to the current short-range
communication standards. The experimental trials, which have
been performed employing LoRa

TM
technology, have shown

that the LPWAN paradigm should be intended to complement
current IoT standards as an enabler of Smart City applications,
which can greatly benefit from long-range links.
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Abstract—Connectivity is probably the most basic building
block of the Internet of Things (IoT) paradigm. Up to know,
the two main approaches to provide data access to the things

have been based either on multi-hop mesh networks using short-
range communication technologies in the unlicensed spectrum,
or on long-range, legacy cellular technologies, mainly 2G/GSM,
operating in the corresponding licensed frequency bands. Re-
cently, these reference models have been challenged by a new type
of wireless connectivity, characterized by low-rate, long-range
transmission technologies in the unlicensed sub-GHz frequency
bands, used to realize access networks with star topology which
are referred to a Low-Power Wide Area Networks (LPWANs).
In this paper, we introduce this new approach to provide
connectivity in the IoT scenario, discussing its advantages over
the established paradigms in terms of efficiency, effectiveness, and
architectural design, in particular for the typical Smart Cities
applications.

Index Terms—Internet of Things, Smart Cities, Low-Power
Wide Area Network (LPWAN), LoRa

TM
, SIGFOX

TM
, Ingenu

TM
,

Cellular IoT.

A revised version of this manuscript is currently under review for possible publication in IEEE Wireless Communications

I. INTRODUCTION

The Internet of Things (IoT) paradigm refers to a network
of interconnected things. The network is normally intended
as the IP network and the things are devices, such as sensors
and/or actuators, equipped with a telecommunication interface
and with processing and storage units. This communication
paradigm should hence enable seamless integration of poten-
tially any object into the Internet, thus allowing for new forms
of interactions between human beings and devices, or directly
between device and device, according to what is commonly
referred to as the Machine-to-Machine (M2M) communication
paradigm [1].

The development of the IoT is an extremely challenging
topic and the debate on how to put it into practise is still
open. The discussion interests all layers of the protocol stack,
from the physical transmission up to data representation and
service composition. However, the whole IoT castle rests on
the wireless technologies that are used to provide data access
to the end devices.

The authors are with the Department of Information Engineering, Univer-
sity of Padova, Italy; e-mail: {firstname.lastname}@dei.unipd.it.
L. Vangelista and M. Zorzi are also with Patavina Technologies s.r.l.,
Padova, Italy; e-mail: {firstname.lastname}@patavinatech.com,
web: http://www.patavinatech.com/en/.

This paper is partly based on the paper “Long-range IoT technologies: the
dawn of LoRa

TM
” by L. Vangelista, A. Zanella and M. Zorzi presented at

Fabulous 2015 conference, Sept. 23–25, 2015, Ohrid, Republic of Macedonia.

For many years, multi-hop short-range transmission tech-
nologies, such as ZigBee and Bluetooth, have been considered
a viable way to implement IoT services [2]–[4]. Although these
standards provide very low power consumption, which is a
fundamental requirement for many IoT devices like, e.g., smart
sensors, their limited coverage constitutes a major obstacle,
in particular when the application scenario involves services
that require urban-wide coverage, as in typical Smart City
applications [4]. The experimentations of some initial Smart
Cities services have, indeed, revealed the limits of the multi-
hop short-range paradigm for this type of IoT applications,
stressing the need for an access technology that can allow for
a place-&-play type of connectivity, i.e., that makes it possible
to connect any device to the IoT by simply placing it in the
desired location and switching it on [5].

In this perspective, wireless cellular networks may play a
fundamental role in the spread of IoT, since they are able to
provide ubiquitous and transparent coverage [1], [6], [7]. In
particular, the Third Generation Partnership Project (3GPP),
which is the standardization body for the most important
cellular technologies, is attempting to revamp 2G/GSM to
support IoT traffic, implementing the so-called Cellular IoT
(CIoT) architecture [8]. On the other side, the latest cellular
network standards, e.g., UMTS and LTE, were not designed to
provide machine-type services to a massive number of devices.
In fact, differently from traditional broadband services, IoT
communication is expected to generate, in most cases, sporadic
transmissions of short packets. At the same time, the potentially
huge number of IoT devices asking for connectivity through a
single Base Station (BS) would raise new issues related to the
signaling and control traffic, which may become the bottleneck
of the system [5]. All these aspects make current cellular
network technologies not suitable to support the envisioned
IoT scenarios, while, on the other hand, a number of research
challenges still need to be addressed before the upcoming 5G
cellular networks may natively support IoT services.

A promising alternative solution, standing in between short-
range multi-hop technologies operating in the unlicensed
industrial, scientific, and medical (ISM) frequency bands, and
long-range cellular-based solutions using licensed broadband
cellular standards, is provided by the so-called Low-Power
Wide Area Networks (LPWANs).

These kinds of networks exploit sub-GHz, unlicensed
frequency bands and are characterized by long-range radio
links and star topologies. The end devices, indeed, are directly
connected to a unique collector node, generally referred to as
gateway, which also provides the bridging to the IP world. The
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Fig. 2: LoRa
TM

protocol architecture.

simplify the accommodation, on top of the LoRa
TM

MAC, of
the major protocols now running on top of the IEEE 802.15.4
MAC, such as 6LoWPAN and CoAP. A clear analogy is the
authentication mechanism, which is taken directly from the
IEEE 802.15.4 standard using the 4-octet MIC (Message
Integrity Code).

V. SOME EXPERIMENTAL RESULTS USING A
LORA

TM
NETWORK

In this section, we corroborate the argumentations of the
previous sections by reporting some observations based on
some initial deployments of LoRa

TM
networks.

A. A LoRa
TM

Deployment Test

A LoRa
TM

private network has been installed by Patavina
Technologies s.r.l. in a large and tall building (19 floors)
in Northern Italy, for a proof of concept of the capabilities
of the LoRa

TM
network. The objective is to monitor and

control the temperature and the humidity of the different
rooms, with the aim of reducing the costs related to heating,
ventilation, and air conditioning. To this end, different wireless
and wired communication technologies (including powerline
communication) have been tried, but these solutions have been
mostly unsatisfactory, requiring the installation of repeaters and
gateways in basically every floor to guarantee mesh connectivity
and access to the IP backbone. Instead, the LoRa

TM
technology

has made it possible to provide the service by installing a
single gateway on the ninth floor and placing 32 nodes all over
the building, at least one per floor. The installation included
the integration of the NetServer with a monitoring application
and with the databases already in use. At the time of writing,
the installation has been flawlessly running for six months and
is being considered as the preferred technology for the actual
implementation of the energy saving program in many other
buildings.

We want to remark that the LoRa
TM

network connectivity
has been put under strain placing the nodes in elevators and in
other places known to be challenging for radio connectivity. All
the stress tests have been successfully passed. The envisioned
next step is to install a gateway on an elevated site to serve
multiple buildings in the neighborhood.

This proof of concept is particularly relevant as it provides,
on the one side, interesting insights on how pertinent and

Fig. 3: LoRa
TM

gateway installation.

practical the LPWAN paradigm is for the Smart City scenario
and, on the other side, some intuition from the economical point
of view. Indeed, though extremely limited in its extent, the
positive experience gained in the proof-of-concept installation
of the LoRa

TM
system in a building bodes well to the extension

of the service to other public and private buildings, realizing at
the same time an infrastructure for other Smart City services.
According to Analysis Mason 2014 data, indeed, the number
of LPWAN smart buildings connections is projected to be
0.8 billions by 2023; and according to the McKinsey Global
Institute analysis, the potential economic impact of IoT 2025
for Home and Cities is between $1,1 and $2,0 trillion. Thus,
LPWAN solutions appear to have both the technical and the
commercial capability to become the game changer in the
Smart City scenario.

B. LoRa
TM

Coverage Analysis

One of the most debated aspects of LPWAN is the actual
coverage range. This is crucial for a correct estimation of
the costs for city-wide coverage, which may clearly have an
important impact on the Capital Expenditure of the service
providers.

To gain insight in this respect, we carried out a coverage
experimental test of LoRa

TM
networks in the city of Padova,

Italy. The aim was to assess the “worst case” coverage of the
technology, to have a conservative estimate of the number of
gateways required to cover the whole city. To this end, we
placed a gateway with no antenna gain at the the top of a two
storey building, without antenna elevation, in an area where
high buildings are present.

Fig. 3 shows the experimental setup, while Fig. 4 shows the
results of the test. It can be seen that, in such harsh propagation
conditions, the LoRa

TM
technology allows to cover a cell of

about 2 km of radius. However, the connection at the cell edge is
guaranteed only when using the lowest bit rate (i.e., the longest
spreading sequence which provides maximum robustness), with
low margin for possible interference or to link budget changes.
For this reason, we assumed a nominal coverage range of
1.2 km, a value that ensures a reasonable margin to interference
and link budget variations due, e.g., to fading phenomena.
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  à	
  ample	
  spectrum	
  available	
  
•  Comcast	
  median	
  usage:	
  

•  August	
  2013:	
  16	
  GB	
  
•  mid-­‐2015:	
  40	
  GB	
  è	
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relay(traffic(generated(or(consumed(by(humans.(While(the(network(in(general(consists(of(wired(
and(wireless(devices,(the(trend(is(for(devices(to(be(wirelessly(connected(to(the(network(edge(to(
enable(lower%cost(installation,(easier(physical(reconfiguration,(and(mobile(applications.(((
(
IoT( applications( using( wireless( communications( are( highly( varied( and( differ( in( their(
requirements.( From( a( networking( perspective,( classical( IoT( applications( can( be( categorized(
along( two( dimensions( of( range( and( mobility.( Range( refers( to( the( geographic( spread( of( the(
devices.( It(describes(whether( the(devices(are(deployed( in(a( small( area,( say(within(a( couple(of(
hundred(feet(of(each(other,(or(are(dispersed(over(a(wider(area.(Mobility(refers(to(whether(the(
devices(move(and(if(so,(whether(they(need(to(communicate(while(on(the(move.(Table(1(shows(
the( five( categories( of( applications( spanning( several( orders( of(magnitude(differences( in( range.((
For(each(category,(it(shows(the(basic(device(characteristics,(services(and(suitable(networks.(
(

(
!

Table!1:!M2M!application!categories.!We!focus!on!applications!in!the!top!two!rows!which!have!a!
required!range!of!!about!1000m!for!wide?area!coverage.!Applications!in!other!rows!have!more!

established!ecosystems.!!
(
For( localized( IoT( applications,( a( short%range( network( is(most( appropriate,( allowing( the( use( of(
unlicensed( spectrum( and( maximizing( battery( life( while( meeting( the( networking( needs.( For(
example,(many(smart(home(applications(for(environment(control(and(monitoring(would(be(well(
served( using( an( 802.11%based( network.( Shorter%range( applications( can( be( enabled( using(
Bluetooth(or(NFC.(The(smartphone(can(be(used(as(hub(to(enable(personal(IoT(applications(such(
as(health(monitoring(and(local(object(tracking.(Bluetooth(is(often(used(to(connect(to(IoT(devices,(
and(an(802.11(or(cellular(connection(provides(network(access.((

For(wide%area(IoT(applications(such(as(the(connected(car(or(fleet(tracking,(a(mobile(broadband(
network( is( more( suitable( because( devices( move( over( a( wide( area.( For( applications( such( as(
metering(where( the( devices( are(widespread( but( there( is( little( need( for(mobility,( a(wide( area(
network( is( required( but( does( not( have( to( support( seamless( mobility.( Although( the( mobile(
network(meets(the(requirements( for(this(category(of(applications,(a(dedicated(network(that( is(
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what time duration. Once operating in an avail-
able channel, WSDs are required not to inter
fere with incumbent devices in neighboring
channels. Finally, WSDs are required to immedi-
ately cease transmissions when the database
informs them to stop.

To address these challenges, the IEEE
802.11af standard provides an international
framework that adapts to the different WSD
operating parameters and regulatory domains
around the world. In this article, we present the
standard framework defined by IEEE 802.11af;
then we discuss how this framework can be
applied to the two main regulatory approaches.
Because the standard is still in the letter ballot
draft process as of June 2013, we focus our dis-
cussion on high-level architecture and applica-
tions.

STANDARD FRAMEWORK
In this section we describe the primitives and
main mechanisms of the IEEE 802.11af stan-
dard. We present the key architecture compo-
nents, the communication flow and mechanisms
utilized by the standard to satisfy different inter-
national regulations and finally we present the
physical layer operation.

COMPONENTS OF THE
IEEE 802.11AF ARCHITECTURE

In this section we introduce the entities that
form an 802.11af network and present the non-
regulatory specific roles these elements execute.

Geolocation Database — The primary ele-
ment, and what mainly differentiates the IEEE
802.11af operation from other 802.11 standards,
is the geolocation database (GDB). The GDB is
a database that stores, by geographic location,
the permissible frequencies and operating param-
eters for WSDs to fulfill regulatory requirements.
GDBs are authorized and administrated by regu-
latory authorities; therefore, a GDB’s operation
depends on the security and time requirements
of the applied regulatory domain [9]. 

Registered Location Secure Server — The
next architectural element in an IEEE 802.11af
network is the registered location secure server
(RLSS). This entity operates as a local database
that contains the geographic location and oper-
ating parameters for a small number of basic
service sets (BSSs). The RLSS distributes the
permitted operation parameters to the access
points (APs) and stations (STAs) within the
BSSs under the RLSS’s control [9].

Just as the operation of the GDB depends on
the security and time requirements of regulatory
domains, the role the RLSS plays in the network
varies across regulatory domains and is explained
in detail later in the regulatory framework.

Geolocation-Database-Dependent Entities
— The remainder elements in the IEEE 802.11af
network are referenced by the term geolocation
database-dependent (GDD), which specifies that
their operation is controlled by an authorized
GDB, which ensures these satisfy regulation
requirements [9].

Table 1. Received signal magnitude gain in dB (0.0 dB = no attenuation) [7].

Materials 0.57 GHz
(dB)

1 GHz
(dB)

2 GHz
(dB)

5.7 GHz
(dB)

0.57 to 5.7
GHz ( dB)

Brick 89 mm –1.5 –3.5 –5.4 –15 13.5

Brick 267 mm –4.8 –7 –10.5 –38 33.2

Composite Brick 90 mm/
Concrete Wall 102 mm –12 –14 –18 –42 30

Composite Brick 90 mm/
Concrete Wall 203 mm –21.5 –25 –33 –71.5 50

Masonry 203 mm –9.5 –11.5 –11 –12.75 3.25

Masonry 610 mm –26.5 –27.5 –30 –46.5 20

Glass 6 mm –0.4 –0.8 –1.4 –1.1 0.7

Glass 19 mm –2.5 –3.1 –3.9 –0.4 –2.1

Plywood (dry) 6 mm –0.15 –0.49 –0.9 –0.1 –0.05

Plywood (dry) 32 mm –0.85 –1.4 –2 –0.9 0.05

Reinforced concrete 203 mm/
1% steel –23.5 –27.5 –31 –56.5 33

Reinforced concrete 203 mm/
2% steel –27.5 –30 –36.5 –60 32.5

The primary element
and what mainly dif-
ferentiates the IEEE
802.11af operation

to other 802.11
standards is the

GDB. The GDB is a
database that stores
by geographic loca-
tion the permissible

frequencies and
operating parame-

ters for WSDs to ful-
fill regulatory
requirements.
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Propagation	
  issues	
  
•  Rural	
  (low	
  density)	
  à	
  coverage	
  limited	
  

•  √	
  tower	
  height	
  (q)	
  ≈	
  coverage	
  range	
  (miles)	
  
•  e.g.,	
  400	
  q	
  (120	
  m)	
  tower	
  à	
  20	
  miles	
  
•  but	
  4-­‐5	
  miles	
  more	
  typical	
  
•  GSM:	
  Tming	
  advance	
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  35	
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  outdoors	
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  à	
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  indoors	
  
•  radio	
  propagaTon	
  

KT
H	
  
N
ov
.	
  2
01
3	
  

17	
  



28	
  GHz	
  attenuation	
  &	
  
reVlection	
  

KT
H	
  
N
ov
.	
  2
01
3	
  

18	
  

T. S. Rappaport et al.: Millimeter Wave Mobile Communications

TABLE 3. Summary of penetration losses through various common building materials at 28 GHz. Both of the horn antennas have 24.5 dBi gains with 10�
half power beamwidth [28].

TABLE 4. Penetration losses for multiple indoor obstructions in an office environment at 28 GHz. Weak signals are denoted by locations where the SNR
was high enough to distinguish signal from noise but not enough for the signal to be acquired, i.e. penetration losses were between 64 dB to 74 dB
relative to a 5 m free space test. No signal detected denotes an outage, where penetration loss is greater than 74 dB relative to a 5 m free space test [28].

TABLE 5. Comparison of reflection coefficients for various common building materials at 28 GHz. Both of the horn antennas have 24.5 dBi gains with 10�
half power beamwidth [28].

same type of horn antennas as the transmitter. In order to
achieve increased measurement dynamic range for increased
coverage distance, we used a sliding correlator spread
spectrum system [5]. Total measured dynamic range was
approximately 178 dB between the transmitter and receiver
using the most directional horn antennas in order to obtain
an SNR of 10 dB, on the order of future small cells. All
propagation measurement equipment used AC power outlets
that were available from various buildings, thus avoiding any
battery depletion problem.

B. 28 GHz BUILDING PENETRATION AND REFLECTION
MEASUREMENT
To understand the mm-wave propagation environment in
urban areas, signal penetration and reflection properties of

common building materials with typical smooth and rough
surfaces are required for both indoor and outdoor cases [26].
We conducted penetration and reflection measurements at
28 GHz throughout the summer of 2012 in New York
City [28]. Penetration and reflection measurements for com-
mon materials were conducted at three locations at the NYU
campus in New York City: (a) the 10th floor of 2 MetroTech
Center (MTC) in Brooklyn, (b) the Othmer Residence Hall
(ORH) in Brooklyn, and (c) Warren Weaver Hall (WWH) in
Manhattan [28]. The block diagram of the channel sounding
hardware used in this campaign is shown in Fig. 3.
Penetration losses through building materials were col-

lected by first performing a 5-meter free space reference mea-
surement resulting in 75.3 dB path loss, and then positioning
the TX and RX on opposite sides of the test material at the
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FIGURE 1. Rain attenuation in dB/km across frequency at various rainfall
rates [26]. The rain attenuation at 28 GHz has an attenuation of 7 dB/km
for a very heavy rainfall of 25 mm/hr (about 1 inch per hour). If cell
coverage regions are 200 m in radius, the rain attenuation will reduce to
1.4 dB.

essential for flexibility, quick deployment, and reduced ongo-
ing operating costs. Finally, as opposed to the disjointed spec-
trum employed by many cellular operators today, where the
coverage distances of cell sites vary widely over three octaves
of frequency between 700 MHz and 2.6 GHz, the mm-wave
spectrum will have spectral allocations that are relatively
much closer together, making the propagation characteristics
of different mm-wave bands much more comparable and
‘‘homogenous’’. The 28 GHz and 38 GHz bands are currently
available with spectrum allocations of over 1 GHz of band-
width. Originally intended for Local Multipoint Distribution
Service (LMDS) use in the late 1990’s, these licensees could
be used for mobile cellular as well as backhaul [25].

A common myth in the wireless engineering community is
that rain and atmosphere make mm-wave spectrum useless
for mobile communications. However, when one considers
the fact that today’s cell sizes in urban environments are on
the order of 200 m, it becomes clear that mm-wave cellular
can overcome these issues. Fig. 1 and Fig. 2 show the rain
attenuation and atmospheric absorption characteristics of
mm-wave propagation. It can be seen that for cell sizes on
the order of 200 m, atmospheric absorption does not create
significant additional path loss for mm-waves, particularly at
28 GHz and 38 GHz. Only 7 dB/km of attenuation is expected
due to heavy rainfall rates of 1 inch/hr for cellular propagation
at 28 GHz, which translates to only 1.4 dB of attenuation over
200 m distance. Work by many researchers has confirmed
that for small distances (less than 1 km), rain attenuation will
present a minimal effect on the propagation of mm-waves at
28 GHz to 38 GHz for small cells [26].

FIGURE 2. Atmospheric absorption across mm-wave frequencies in
dB/km [1]. The attenuation caused by atmospheric absorption is 0.012 dB
over 200 m at 28 GHz and 0.016 dB over 200 m at 38 GHz. Frequencies
from 70 to 100 GHz and 125 to 160 GHz also have small loss.

D. Mm-WAVE CELLULAR MEASUREMENTS:
UNDERSTANDING THE CHANNEL
Future wireless technologies must be validated in the most
urban environments, such as New York City. In order to
improve capacity and service quality, the cellular network
architecture needs to support higher spatial reuse. Massive
MIMO base stations and small-cell access points are two
promising approaches for future cellular. Massive MIMO
base stations allocate antenna arrays at existing macro base
stations, which can accurately concentrate transmitted energy
to the mobile users [24]. Small cells offload traffic from
base stations by overlaying a layer of small cell access
points, which actually decreases the average distance between
transmitters and users, resulting in lower propagation losses
and higher data rates and energy efficiency [24]. Both of
these important trends are readily supported and, in fact,
are enhanced by a move to mm-wave spectrum, since the
tiny wavelengths allow for dozens to hundreds of antenna
elements to be placed in an array on a relatively small physical
platform at the base station, or access point, and the natural
evolution to small cells ensures that mm-wave frequencies
will overcome any attenuation due to rain.
Understanding the radio channel is a fundamental require-

ment to develop future mm-wave mobile systems as well as
backhaul techniques. With a firm technical understanding of
the channel, researchers and industry practitioners may then
explore new methods for the air interface, multiple access,
architectural approaches that include cooperation and inter-
ference mitigation and other signal enhancement techniques.
In order to create a statistical spatial channel model (SSCM)
for mm-wave multipath channels, extensive measurements
must be made in typical and worst-case operating conditions
and environments. We have conducted extensive propagation
measurements in urban environments in New York City and
suburban environments in Austin, Texas in order to under-
stand the mm-wave channel.
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30-­‐40GHz	
  mmW	
  –	
  Spectrum	
  Overview	
  

§  Note:	
  The	
  Commission’s	
  Fixed	
  Microwave	
  (Part	
  101)	
  and	
  Satellite	
  CommunicaTons	
  (Part	
  25)	
  
service	
  rules	
  govern	
  most	
  of	
  US	
  Mobile	
  allocaTons	
  shown	
  above	
  	
  

Source	
  :	
  Samsung	
  CommunicaTons	
  Research	
  Team	
  



Changing	
  spectrum	
  
environment	
  
•  Except	
  at	
  highest	
  frequencies,	
  all	
  new	
  spectrum	
  likely	
  to	
  be	
  
shared	
  
•  e.g.,	
  3.5	
  GHz	
  
•  in	
  Tme	
  &	
  space	
  

•  à	
  need	
  frequency-­‐agile	
  systems	
  that	
  can	
  shiq	
  capacity	
  to	
  
different	
  bands,	
  quickly	
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Example:	
  3.5	
  GHz	
  (April	
  2015)	
  
•  150	
  MHz	
  at	
  3.550	
  GHz	
  	
  
•  incumbents:	
  DoD	
  radars	
  +	
  fixed	
  satellite	
  service	
  (FSS)	
  receive-­‐
only	
  

•  exclusion	
  zones:	
  60%	
  pop.	
  unsuitable	
  for	
  macrocell	
  
•  access:	
  incumbent,	
  priority	
  (PAL),	
  general	
  authorized	
  

•  Incumbent:	
  authorized	
  federal	
  &	
  grandfathered	
  Fixed	
  Satellite	
  
Service	
  

•  PAL:	
  3	
  years	
  non-­‐renewable,	
  10	
  MHz	
  channel,	
  census	
  tract	
  
•  hospitals,	
  uTliTes,	
  state/local	
  gov’t	
  

see	
  also	
  TVWS,	
  
MBAN	
  

KT
H	
  
N
ov
.	
  2
01
3	
  

22	
  



Networks	
  1G	
  through	
  4Gish	
  

naTonal	
  carrier	
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one	
  subscriber,	
  
one	
  phone,	
  
one	
  provider	
  



LTE	
  –	
  one	
  carrier,	
  plus	
  
roaming	
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LTE-­‐U	
  
802.11n	
  
LTE	
  

5G	
  –	
  what	
  exactly	
  is	
  a	
  carrier?	
  

Level3	
  
Cogent	
  

Spectrum	
  
DB	
  Spectrum	
  
DB	
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  towers	
  each	
  (US)	
  



5G:	
  Carriers	
  as	
  consumer	
  
brand	
  

Outside	
   Inside	
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Tower	
  owner	
   Number	
  of	
  towers	
  

Crown	
  Castle	
   39,739	
  

American	
  Tower	
   40,000	
  (with	
  VZW)	
  

SBA	
  CommunicaTons	
   15,151	
  

United	
  Cellular	
  Co.	
   4,802	
  

Verizon	
  Wireless	
   1,400	
  

T-­‐Mobile	
  Towers	
   1,003	
  

Time	
  Warner	
   950	
  

Mediacom	
  CommunicaTons	
   750	
  

Charter	
  CommunicaTons	
   650	
  

Diamond	
  CommunicaTons	
   637	
  

Trillion	
  Partners	
   635	
  

cost/tower:	
  $150k	
  
total	
  US:	
  205k	
  



What	
  are	
  carriers	
  good	
  at?	
  
² Research?	
  
² Soqware	
  development?	
  

² Who	
  is	
  going	
  to	
  develop	
  those	
  5G	
  SDN	
  applicaTons?	
  
² OTT	
  applicaTons?	
  
² API-­‐based	
  services?	
  

² Why	
  did	
  Twilio	
  and	
  Tropo	
  offer	
  voice	
  service	
  APIs	
  and	
  not	
  the	
  
ILECs?	
   IIT
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What’s	
  the	
  simplest	
  network?	
  

AAA	
  
HLR	
  
(?)	
  

IPv6	
  access	
  
(any	
  network)	
  

DHCP	
  

registrar	
  

network	
  characterisTcs	
  (QoS)	
  
IP	
  address	
  
AAA	
  (incl.	
  payment)	
  
discovery	
  

network	
  
resources	
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one	
  subscriber,	
  mul1ple	
  devices,	
  mul1ple	
  providers	
  



Where	
  do	
  we	
  need	
  mobility?	
  
•  likely	
  to	
  have	
  access	
  provider	
  diversity	
  

•  what	
  is	
  expected	
  lifeTme	
  of	
  IP	
  address?	
  
•  PMIP	
  and	
  MIP	
  complex	
  

•  need	
  to	
  re-­‐create	
  applicaTon-­‐layer	
  
security	
  at	
  L3	
  

•  not	
  really	
  needed	
  for	
  HTTP	
  video	
  
•  use	
  mTCP?	
  
•  or	
  HTTP	
  restart?	
  

•  maybe	
  not	
  even	
  for	
  real-­‐Tme	
  media	
  
•  registrar	
  for	
  new-­‐call	
  reachability	
  
•  applicaTon	
  layer	
  (SIP)	
  mobility	
  for	
  mid-­‐
call	
  hand-­‐off?	
  

•  or	
  tunnels,	
  tunnels	
  everywhere?	
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Make	
  the	
  network	
  location-­‐aware	
  

•  2G/3G/4G	
  are	
  locaTon-­‐ignorant:	
  “I	
  only	
  know	
  your	
  cell	
  sector”	
  
•  All	
  mobile	
  devices	
  will	
  be	
  locaTon-­‐aware	
  to	
  the	
  ~5	
  m	
  
•  Some	
  know	
  where	
  they	
  will	
  likely	
  be	
  in	
  the	
  near	
  future	
  

•  public	
  transit	
  
•  road	
  navigaTon	
  systems	
  
•  è	
  predict	
  access	
  and	
  hand-­‐off	
  

•  All	
  devices	
  will	
  have	
  mulTple	
  radios	
  
•  use	
  macro	
  cell	
  network	
  to	
  query	
  for	
  local	
  access	
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Simplify	
  enrollment	
  

enable	
  access	
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The	
  law	
  of	
  new	
  networks	
  
•  “Any	
  new	
  network	
  
technology	
  will	
  be	
  jus1fied	
  
on	
  (finally)	
  providing	
  QoS”	
  

•  To	
  succeed,	
  they	
  have	
  to	
  
provide	
  good-­‐enough	
  QoS	
  
for	
  best	
  effort	
  
•  at	
  least	
  with	
  compeTTon	
  

•  The	
  business	
  model	
  for	
  QoS	
  
is	
  difficult	
  
•  see	
  bypass	
  toll	
  roads	
  

•  QoS	
  is	
  usually	
  not	
  
accessible	
  to	
  applicaTons	
  
•  or	
  not	
  end-­‐to-­‐end	
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Providing	
  a	
  network	
  API	
  
•  Currently,	
  applicaTons	
  can	
  detect	
  Wi-­‐Fi	
  vs.	
  cellular	
  
•  What	
  is	
  the	
  correct	
  API	
  for	
  discovering	
  network	
  properTes?	
  

•  available	
  opTons	
  (“BE”,	
  “LBE”,	
  “low	
  latency”)	
  
•  not	
  RSVP	
  flow	
  specs…	
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cost?	
  
($	
  or	
  count	
  for	
  

bucket?)	
  

predicted	
  
performance?	
  



Mobile	
  =	
  events,	
  not	
  (just)	
  
video	
  
•  Focus	
  on	
  bandwidth,	
  but	
  wearables	
  and	
  	
  
•  Polling	
  (outbound)	
  and	
  events	
  (inbound)	
  

•  sleeping	
  apps	
  
•  Current	
  models	
  difficult	
  for	
  developers	
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IMS	
  /VoLTE	
  
IMS	
  =	
  It	
  Mostly	
  Speaks	
  
VoLTE	
  =	
  Voice-­‐Only	
  Later	
  than	
  Expected	
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Surge	
  pricing	
  –	
  non-­‐telecom	
  

BI,	
  1/13/2015	
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Aggressive	
  competitors	
  compete	
  
on	
  simplicity	
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For Immediate Release     Press inquiries contact: 
        Tara Sharp, Sonic.net 
        707-237-2466  

tara.sharp@sonic.net 
 
May 14, 2014, Santa Rosa, California: Sonic.net, a leading Internet and 
telephone service provider, has announced the build-out of Gigabit Fiber 
Internet service in the Bay Area City of Brentwood, California. Sonic.net will 
offer Gigabit Fiber Internet + Unlimited Phone service for $40 per month.  
Gigabit, or 1000Mbps, Fiber Internet connectivity is 100 times faster than the 
average broadband speed in America. Brentwood residents, businesses and 
schools can count on mind-boggling fast downloads, seamless video chatting 
and super-fast gaming. 
 
Sonic.net CEO and Co-Founder, Dane Jasper, says “Sonic.net will deliver the 
City of Brentwood the fastest, cheapest Internet and phone service in the 
United States.” 
 
“We’re very proud to help create the largest Gigabit Internet network in the 
Bay Area,” said City Manager Paul Eldredge. “This new infrastructure will 
position Brentwood as one of the best places in the East Bay for businesses 
which require ultra-high speed Internet access.”  
 
Dane Jasper believes that the City of Brentwood will serve as a model for 
development in other cities, stating: “Brentwood did a great job with 
infrastructure planning and access, which helped facilitate building out the 
Gigabit Internet.” 
 
For more information, visit http://sonic.net/brentwood or call 1-888-766-4233.   
 
About Sonic.net: Sonic.net is the largest independent Internet Service 
provider in Northern California, and has extensive experience operating 
Gigabit Fiber networks. For more information about Sonic.net, please contact 
Tara Sharp at 707-237-2466 or email tara.sharp@corp.sonic.net. 

### 
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Company	
   Revenue	
   Capital	
  
expenditures	
  

%	
  

Comcast	
  (US)	
  
[3Q14]	
  

$11.04B	
   $1.644B	
   14.9	
  

Telekom	
  (DE)	
  
[3Q14]	
  

€15.6B	
   $2.58B	
   16.5	
  

Safaricom	
  (KE)	
  
[H1FY15]	
  

Ksh	
  79.34B	
   Ksh	
  12.37	
   15.5	
  

Comcast's cable capital intensity stood at 13.5% at the end of the second quarter. The additional spending by other MSOs in our analysis also contributed 
to a noticeable uptick in capital intensity levels. 

Comcast no longer conforms to industry standards for cable CapEx reporting, choosing to lump scalable infrastructure, line extensions and 
upgrade/rebuild into a single network infrastructure category. In addition to publishing Comcast's results as reported, SNL Kagan has estimated the 
operator's results for the traditional categories to allow for peer comparisons.

Charter Communications Inc. increased CapEx by 35% year-over-year to $570 million in the second quarter. Projects related to CPE and scalable 
infrastructure accounted for 70.9% of Charter's total spending; $134 million of the MSO's total CapEx was dedicated to its all-digital initiative. The 
company expects to spend $400 million on its all-digital initiative in 2014 out of a budgeted $2.2 billion total CapEx for the full year.

Suddenlink Communications's CapEx increased 8.7% year-over-year to $103 million in the second quarter. The company expects to spend between 
$410.0 million to $420.0 million in 2014, an increase of $50 million over the MSO's previous guidance. Suddenlink will begin investing $230 million in the 
second half of 2014 to increase HSD speeds to 1Gbps.

The investment horizon of the project stretches through 2017, during which the MSO will upgrade data network headend equipment, replace any 
remaining deployed DOCSIS 2.0 customer premises equipment with DOCSIS 3.0 equipment, and complete its all-digital video conversion. 

Suddenlink expects to spend approximately $35 million of the total capital expenditures related to "Operation GigaSpeed" in the second half of 2014. 
Following the upgrade, the company expects to increase its HSD top speed from over 100Mbps to 1Gbps in nearly 90% of its service areas. Suddenlink, 
however, slashed commercial CapEx spending by 35.3% year-over-year to $10 million.

With the exception of Comcast, the three remaining cable operators that still break out the segment reported year-over-year declines in second-quarter 
commercial CapEx. Comcast's spending on commercial projects increased 13% year-over-year to $209 million in the three months to June 30. In 
aggregate, the four MSOs — Cablevision Systems Corp., Charter, Comcast and Suddenlink — reported $308 million in commercial CapEx in the quarter.

Cablevision attributed a 6.2% year-over-year decrease in CapEx to the timing of CPE purchases. CFO Gregg Seibert, however, expects no material 
change in total full-year CapEx compared to 2013 levels. Mediacom Communications Corp. also recorded a year-over-year decrease in CapEx to $123.4 
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The	
  value	
  of	
  bits	
  
•  Technologist:	
  A	
  bit	
  is	
  a	
  bit	
  is	
  a	
  bit	
  
•  Economist:	
  Some	
  bits	
  are	
  more	
  valuable	
  than	
  other	
  bits	
  

•  e.g.,	
  $/bit(email)	
  >>	
  $/bit(video)	
  
•  no-­‐QoS	
  bits	
  dominate	
  in	
  volume	
  

40	
  

Applica&on	
   Volume	
   Cost	
  per	
  
unit	
  

Cost	
  /	
  MB	
   Cost	
  /	
  TB	
  

Cable	
  video	
   660	
  GB	
   $0.06	
   $60	
  

Voice	
  (13	
  kb/s	
  
GSM)	
  

97.5	
  kB/minute	
   10c	
   $1.02	
   $1M	
  

Mobile	
  data	
   5	
  GB	
   $40	
   $0.008	
   $8,000	
  

MMS	
  (pictures)	
   <	
  300	
  KB,	
  avg.	
  
50	
  kB	
  

25c	
   $5.00	
   $5M	
  

SMS	
   160	
  B	
   10c	
   $625	
   $625M	
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5G	
  prototype:	
  Eduroam	
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Growing-­‐up	
  lessons	
  
•  Complexity	
  kills	
  
•  Play	
  fair	
  
•  CapEx	
  is	
  once,	
  OpEx	
  is	
  forever	
  
•  Know	
  where	
  you	
  are	
  
•  Share	
  everything	
  
•  Don’t	
  trust	
  strangers	
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BACKUP	
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LTE	
  architecture	
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Wireless	
  market	
  evolution	
  

IIT
	
  A
LU

	
  O
ct
.	
  2
01
5	
  

45	
  


