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Overview 
  The Internet as core civilizational infrastructure 
  Challenges 

  Network address exhaustion 

  Routing table explosion 

  Network ossification 

  Securing the network infrastructure 

  Usability & towards self-managed networks 

  Opportunistic networks 
  Future Internet – MIA (Minimal Internet 

Architecture) 
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IP as a core civil
(izational) 
infrastructure 
interface 
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The great infrastructures 
  Technical structures that support a society  “civil 

infrastructure” 
  Large 

  Constructed over generations 

  Not often replaced as a whole system 
  Continual refurbishment of components 

  Interdependent components with well-defined interfaces 

  High initial cost 
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The Internet as core civil 
infrastructure 

  Involved in all information exchange 
  (in a few years) 

  Crucial to 
  commerce 

  governance 

  coordination 

  inter-personal communication 

  Assumed to just be there 
  “plumbing”, “pipes”, … 
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Interfaces: Energy 
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1904 

1901 

110/220V 

• Lots of other (niche) interfaces 
• Replaced in a few applications 



Interfaces: Paper-based information 
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1798, 1922 (DIN) 



Interfaces: transportation 
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1435 mm 

1830 (Stephenson) 
1846 UK Gauge Act 

12’ 

About 60% of world 
railroad mileage 



What makes interfaces 
permanent? 

  Widely distributed, uncoordinated participants 
  Capital-intensive 

  depreciated over 5+ years 

  see Y2K problem 

  Allocation of cost vs. savings 
  e.g., ISP saves money, end user pays 

  Hard to have multiple at once 
  “natural monopoly” 
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Extrapolating from history 

  IP now the data interface 

  Unclear that any packet-based system can be 
  ≥ 10 times cheaper 
  ≥ 10 times more functionality 
  ≥ 10 times more secure 

  Replacing phone system due to generality, not 
performance 
  IP offers general channel 

   We’re stuck with IPv4/IPv6 
  except for niche applications (car networks, 

BlueTooth, USB, …) 
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Technology evolution 
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What defines 
the Internet? 
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Basic IP service model 

 Unchanged since 1978 
 Send without signaling 
 Receive at provisioned address, 

without signaling 
  but: permission-based sending   

 Variable-sized packets < ≈ 1,500 
bytes 

 Packets may be lost, duplicated, re-
ordered 
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More than just Internet Classic  
Network wireless mobility path stability data units 

Internet 
“classic” 

last hop end systems > hours 

IP 
datagrams 

mesh 
networks 

all links end systems > hours 

mobile ad-
hoc 

all links all nodes, 
random 

minutes 

opportunistic typical single node ≈ minute 

delay-
tolerant 

all links some 
predictable 

some 
predictable 

bundles 

store-carry-
forward 

all nodes all nodes no path application 
data units 
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Addressing assumptions 

  A host has only one address & one interface 
  apps resolve name and use first one returned 

  address used to identify users and machines 

  machine-wide DHCP options 

  Failing 
  multi-homing on hosts (WiFi + Ethernet + BlueTooth 

+ 3G) 

  Attempts to restore 
  MIP: attachment-independent address 

  HIP: cryptographic host identify 
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Myth #1: Addresses are global & constant 
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tunnel 

DHCP 

128.59.16.28 

128.59.16.14 10.0.1.2 
192.168.0.1 

10.0.1.1 

? 
STUN 

1.2.3.4 

also: identifier-locator 
split 



Myth #2: Connectivity commutes, 
associates 

  Referals, call-backs, redirects 

  Assumptions: 
  A connects to B  B can connect to A 
  A connects to B, B to C  C can connect to A 

  May be time-dependent 
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This is not your text book’s 
Internet any more… 
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Cisco’s traffic prediction 

Ambient video = 
nannycams, petcams, 

home security cams, and 
other persistent video 

streams 
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Cisco traffic prediction 
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The old Internet 

Craig Labovitz, “Internet Traffic and Content Consolidation”, IETF March 2010. 
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A denser Internet 
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Craig Labovitz, “Internet Traffic and Content Consolidation”, IETF March 2010. 



New network providers 
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Craig Labovitz, “Internet Traffic and Content Consolidation”, IETF March 2010. 



P2P declining 

Craig Labovitz, “Internet Traffic and Content Consolidation”, IETF March 2010. 
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Challenges 
Network ossification 
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Why is the Internet ossifying? 

  Lack of network transparency 
  NATs 

   only UDP + TCP 

   only client-server 

  Firewalls 
  only HTTP 

  Standardization delays 
  No major new application-layer protocol since 1998 

  Protocols routinely take 5+ years 

  Deployed base 
  Major OS upgrade every 7-8 years 

  But: automatic software updates 
  encourages proprietary application protocols 
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Which Internet are you connected to? 
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multi
cast QoS 

IPv6 IPv4 
PIA 

IPv4 
DHCP 

IPv4 
NAT 

port 80 + 25 



Network challenges 
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routing table 
explosion 

multi-homing 

99.9  99.999% 

zero configuration 

+2 years +5 years +8 years 



Challenges 
The end of IP(v4) as we know it 
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Where do IP addresses come 
from? 

Standards 

Allocation 

Allocation 

Assignment 

end 
user 

* In some cases via an NIR, such as JPNIC, KRNIC, TWNIC etc. 

* 

Miwa Fujii, Thailand IPv6 Summit, January 2009 
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Regional Internet Registries 

Miwa Fujii, Thailand IPv6 Summit, January 2009 
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IPv4 consumption – Projection  
Projected IANA Unallocated Address Pool Exhaustion:  23-Mar-2011  
Projected RIR Unallocated Address Pool Exhaustion:    02-Jun-2012  

Miwa Fujii, Thailand IPv6 Summit, January 2009 
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The transition to IPv6 
  IPv4 needed for at least a decade 

  Dual stack transition 

  but IPv6 server + non-IPv6 network + dual-stack server fail 
annoyingly 

  NAT IPv4 ↔ IPv6 

  longer term, RFC 1918 (192.168.*.*) + global IPv6 address 

  Decreasing IPv4 address demand 
  multi-layer (“carrier-grade”) NATs  

  limited effectiveness (hundreds of ports for BitTorrent or web page) 

  reliability problems 

  Increasing IPv4 address supply 
  recycle unused /8s  few months supply 

  address auctions  router table size 
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The IPv6 choke points 
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LAN backbone 

DNS 
resolver 

authoritative 
DNS server 

✔ Windows Vista+ 
✔ MacOS X 
✔ Linux 

IPv4 IPv6 



Challenges 
Pervasive multihoming 
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Network of the (near) future 
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MSO 

Telco 

3G, 4G, WiMax Homes passed by multiple networks   
increase reliability by connecting to all 
(“reliable system out of unreliable components”) 



Multihoming (& mobility)  
  Current IPv4 address  

  identifier = unique host 
or interface 

  locator = network that 
serves host (provider) 

  One system, multiple 
addresses: 
  multihoming: at the 

same time 
  mobility: sequentially 

  Multihoming: 
  connections need to 

be aware of network 

path 
  socket interface makes 

it hard to program 

  Solutions: 
  HIP: cryptographic host 

identifier 
  SHIM6 
  LISP: two network 

addresses 
  DNS: SRV, NAPTR 
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Example: BGP growth 

Tampere 2010 http://bgp.potaroo.net/ 



Challenges 
Security 
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Network security issues 
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Network 
security 

infrastructure 

disruption 

traffic 
overload 

compromise 
integrity 

BGP DNS 

end systems 

resource 
theft 

spam bot 

data theft 

identity theft 

denial-of-
service 

extortion 



What about security? 
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9: Political 

8: Financial 

Application 

Presentation 

Session 

Transport 

Network 

Link 

Physical 

Technologies (mostly) available, but use & deployment hard 

secure DNS 

secure BGP 

passwords 
certs + 

crypto token 

usable 
security 
configuration 



What about security? 
  “The future Internet must be secure” 
  Most security-related problems are not network problems 

  spam: identity and access, not SMTP 
  web: (mostly) not TLS, but distinguishing real bank from fake 

one 
  web: cross-domain scripting, code injection 
  browser vulnerabilities & keyboard sniffers 

  Restrict generality 
  Black list  white list 

  virus checker  app store 

  Automated tools 
  better languages, taint tracking, automated input 

checking, stack protection, memory randomization, … 

  Probably need more trust mediation 
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Challenges 
Usability 
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Usability: Email configuration 
  Application configuration for 

(mobile) devices painful 

  SMTP port 25 vs. 587 

  IMAP vs. POP 

  TLS vs. SSL vs. “secure 
authentication” 

  Worse for SIP... 
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Usability: SIP configuration 
  highly technical parameters, with differing names 
  inconsistent conventions for user and realm 
  made worse by limited end systems (configure by multi-

tap) 
  usually fails with some cryptic error message and no 

indication which parameter 
  out-of-box experience not good 
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partially explains 



Usability: Interconnected devices 

Tampere 2010 

any weather service 
school closings 

opens doors 

incoming call 

generates TAN 

acoustic alerts 

updates location 

time, location 

alert, events 

address book 



Circle of blame 

OS VSP 

app 
vendor 

ISP 

must be a  
Windows registry 
problem  re-install 
Windows 

probably packet 
loss in your 
Internet connection  
reboot your DSL modem 

must be 
your software 
 upgrade 

probably a gateway fault 
 choose us as provider 
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Internet	  

DYSWIS = Do You See What I 
See? 

Do you 
see what 

I see? 

End	  user	  

End	  user	  

End	  
user	  
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DYSWIS 

Capture 
packets 

Detect 
problem 

discover 
probe 
peers 

ask peers 
for probe 

results 

diagnose 
problem 

NDIS 
pcap 

• no response 
• packet loss 
• no packets sent 

•  same subnet 
•  same AS 
•  different AS 
•  close to destination 
• … 

•  reachable? 
• packet loss? 

indicate likely source 
of trouble: 
• application 
• own device 
• access link (802.11) 
• NAT 
• local ISP 
• Internet 
• remote server 

rule 
engine 

DHT to 
locate 
probes 

install 
module 

if 
needed 
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Challenges 
Mobility 
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What about “the mobile 
Internet?” 

  Same & different: 
  same 

  expect same services, applications (and speed) 
  fixed devices may acquire “app” model 

  task-focused, rather than file-focused 
  defined interfaces  easier to secure 

  reliability & predictability 

  Different 
  user interaction 

  secondary attention 
  context and sensing 
  disruption tolerant 
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What if? 

  In a subway tunnel 
I want to read 

WSJ, but no 
connection.  

I want to read 
NY times, but 

no 
connection.  

I want to send 
email to my 
boss, but no 
connection.  
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Disruption-tolerant networking 

We have a 
connection. We 

only have 20 
seconds to 

download the 
webpage. Hurry up. 

Oops! I 
missed 

the 
chance. I 
will send 
my email 
next stop 
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Opportunistic Networks 

In the absence of the 
Internet, nodes can 
for an ad-hoc 802.11 
wireless network and 
exchange data 

Internet 
Tampere 2010 



7DS 

  Application suite: 
allows users to 
exchange data in 
disconnected 
networks 
  Distributed query 

and search 
  Mail Transfer Agent 

(MTA) 
  Automatic file 

synchronization 
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Web Delivery Model 

Tampere 2010 

  7DS core functionality: Emulation of web content access 
and e-mail delivery 



Search Engine 

  Provides ability to query self 
for results 

  Searches the cache index 
using Swish-e library 

  Presents results in any of 
three formats: HTML, XML 
and plain text 

  Similar in concept to 
Google Desktop 
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Email exchange 
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7DS architecture 

Graphical 
 user  

interface 

Mail  
Transport  

Agent 

Bulletin 
Board 

Localized 
data search 

Web 
server 

Proxy  
server 

Caching Logging Configuration 

Data  
structures 

Service  
discovery 

File 
synchronization 

Components 

Support 
services 

APIs 

Searching 
(swish-e) 

Database 
(sqlite) XML Parsing 
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BonAHA service model 

  Found a need for 
application 
framework for 
opportunistic 
networks: BonAHA 

  Responds to events 
on network 
  serviceUpdated() 
  serviceExited() 

  Access node 
properties 
  node.get() 
  node.set() 

Node 2 

Node 1 

key21 = value21 
key22 = value22 
key23 = value23 
key24 = value24 

key11 = value11 
key12 = value12 
key13 = value13 
key14 = value14 

[2] node1.get(key13) 

[1] node1.register() 

[3] data = 
      node1.fileGet( 
        value13); 
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Applications: Bulletin Board System 

  Can create and share 
posts 
  Other users can 

browse your posts 

  Similar to a real-world 
paper bulletin board 

  Create and share 
information in 
opportunistic networks 

  iPhone platform 



  Public transportation (bus-stop) model 

  Deterministic knowledge (temporal and spatial information) 
  Location of next bus stations (stops) 
  Expected next opportunity: (calculated by average speed of 

the bus) 

Bus model 

Manhattan 
49th St, 6th Ave.  

Bus station 
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Bus measurement 
  Measurement of bus dwell time (stop time) and travel time 

in Manhattan 
  2:30 PM – 3:30 PM, Jan, 2010  

  116st, Broadway – 42st, 1 Ave 

  Average bus dwell time is 26 sec; average bus travel time is 65.4 
sec 
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TCP goodput via IEEE 802.11g 
  TCP-upload only 

  Total network connection time: 25 sec 

  Bus dwell time: 11 sec 

  TCP-two-way (upload and download) 

  Total network connection time: 46 sec 

  Bus dwell time: 26.7 sec 
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Challenge 
Programmability 
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Usage transition 
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Limited personal 
communication 
• email 
• static information retrieval 

(ftp  web) 
• phone 
• 3 core applications 

Content-based 
• large-scale distribution of 

popular content 
(entertainment video) 

Personalized content 
and computation 
• social networks 
• context-based 

information 
• millions of tiny apps 



Two worlds 

10+ interfaces 
0 GB disk 
1 low-end processor 

1 interface 
TB disk 
1-32 multi-core processors 
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Software: from floppy to 
autonomous 
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NetServ overview 

Modularization 
 Building Blocks 
 Service Modules 
Virtual services framework 
 Security 
 Portability 
NSF FIND four-year project 
 Columbia University 
 Bell Labs 
 Deutsche Telekom 
 DOCOMO Euro-Labs 

Extensible architecture for core network services 
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Network node example 

PIC 
P
E 

PIC 

storage & 
computatio

n 

multiple computation 
& storage providers 

data center or 
POP 

RE 
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Different from active networks? 

  Active networks 
  Packet contains executable code or pre-installed capsules 

  Can modify router states and behavior 
  Mostly stateless 

  Not successful 
  Per-packet processing too expensive 
  Security concerns 
  No compelling killer app to warrant such a big shift 

  Notable work: ANTS, Janos, Switchware 

  NetServ 
  Virtualized services on current, passive networks 

  Service invocation is signaling driven, not packet driven 
  Some flows & packets, not all of them 
  Emphasis on storage 

  Service modules are stand-alone, addressable entities 
  Separate from packet forwarding plane 
  Extensible plug-in architecture 
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How about GENI? 

  GENI = global-scale test bed for networking 
research 
  parallel experiments in VMs 

   long-term, “heavy” services 

  We’ll be demonstrating use of NetServ on GENI 
this June during GEC8 
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Service modules 

  Full-fledged service implementations 
  Use building blocks and other service modules 
  Can be implemented across multiple nodes 
  Invoked by applications 

  Examples: 
  Routing-related services 

  Multicast, anycast, QoS-based routing 
  Monitoring services 

  Link & system status, network topology 
  Identity services 

  Naming, security 
  Traffic engineering services 

  CDN, redundancy elimination, p2p network support 
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Deployment scenarios 

  Three actors 
  Content publisher (e.g. youtube.com) 
  Service provider (e.g. ISP) 
  End user 

  Model 1: Publisher-initiated deployment 
  Publisher rents router space from providers (or end users) 

  Model 2: Provider-initiated deployment 
  Publisher writes NetServ module 
  Provider sees lots of traffic, fetches and installs module 
  Predetermined module location (similar to robots.txt) 

  Model 3: User-initiated deployment 
  User installs NetServ module to own home router or PC 
  or on willing routers along the data path 
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Where does code run? 

  All (or some?) nodes in a network 
  AS, enterprise LAN 

  Some or all nodes along path 
  data path from source to destination 

  Selected nodes by property 
  e.g., one in each AS 
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How does code get into nodes? 

All nodes in 
(enterprise) 

network 

gossip 
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OSGi 

  Architecture 
  Bundles: JAR files with manifest 
  Services: Connects bundles 
  Services Registry: Management  

of services 
  Modules: Import/export interfaces  

for bundles 

  Possible to “wrap” existing Java apps and JARs 
  Add additional manifest info to create OSGi bundle 
  E.g.: Jetty web server now ships with OSGi manifest; now 

extensively used with OSGi containers and custom bundles 
  For NetServ, we created a OSGi bundle for the Muffin HTTP 

proxy server 

Image credit: Wikipedia 

Tampere 2010 



Kernel-mode Click 

/dev/fromclick1…N /dev/toclick1…N 

OpenVZ container 

OSGi, Java 2 Security 
Building Blocks 

Service modules for 
user #2 

OpenVZ container 

OSGi, Java 2 Security 
Building Blocks 

Service modules for 
user #1 

OpenVZ container 

OSGi, Java 2 Security 
Building Blocks 

Service modules for 
anonymous users 

… 

… … 

Flow-based multiplexing 
layer 

NetServ Controller Daemon 
• Start & stop NetServ Service Container 
• Module install & removal 

Signaling Signaling 

NetServ Packet 
Filter 

Other Click 
elements 

NetServ Packet 
Injector 

Other Click 
elements 

ToDevice 
element 

PollDevice 
element 

Current architecture 
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End user 

NetServ 
router 

NetServ 
router 

Regular 
router 

Regular 
router 

Content 
provider 

(1) User requests http://youtube.com/
getvideo?id=foo 

(2) YouTube sends video 
file 

(4) NetServ-enabled routers download the module 

(3) YouTube sends on-path signal to deploy MicroCDN 
module 

(5) NetServ routers notify that the module is 
active 

(6) Another user requests http://youtube.com/getvideo?id=foo 

(7) YouTube redirects user to nearest NetServ node running 
MicroCDN 

(8) User requests http://netserv1.verizon.com/youtube/foo.flv 

(9) NetServ router relays the video content, while fetching the file and 
caching it 

N N 

Tampere 2010 



SECE: Sense Everything, Control Everything 

  SECE allows users to create services that 
combine  
   communication  
   calendaring 
   location  
   devices in the physical world 

  SECE is an event-driven system  
  that uses a high-level language  
  to trigger action scripts, written in Tcl. 

context 
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SECE: Examples of rules 

every sunset { 
 homelights on; 

} 

every week on WE at 6:00 PM{ 
 email irt_list “Pizza talk at 6:00 PM today.”; 

}  

if my stock.google > 14 { 
 sms me "google stock:"+[stock google]; 

} 
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SECE:  Event-triggered actions 

 Presence updates 
 Incoming calls 
 Email 
 Calendar entries 
 Sensor inputs 
 Location updates  

 Controlling the delivery of email 
 Routing phone calls 
 Updating social network status 
 Controlling actuators such as lights 
 Reminders (email, voice call, SMS) 
 Interacting with Internet services 
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SECE: The glue for Internet applications  

SEC
E 

PUBLISH 
PIDF-LO 

SUB/NOT 
PIDF-LO, 
RPID, 
others 

geocoding 
travel time 

next appt. 

GW 

control appliances 

update SNs, SMS, email 

B2BUA 

call state 

Alice  a@b.com, 
 +1 212 555 1234 

RFID GW 

monitor energy 
usage 

GW Call events, VM, SMS 
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Towards a future Internet 
  Long-term constant = service model 

  equivalent of railroad track & road width 

  Identify core Internet functions we need 

  routing 

  packet scheduling 

  congestion control 

  name lookup 

  path state establishment 

  … 

  Learn from history 

  why didn’t these get done “right”? 

  which functions should be done as application 

  Need engineering principles 

  Requirement list doesn’t help 
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Conclusion 
  Abandon notion of a clean-slate next-generation Internet 

  that magically fixes all of our problems 

  Need for good engineering solutions 
  with user needs, not (just) vendor needs 

  Research driven by real, not imagined, problems 
  factor 10 problems: reliability & OpEx 
  more reliability and usability, less sensor networks 

  Build a 5-nines network out of unreliable components 

  Make network disruptions less visible 

  Transition to “self-service” networks 
  support non-technical users, not just NOCs running HP 

OpenView or Tivoli 
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