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VolP and |EEE 802.11

Architecture “""’!}
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VolP and |EEE 802.11

Problems

Support for real-time Unfair resource
Mmultimedia distribution between

uplink and downlink

alelglelo)ji Call Admission control

waglelglelelji Difficult to predict the
Scanning delay impact of new calls

Authentication

802.11i, WPA, WEP Wireless coverage

L3 handoff both 802.11 and cellular

Subnet change coverage has holes
detection

IP address acquisition
time

SIP session update
SIP re-INVITE
Low capacity
Large overhead
Limited bandwidth




VolP and |EEE 802.11

Solutions

i using Computation of
Support for real OOl

fime multimedio Transmissions (QP-CAT)

Handoff Signaling hand-off
Fast L2 handoff GSM + SIP
Fast L3 handoff
Passive DAD (pDAD)
Cooperative Roaming
(CR)
Low capacity
Dynamic PCF (DPCEF)

Adaptive Priority
Control (APC)

Call admission
control

Queue size Prediction




Reducing MAC Layer Handoff in
|[EEE 802.11 Networks

nitor channel quality;
f (channel quality degra
/* Based on stored info
choose '‘begt’’ AP;
disassociate with curre

i chanae channels;
MAC LAYER AND IP LAYER HANDOVER th new A

Delta channel MAC layer Hanpey AP;
latency (ms

0 12.097

1 17.071

2 22.170

3 27.465
4
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Layer 2 Handoft

APs available
Mobile Node on all channels

Probe Request (broadcast)
)

Probe Response(s)

R
——

Discovery Phase

Probe Delay

Authentication Request

Open Authentication Delay Authentication Response

Association Request Authentication Phase

Open Association Delay Association Response




Fast Layer 2 Handoff

Overview

Problems
Handoff latency is too big for VolIP
Seamless VoIP requires less than 20ms latency
Handoff delay is from 200ms to 400ms

The biggest component of handoff latency is probing
(over 90%)

= Solutions
= Selective scanning
= Caching




Fast Layer 2 Handoft

Selective Scanning

* In most of the environments (802.11b & 802.11g),
only channel 1, 6, 11 are used for APs

* Two APs that have the same channel are not
adjacent (Co-Channel interference)

Scan 1, 6, 11 first and give lower priority to other
channels that are currently used




Fast Layer 2 Handoff

Caching

Background
Spatial locality (Office, school, campus...)

Algorithm

After scanning, store the candidate AP info info cache
(key=current AP).

Use the AP info in cache for association without
scanning when handoff happens.

Key AP1 AP2
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Fast Layer 2 Handoff

Measurement Results — Handoff time

—&— Original Handoff

Handoff Time +§|§%vge Scanning

A
P

NN A
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Fast Layer 2 Handoff

Conclusions

Fast MAC layer handoff using selective scanning and
caching

Selective scanning : 100-130 ms
Caching : 3-5 ms

Low power consumption (PDAS)

Don’t need to modify AP, infrastructure,
or standard. Just need to modify the
wireless card driver!




Layer 3 Handoff




L3 Haondoft

Moftivation

Problem

* When performing a L3 handoff, acquiring a new IP
address using DHCP takes on the order of one second

||‘ The L3 handoff delay too big for real-time
multimedia sessions

= Solution
= Fast L3 handoff

= Passive Duplicate Address Detection (pDAD)




Fast L3 Handoff

Overview
YN DHCP Server

L2 Handoff
Complete

DHCP DISCOVER

DHCP OFFER

CP REQUEST

DHCP ACK

v \4

We optimize the layer 3 handoff time
as follows:

* Subnet discover
* [P address acquisition




Fast Layer 3 Handoff

Subnet Discovery (1/2)

Current solutions

* Router advertisements
Usually with a frequency on the order of several minutes

* DNA working group (IETF)
Detecting network attachments in IPvé networks only

No solution in IPv4 networks for detecting a
subnet change in a timely manner




Fast Layer 3 Handoff

Subnet Discovery (2/2)

Qur approach

After performing a L2 handoff, send a bogus
DHCP_REQUEST (using loopback address)

DHCP server responds with a DHCP_NAK
which is relayed by the relay agent

From the NAK we can exiract subnet
information such as default router IP address
(IP address of the relay agent)

The client saves the default router IP address in
cache

If old AP and new AP have different default
router, the subnet has changed




Fast Layer 3 Handoff

Fast Address Acquisition

IP address acquisition
This is the most time consuming part of the L3
handoff process > DAD takes most of the time
We optimize the IP address acquisition tfime as
follows:

Checking DHCP client lease file for a valid IP

Temporary IP (YLease miss”) = The client “picks” a candidate
IP using particular heuristics

SIP re-INVITE = The CN will update its session with the TEMP_IP

Normal DHCP procedure to acquire the final IP
SIP re-INVITE - The CN will update its session with the final IP

While acquiring a new IP address via DHCP, we do not have any
disruption regardless of how long the DHCP procedure will be.
We can use the TEMP_IP as a valid IP for that subnet until the DHCP

procedure ends.




Fast Layer 3 Handoff

TEMP_IP Selection

Roaming to a new subnet

Select random IP address starfing from the router’s IP
address (first in the pool). MN sends 10 ARP requests
starting from the random IP selected before.

Roaming to a known subnet (expired lease)

MN starts to send ARP requests to 10 IP addresses in
parallel, starting from the IP it last used in that subnet.

= Critical factor: time to wait for an ARP response.
= Too small = higher probability for a duplicate IP
= Too big = increases total handoff time

= TEMP_IP: for ongoing sessions only
= Only MN and CN are aware of the TEMP_IP




Fast Layer 3 Handoff

Measurement Results (1/2)
MN DHCPd Router CN

L2 handoff
complete

DHCP Regq.

Detecting
P 22 ms subnet change
ARP Req.

\

e 138 ms
aiting time > IP acquisition

4 ms

Processing

4 ms overhead

SiP INVITE

SIP OK 29 ms SIP signaling

packets (TEMP_IP)

SIP ACK




Fast Layer 3 Handoft

Measurement Results (2/2)

ComSoc DLT June 2009

Scenario 1

*

The MN enters in a
new subnet for the
first time ever

Scenario 2

X

The MN enters in @
new subnet it has
been before and it
has an expired
lease for that
subnet

Scenario 3

*

The MN enters in @
new subnet it has
been before and
still has a valid
lease for that
subnet




Fast Layer 3 Handoff

Conclusions

Modifications in client side only (requirement)

Forced us to infroduce some limitations in our approach
Works foday, in any network

Much faster than DHCP although not always fast
enough for real-time media (scenarios 1 and 2)

Scenario 3 obvious but ... Windows XP
= ARP timeout > critical factor - SIP presence

= SIP presence approach (Network support)

= Other stations in the new subnet can send ARP requests on
behalf of the MN and see if an IP address is used or not. The

MN can wait for an ARP response as long as needed since it
is still in the old subnet.




Passive DAD

Overview

DHCP server Address Usage Collector (AUC)
J IP MAC Expire ClientID MAC

TCP Connection P1 MACT 570 DUID1 MACH1
P2 MAC2 580 DUID2 MAC2
Flag | IP |ClientID 3] P8 MAC3 590 DUID3 MAC3

. LI

dCas

AUC builds pair table (DHCP traffic only)
AUC builds pair table (broadcast and ARP traffic)
The AUC sends a packet to the DHCP server when:

* a IP:MAC is added to the table

* a potential has been detected

* a potential has been detected

DHCP server checks if the pair is correct or not and it records
the IP address as . (DHCP has the decision!)




Passive DAD

Traffic load — AUC and DHCP
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Passive DAD

Packets/sec received by DHCP

1 | 1
15 20 25
Number of packets




Passive DAD

Conclusions

PDAD is performed during IP address
acquisition

Low delay for mobile devices
Much more reliable than current DAD

Current DAD is based on ICMP echo request/response

not adequate for real-time traffic (seconds - too slowl)

most firewalls foday block incoming echo requests by
default

A duplicate address can be discovered in

and not only if a station requests that particular IP
address

A duplicate address can be resolved (i.e.
FORCE_RENEW)

Intrusion detection ...
Unauthorized IPs are easily detected




Cooperation Between
Stations In Wireless Networks




Cooperative Roaming

Goals and Solution

Fast handoff for real-time multimedia in network
Different administrative domains
Various authentication mechanisms
No changes to protocol and infrastructure

Fast handoff at  the layers relevant to mobility
Link layer
Network layer
Application layer

New protocol > Cooperative Roaming

Complete solution to mobility for traffic in wireless
networks

Working implementation available




Cooperative Roaming
Why Cooperation ¢

Same fasks

* La i a| N
b S LCIy

v AUt = Same goals

% MUl D) = Low latency

5E5S = G QoS

s S¢ = Load balancing

= Admission and
congestion control

Service discovery

ComSoc DLT June
2009




Cooperative Roaming

Overview

tions can oe?ra’re nd sh
ormopon apbout The network opology
serwces

v' Stations can cQo er te and help each other
|Sn chJmmon To%s%uc as IP ochrpess
acquisition

OCESS %
on mCIIﬂTCIIﬂIﬂg privacy

v S’r ons.can he ég;{eac:h other durln ’rhe
|

en’nc ron
Cil’nve wﬁorm

SEeCuUIrl

tations also cooperate for application-
oyer mo%cmy and |OO% bc]\tcjnc{ngfp




Cooperative Roaming
Layer 2 Cooperation
R-MN Stations

ET_INFO_REQ

NET_INFO_RE

—

Random waiting time

* Stations will not send the same information and will not send
all at the same time

The information exchanged in the NET_INFO mulficast

- _




Cooperative Roaming

Layer 3 Cooperation

Subnet detection

* Information exchanged in NET_INFO frames
(Subnet ID)

IP address acquisition time

* Other stations (STAs) can cooperate with us and
acquire a new IP address for the new subnet on

our behalf while we are still in the subnet

- Not delay sensitive!




Cooperative Roaming

Cooperative Authentication (1/2)

Coogeroﬂ,on iINn the authentication process itself
IS NOt possible as sensitive information such as

certificates and keys are exchanged.

STAs can still cooperate in a mobile scenario to
achieve a seamless L2 and L3 handoff

of ’rge particular authentication mechanism
used.

In IEEE 802.11 networks the medium is “shared”.

Each STA can hear the traffic of other STAs if on the same
channel.

Packets sent by the non-authenticated STA will be
dropped by the infrastructure but will be heard by the
other STAs on the same channel/AP.




Cooperative Roaming

Cooperative Authentication (2/2)

packets 802.11i

| J:jd authentication
relayed data packets

One selected STA (RN) can relay packets to and
from the R-MN for the amount of time required by
the R-MN to complete the authentication process.




Cooperative Roaming

ANMeanciiramaent Paciiltc (1 /9)

Handoff without authentication

O L2
OL3
B Total

IEEE 802.11 Handoff
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Cooperative Roaming

Handoff with authentication (IEEE 802.11i)

oL2
mL3
] Total

10 114

214

EAP-TLS (1024)

EAP-TLS (2048)

PEAP/MSCHAPV2
(1024)

CR




Cooperative Roaming

Application Layer Handoff - problems

SIP handshake

INVITE = 200 OK > ACK
(Few hundred milliseconds)

User’s direction (next AP/subnet)
Not known before a L2 handoff
MN not moving after all



Cooperative Roaming

Application Layer Handoff - solution

MN builds CI/IST of {RNs, IP addresses}, one per each possible
next su

RFC 3388

Send same media stream to multiple clients
All clients have to support the same codec

Update multimedia session
Before L2 handoff

IL\JAS%%OOS;&GWI eﬂLT?Dcl?chllQSNI%IEHE%g%SOnd to MN (af the same time)
RNs do not play such streams (virtually support any codec)

After L2 handoff
Tell CN which RN to use, if any (re-INVITE)

After successful L2 authentication ftell CN to send directly without an
Al (reLva %s)u U icati | y withou y

No buffering necessary
Handoff time: 15ms (open), 21ms (802.11i)
Packet loss negligible




Cooperative Roaming
Other Applications

In a mulfi-domain environment Cooperative Roaming
CR) can help with choosing AP/domain according
O roaming agreements, billing, etc.

CR can help for admission control and load
balancing, by redirecting MNs to different APs and/or
different networks. (Based on real throughput)

CR can help in discovering services encr%/grion,
authentication, bit-rate, Bluetooth, UWB, 3G)

CR can provide adaptation to changes in the
network topology (common with IEEE 802.11h
equipment)

CR can help in the interaction between nodes in
infrastructure and ad-hoc/ networks




Cooperative Roaming

Conclusions

¢ Cooperation among stations allows seamless L2 and
L3 handoffs for real-time applications ( )

¢ Completely independent from the authentication
mechanism used

¢ It does not require any changes in either the
infrastructure or the protocol

¢ [t does require many STAs supporting the protocol
and a sufficient degree of mobility

¢ Suitable for indoor and outdoor environments

¢ Sharing information - Power efficient




Improving Capacity of VolIP in |IEEE
302.11 Networks using Dynamic
PCF (DPCF)

>ess when medium

DIFS Contention Window

Busy Medium Contention=Free Re

Contention=-Free Period
SIFS SIFS  PIFS SIFS

3+ack| [ D
DO 0
J ) 4
J =
No SIFS

response
to CFall

Defer Acces




CSMA/CA

DIFS

Dynamic PCF (DPCF)

MAC Profocol in IEEE 802.11

Distributed Coordination Function (DCEF)
* Default MAC protocol

| Contention Windovy

Next frame

<DIFS,
Busy Medium //'74)/0ff
L

Defer Access ' =Slot

= Point Coordination Function (PCF)
= Supports rudimentary QoS, not implemented

Contention Free Repetition Interval (Super Frame)

Contention Free Period (CFP)

| Contention Period (CP)

D

SIFS

SIFS SIFS  SIFS SIFS SIFS

DCF




Dynamic PCF (DPCF)

Problems of PCF

Waste of polls
* VolIP fraffic with silence suppression

Talking Period Mutual Silence Period Listening Period

»
< » €N

»

poll

B e e

Data Data Data
Wasted oIIs
* Synchronization between polls ond VoIP packets




Dynamic PCF (DPCF)

Overview

Classification of traffic
Real-time traffic (VolP) uses CFP, also CP
Best effort traffic uses only CP
Give higher priority to real-time traffic

Dynamic polling list
Store only “active” nodes

Dynamic CFP interval and More data field
Use the biggest packetization interval as a CFP interval

STAs set “Ymore data field” (a confrol field in MAC header)
of uplink VoIP packets when there are more than two
packets to send > AP polls the STA again

Solution to the various packetization intervals problem

Solution to the synchronization problem

Allow VoIP packets to be sent in CP only when there are
more than two VolIP packets in queue




Dynamic PCF (DPCF)

Simulation Results (1/2)
Capacity for VoIP in IEEE 802.11b
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Dynamic PCF (DPCF)

Simulation Results (2/2)
Delay and throughput of 28 VoIP traffic and data traffic

3000
544 8

3 FTP Throughput
[T \/oIP Throughput
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Balancing Uplink and Downlink Delay
of VoIP Traffic in 802.11 WLANSs
using Adaptive Priority Control (APC)




Adaptive Priority Control (APC)

Motivation

Big difference
—~—  Uplink (90th%tile) .
—=—  Downlink (90th%tile) be-l-we.en Upllnk Ond
Uplink (AVG) downlink delay when

Downlink (AVG channel is congested
AP has more datq,

but the same chance
to transmit them than
nodes

Solution?

= AP needs have higher
“ X = priority than nodes
> = What is the optimal
priority and how the

20 ms packetization interval (64kb/s) priority is ap Ii_ed to the
packet scheduling?

ComSoc DLT June 2009




Adaptive Priority Control (APC) overview

Number of packets in queue of AP

Optimal priority (P) = Qap/Qg7a®
|mple Average number of packets in queue of STAs
Adaptive to change of number of active STAs

Contention free transmission
Transmit P packets contention free

Precise priority control
P - Priority

Transmijtting frames contention free >
times higher priority than other STA

No overhead
Can be implemented with 802.11e CFB feature




Adaptive Priority Control (APC) simulation

Results

D
I Uplink (90th%tile) _
| Downlink (90th%t|Ie
~ Uplink (90th%tile)

- Downlink (90th%tile Upllnk (AVG)
Uplink (AVG)
Downlink (A

- ) DPDDJJ;D

Capﬁ\
) 31)) 32) 33l )_C)

25% Improvement $p30|ty

20 ms packetization interval (64kb/s)
ComSoc DLT June

2009







Admission Conftrol using QP-CAT

Intfroduction

QP-CAT

Metric: Queue size
of the AP

Strong correlation
between the queue

size of the AP and
delay

Correlation between queue size of the AP and delay
(Experimental results with 64kb/s VoIP calls)

=« Key idea: predict the queue size increase of the AP
due to new VOIP flows, by monitoring the current
packet transmissions




Packets fro
a virtual
new flow

QP-CAT

Basic flow of QP-CAT

channel

Additional transmission I
A
4 N

Actual packets

additional
packets

current
packets




QP-CAT

Computation of Additional Transmission

- Actual frames from existing VolP flows

r= .i Additionaly transmittable frames

channel

Clock starts

* Virtual Collision
* Deferrals of virtual packets

ComSoc DLT June 2009




QP-CAT

Simulation results

Predicted Queue size + Pre/(_\iictec: 8ueue size
Actual i ctual Queue size
ctual Queve size 18 calls (actual)

TR 7

16 calls + 1 virtual calf i
predicted by QP-CAT) 16 calls + 1 virtual call 17 calls + 1 virtual call
predicted by QP-CA, (predicted by QP-CAT)

£

17 calls + 1 virtual call
(predicted by QP-CAT)

Queue size

(]
N
@
()]
>
[
S
()

° 17 calls (actual)

16 calls (actual) 17 calls (actual)

. * ‘ ‘I - R % | ‘ _'uML"tL l:

40 60 80 100 120 140 160 180 20 4 60
Time (s)

VolIP traffic with 34kb/s 20ms Packetization Interval




QP-CAT

Experimental results

Predicted —+— Predicted ——
Actual - Actual ---%---

Queue size (number of frames
Queue size (number of frames)

L
15
Number of VoIP sources

lF‘redicted —
Actual —-x--- |

IF‘redicted —
Actual ---x---

@ 8
2 £
E 3
g =
5 o
] 3
2 £
g =1
2 £
- @
o N
N &
w

® g
=1 [
g G
¢}

L
13
Number of VoIP sources

13
Number of VolP sources

VolIP traffic with 64kb/s 20ms Packetization Interval




QP-CAT

Modification for IEEE 802.11e

QP-CATe
* QP-CAT with 802.11e
* Emulate the transmission during TXOP

TCP throughput ===
_ Actual
“Predicted with QP-CATe
Predicted with QP-CAT

Queue size (number of frames)
TCP throughput (kb/s)

14 15 16
Number of VolP sources




QP-CAT

Conclusions

What we have addressed

Fast handoff

Handoffs transparent to real-time traffic
Fairness between AP and STAS

Fully balanced uplink and downlink delay
Capacity improvement for VolIP traffic

A 32% improvement of the overall capacity
802.11 networks in congested environments

Inefficient algorithms in wireless card drivers
Call Admission Control

Accurate prediction of impacts of new VolIP calls

Other problems
Handoff between heterogeneous networks



Experimental Capacity
Measurement in the ORBIT
Testbed




Capacity Measurement
ORBIT test-bed

Open access research test-bed for next
generation wireless networks

WINLab in Rutgers University in NJ

ComSoc DLT]
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Capacity Measurement

Experimental Results - capacity of CBR VolP traffic

Std-Dev of 90th%tile end-to-end delay ——+—
Average of 90th%tile end-to-end delay ---x---
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Capacity Measurement

Experimental Results - Capacity of VBR VolP traffic

'Std-Dev of 90th%tile end-to-end delay ——
Average of 90th%tile end-to-end delay ---»---
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Capacity Measurement

Factors that affects the capacity

Auto Rate Fallback (ARF)
algorithms
13 calls (ARF)—> 15 calls
(No ARF)

Because reducing Tx rate
does not helpin
alleviating congestion

Preamble size

12 calls (long) = 15 calls
(short)
Short one is used in
wireless cards
Packet generation
intervals among VolP
sources

14 calls > 15 calls

_In simulation, random
intervals needs to be used

90th%tile End-to-end delay (ms)

14 calls ——

15 calls —sgx——-

*- K x.*_*_*__*_
- K- K- K- e e e “a--
1 e

SagmHem Koy _
Eolia S SRR (RS St TR
XK
\>¢‘_>1<
L
|

400 600 800 1000 1200
Transmission interval (us)

1400




Capacity Measurement

Other factors

Scanning APs

Nodes start 1o scan APs after experiencing
many frame losses

Probe request and response frames could
congest channels

Retry limit

Retry limit is not standardized and vendors
and’simulation tools use different values

Can affect retry rate and delay

Network buffer size in the AP

Bigger buffer 2 lower packet loss, but long
delay




|[EEE 802.11 Iin the Large: Observations at
an I[ETF Meeting




Observations at the IETF Meeting
Introduction

65™ |[ETF meeting
Dallas, TX (March 2006)

Hilton Anatole hotel 'ﬂ/\\/wz'

1,200 attendees .

Data collection
215" - 239 for three days

25GB data, 80 millions frames

Wireless network environment

ll\é\Tclj:ny hotel 802.11b APs, 21 additional APs in 802.11a/b by

The largest indoor wireless network measured so far

We observed:
Bad load balancing
Too many useless handoffs
Overhead of having too many APs




Observations at the |IETF Meeting

Load balancing

= Throughput per client

* No load balancing
feature was used

* Client distribution is
_ aone decided by the
T c|gfive proximity
I II from the APs
'l'!.'l_ . ¥ Big difference in
e throughput among

Average throughput per client channels
in 802.11a/b

ComSoc DLT June 2009




Observations at the |IETF Meeting

Load balancing

= Number of clients vs. Throughput

Throughput (KB/s)

w
a
o

* Clear correlation
pbetween the number
of clients and
throughput

n w
a1 o
o o

Throughput (KB/s)

—_
1o
o OO

The number of clients
can be used for load
balancing with low
complexity of
implementation, in
large scale wireless
networks




Observations at the IETF Meeting Handoff
behavior

Too many handoffs
are performed due
to congestion

* Distribution of session

time : time (x) between
handoffs

O<x<1min:23%
1< x<5min:33%

* Handoff related frames
took 10% of total frames.

)
b=
4]
k=4
c
©
<
-
o
=
@
-}
£
3
z

Too many inefficient
handoffs

* Handoff to the same

channel : The number of handoff per hour
* Handoff to the same

NE in each IETF session

ComSoc DLT June
2009




Observations at the IETF Meeting
Overhead of having multiple APs

Overhead from replicated mulficast and broadcast
frames

All broadcast and multicast frames are replicated by all APs
- increase fraffic

DHCP request (broadcast) frames are replicated and sent
back to each channel

Multicast and broodﬁus’r frames: 10%

&5
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Sl’re Survey — Columblo University
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Site Survey — Columbia University

Found a total of 668 APs
338 open APs (49%)
350 secure APs (51%)
Best signal: -54 dBm
Worst signal: -98 dBm

Found 365 unique wireless networks
“private’” wireless networks (single AP): 340
“public” networks (not necessarily open): 25

Columbia University: 143 APs
PUbWiFi (Teachers College): 33 APs
COWSECURE: 12 APs

Columbia University — Law: 11 APs
Barnard College: 10 APs




Experiment 1

Experimental setup

Client

Surrounding APs Surrounding APs




*Throughput and retry rate with
*Throughput and retry rate with
interference on channel 1

no interference
- Same for any channel
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hannels

* Throughput and retry rate with

* Throughput and retry rate with
interference on channel 8

interference on channel 4
—> Better than channel 6
- Better than channel 6
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Experiment 2

Experimental setup

ORBIT wireless test-bed
* Grid of 20x20 wireless nodes

* Used only maximum bit-rate of 11 Mb/s (no ARF)
* G.711 CBR

* Number of clients always exceeding the network

capacity (CBR @ 11Mb/s - 10 concurrent calls)




Non-overlapping channels

Experiment Experiment

* AP1 and AP2 use channel 1

* 43 clients




Overlapping channels

* AP1: channel 1
* AP2: channel 4

* 67 clients

* AP1 and AP2 use ch. 4

* 67 clients




Results

When using two APs on the same channel
Throughput decreases drastically
Physical-error rate and retry rate increase

Using two APs on two overlapping channels
performs much better than using the same non-
overlapping channel

Do not deploy multiple APs on the same non-
overlapping channels

USE OVERLAPPING CHANNELS!




Channel selection algorithm

Using overlapping channels does not
reduce performance

Use at least channels 1, 4, 8 and 11

Do not deploy multiple APs on the same
non-overlapping channels

Using two APs on the same channel worse
than using a single AP!

Just increasing the number of APs does not help

Impact on automated channel assignment
mechanisms
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Experimental Setup

T1 Line

Cell-phone Tower | ISDN Gateway/SIP Conference
N Server/SIP Proxy Server

WiFi Network

\ User B 3
Adual-mode handset)

* Dual-mode handset
 |IP interface: X-Lite client
* GSM interface: Nokia cellphone




Experiments
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* Call set-up delay for B >A is higher because of DTMF: ~15 s
** Call set-up delay forB > A: ~6.9 s




Conclusions

VoIP requires mulfi-faceted re-engineering
of 802.11

Hand-off

focused on local, client-based approaches

need systematic comparison with infrastructure
approaches

pro-active probably most promising
needs discovery, L3 remoting of AA operations

QOS

About 20% utilization - but most WLANSs will carry
mixed fraffic

Admission control remains challenging - need NSIS or
similar




More Information & papers

o http://www.cs.columbia.edu/IRT/wireless
* http://www.cs.columbia.edu/~andreaf
* http://www.cs.columbia.edu/~ss202




