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ABSTRACT(
The session initiation protocol (SIP) is constantly gaining in popularity and acceptance as the signaling protocol for next generation multimedia communication. While current networks are still mostly based on IPv4, IPv6 is being proposed for next generation networks. This paper describes the benefits of using IPv6 for SIP and presents approaches for establishing SIP based communication in heterogeneous environments.

1 Introduction

Due to the limitations of the current version of the Internet protocol (IPv4) extensive research and standardization work has been done in developing a new protocol, namely IPv6[1]. 

While IPv6 is considered as the core protocol for next generation networks, the session initiation protocol (SIP)[2] designed within the IETF is being hailed as the core protocol for multimedia communication in next generation networks.  In the work presented here, we describe the benefits of using IPv6 with SIP and an approach for using SIP in heterogeneous networks consisting of IPv4 and IPv6 islands.

In Sec. 2 we give a brief overview of SIP. Sec. 3 describes some of the benefits of using IPv6 with SIP. General transition mechanisms for integrating IPv4 and IPv6 networks are described in Sec. 4. In Sec. 5, we briefly describe the SIP Express platform
 and present our solution for providing SIP services in heterogeneous networks. 

2 Overview of SIP

The most important SIP operation is that of inviting new participants to a call. To achieve this functionality we can distinguish different SIP entities: 

· Proxy: A proxy server receives a request and then forwards it towards the current location of the callee -either directly to the callee or to another server that might be better informed about the actual location of the callee.

· Redirect: A redirect server receives a request and informs the caller about the next hop server. The caller then contacts the next hop server directly.

· User Agent: A logical entity in the terminal equipment that can act as both a user agent client and user agent server. 

· User Agent Client: This client resides on the host where the caller is located. It is capable of initiating outgoing calls according to the users actions. 

· User Agent Server: This server resides on the host where the callee is located. It is capable of querying the user about what to do with the incoming call, i.e., accept, reject or forward and sending the response back to the caller.

· Registrar: To assist SIP entities in locating the requested communication partners SIP supports a further server type called register server. The register server is mainly thought to be a database containing locations as well as user preferences as indicated by the user agents.

· Back-to-Back User Agent (B2BUA): This is an entity that acts as a server on the one side and terminates incoming requests and as a client on the other side by reissuing the receiver requests. Such entities are often useful when a provider needs to maintain session information or wants to manipulate some of the contents of the SIP messages.  

In SIP, a user is identified through a SIP URI in the form of user@doamin. This address can be resolved to a SIP proxy that is responsible for the user’s domain. To identify the actual location of the user in terms of an IP address, the user needs to register his IP address at the SIP registrar responsible for his domain. Thereby when inviting a user, the caller sends his invitation to the SIP proxy responsible for the user’s domain, which checks in the registrar’s database the location of the user and forwards the invitation to the callee. The callee can either accept or reject the invitation. The session initiation is then finalized by having the caller acknowledging the reception of the callee’s answer. During this message exchange, the caller and callee exchange the addresses at which they would like to receive the media and what kind of media they can accept. After finishing the session establishment, the end systems can exchange data directly without the involvement of the SIP proxy. 

In terms of transport requirements SIP is theoretically capably of transparently running over IPv4, IPv6 or even native ATM for example. To support IPv6, SIP user agents and proxies need to be able to parse the numerical representation of IPv6 addresses. Further, they need to correctly interpret AAAA[3] records resulting from DNS queries.
3 Benefits of IPv6 for SIP

The most obvious reason for using IPv6 with SIP is naturally the huge amount of available addresses. This is especially important when considering 3G architectures with millions of SIP based mobile phones all requiring their own IP addresses. But phones are not the only IP capable devices from the SIP point of view. Internet-capable gaming stations or even appliances are also thought to be triggered by SIP. However, besides this obvious reason, IPv6 provides SIP with a row of other advantages especially in the area of dynamically configuring the end systems and load balancing.  

· Dynamic Configuration: When starting a SIP user agent in some network, the UA needs to establish a new IP address besides some SIP specific parameters such as the address of an outbound proxy, a registrar and home domain name. As such information might change depending on the location of the UA, that is which network it is currently in, the setting of this information needs to be realized dynamically. The dynamic configuration capabilities of IPv6 can be very helpful in such a situation resulting in simpler configuration of user agents in a standardized manner.

· Anycast: For a user agent to start a communication session it might need to send all its SIP messages to a registrar or an outbound SIP proxy which might be responsible for the authentication of the user or controlling a firewall. Finding out the location of this registrar or outbound proxy might be statically configured in the user agents. A more flexible solution is to have all proxies with similar functionalities under the same anycast address. In this scenario the messages will get directed to the closest entity. For example if for load balancing reasons more than one registrar exist, a UA might send its registration to the general address of the registrars and the registration gets to the closest one to him.  

4 Communication in Heterogeneous IP Environments

Due to the tremendous technological and administrative effort required on behalf of the users, system administrators and service provides in order to reconfigure end devices, routers and servers from IPv4 to IPv6, the transition to IPv6 networks will be done gradually[4]. As major transition mechanisms we can distinguish different approaches:

· Dual stacks: This presumes support for both IPv6 and IPv4 at the same time. That is, the networks run both IPv4 and IPv6 routing protocols and the end systems are capable of sending and receiving IPv4 and IPv6 data packets and possess both an IPv4 and an IPv6 address. In case a data packet with an IPv4 address is received, the end system replies with packets carrying its IPv4 address. Sending data to another host is done in a similar manner. If a DNS query resulted in an AAAA record then the IPv6 address is used. While this is a simple transition mechanism it requires providing IPv4 addresses to all end systems, which negates the major advantage of IPv6
. Further, it complicates the network architecture, as it requires managing both IPv4 and IPv6 routing protocols.

· Tunneling: With this approach IPv6 islands are connected through tunnels established over IPv4 networks. Both ends of the tunnel act as dual stack routers connected to both IPv6 and IPv4 networks. IPv6 packets arriving at one end of the tunnel are encapsulated in an IPv4 packet and sent over the IPv4 network. At the other end of the tunnel, the packets are decapsulated and sent as IPv6 packets to their final destination. While simple to deploy in restricted areas, managing a large number of tunnels becomes complicated. 
· Protocol Translators (NATPT): With this approach a gateway is placed between IPv4 and IPv6 networks. These gateways act similar to network address translators[5]. That is, such a gateway manages a pool of IPv4 an IPv6 addresses. After receiving a packet from one interface –e.g., IPv4- the source destination is replaced with one of the gateways addresses –e.g., IPv6- and vice versa. This approach has the advantage that end devices and networks need only to run either IPv4 or IPv6. However, this approach breaks the end-to-end transparency of the Internet and is accompanied by similar problems as introduced by NATs[6]. That is, besides translating the IP headers special attention needs to be paid to protocols such as SIP and FTP, which carry addressing information in the protocol messages themselves.    

5 The SIP Express Platform

Based on the latest standards, the SIP Express platform includes support for registrar, proxy and redirect mode. Further it acts as an application server with support for CPL[7], instant messaging and presence (IM&P) including a SMS gateway, a call control policy language, call number translation, private dial plans and accounting, authorization and authentication (AAA) services. The SIP Express platform runs on Sun/Solaris, PC/Linux, IPAQ/Linux platforms and supports both IPv4 and IPv6. 

5.1 SIP in Heterogeneous Environment

As an integration mechanisms for enabling the communication between an IPv4 only capable device and an IPv6 only capable device we chose the protocol translator approach. This allows for simple end devices and networks that only need to support one of the IP versions.
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Figure 1 SIP gateway for heterogeneous environments

This protocol translator called the SIP Protocol Gateway (PGW) is intended to be located on the borderline between pure IPv6 and pure IPv4 clients. It runs on a dual-stack machine to be able to speak and listen to both protocol-families. It can be considered as a proxy, which modifies the SIP messages sent by an IPv4/IPv6 host to be understood by an IPv6/IPv4 host. 

The SIP-PGW, see Figure 1, consists of three components: 

· Mini-SIP-proxy (MSP): The mini-SIP-proxy (MSP) receives SIP messages, modifies them, installs UDP mappings for RTP communication and forwards the SIP messages to another proxy. In our design, the MSP must have two outbound proxies: one for IPv4 and one for IPv6 targets, as it does not route requests itself. If a SIP request message is received by an IPv4 interface, it is sent out to the IPv6 proxy and vice versa. SIP response messages are routed by their second VIA header. Only the following parts of a SIP message are modified:

1. Contact header: This is modified by replacing the original contact header with the URI of the SIP-PGW with an additional parameter reflecting the original contact address (“real_uri” parameter). A peer that sends subsequent requests (e. g., BYE) must send them to this modified contact header, i.e., the SIP-PGW with the real_uri-parameter.

2. Request URI: This is modified only if the Request URI has a real_uri-parameter. It is then replaced by the original URI represented by the real_uri.

3. SDP-headers: Located in the body:  

· originator (o=) 

· contact (c=)

· media description (m=)

They hold IP-Addresses or ports and must be modified to match the target protocol family. The addresses included in the SDP part are allocated by sending a mapping request to the UFWDD.

4. Content-length: When the body (SDP) is modified, the content length needs to be recalculated.

5. VIA: A VIA header is inserted in request messages and removed from response messages.

· UDP-forwarding-daemon (UFWDD): This entity manages the IPv4 and IPv6 address spaces of the gateway and acts as a network address translator. Packets received on the IPv4/IPv6 side are sent to an IPv6/IPv4 host using a sending address and port number allocated from the IPv6/IPv4 address and port space of the gateway. It accepts map-requests at a local UDP port in the following form:

MAP 0.0.0.0:0 0.0.0.0:0 [::]:0 [3ffe:2ff:1be0:270:3c0e:1bef:09ce:86ab]:10002 2

There are 5 parameters: source-address/port, input-address/port, output-address/port, target-address/port and number of adjacent ports. The UFWDD will answer to the source of the map-request with a “MAPPED” answer:

MAPPED 0.0.0.0:0 130.149.31.61:4900 [3ffe:3ff:1be0:270:18e0:6548:aebc:1f]:4902 [3ffe:2ff:1be0:270:3c0e:1bef:09ce:86ab]:10002 2

In the example this means that the UFWDD will send packets received at 130.149.31.61:4900, which is its own IPv4-address/port, to the IPv6-target [3ffe:2ff:1be0:270:3c0e:1bef:09ce:86ab]:10002 using its IPv6-output address/port [3ffe:3ff:1be0:270:18e0:6548:aebc:1f]:4902 and ignore the source address/port as requested.

To enable the target to reply to a received packet, a reverse mapping is implicitly installed. So packets received from the target address at the output address will be sent to the source address using the input address/port. As the source address is unknown until the first packet is received the reverse-mapping can only be installed after receiving the first packet from a source.

· Control Protocol: For requesting the allocation of addresses and mapping between the protocol families, both the MSP and UFWDD communicate via UDP messages. This also allows both components to reside on different machines. This is done in a similar fashion to the middlebox architecture of the IETF[8].

Besides the gateway, Figure 1 shows two SIP proxies. Each proxy represents the SIP provider in one side of the heterogenous network. That is for the example of a SIP provider such as iptel.org, requests originating from the IPv4/IPv6 network and  destined for subscribers of iptel.org would be directed to the iptel.org proxy located in the IPv4/IPv6 network. In case the proxy in the originating network, e.g., IPv4, is incapable of locating the user, it forwards the request to the gateway, which forwards the request further to the proxy of iptel.org in the IPv6 network after translating its content. While the functionalities of both proxies could also have been integrated into the SIP-PGW this would have increased the complexity of the gateway and would increase the load on the gateway as it would need to process a higher number of SIP messages and possibly execute some services such as CPL [7] or similar besides translating and routing the data. This distribution further allows the gateway provider to be an independent provider concentrating on the translation of signalling and media packets and relieves the SIP service provider from having to deal with media packets as well.

6 Summary and Future Work

The work presented here describes the benefits of using IPv6 for SIP-based communication and a possible solution for enabling the communication between IPv4 and IPv6 SIP devices. 

In its current form the translation of the IP headers is done in the user domain and not in the kernel one which would have allowed for higher performance. Further, the presented solution requires two additional SIP proxies, which increases the management overhead of the solution. As next steps, we are considering the integration of the proxies into the gateway as well as using a kernel based NATPT for translating IP headers.
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� This is an open source SIP implementation. See � HYPERLINK "http://www.iptel.org" ��www.iptel.org� for more details and source code.


� There are different approaches for overcoming this requirement, but they further increase the complexity of the network
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