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NRL system

V= Secuit Jrrrur prohlblt “write
OWN S OINIESSA ges ‘meaning| that information
NEVEr fiBWSHIGIMI & higher security level to a
|OWEIRGIE; and control nIy flows in the opposite
direction: |

2 JJE<I ‘workflow designer ‘splits’ a workflow
spanning| mi JJ [iple security levels into individual
Independenti lows, each completely
bounded by a sfngle security domain.

Special “sync” tasks handle the transition of data
and the flow of control between domains.
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DESION and Run

signer and runtime

m ;mrJ eiRsimpPle tasks — human, transactional,
-traipsacuenal.
iction for an aggregation of
Jez’o ner; at runtime, the aggregate
oller that is delegated the
' completion of the network task.



THENURtIME components
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WodetsiWorkletJunctions

Gskc: java psl.worklets.WVM

usage: java psl.worklets.W¥M <{wuvmName>

WYM created

Creating the sockets transporter layer for the WYM
SocketlListener: 128.59.23.10:9101

Class server listening on MWeb port: 9102
serving classes on http://128.59.23.10:9102/

Creating the RMI transporter layer for the HYH

Creating RMI Registry: 128.59.23.10:9100

Could not create the RMI Registry

Setting RMI codebase to: http://128.59.23.10:9102/
RMI Listener: rmi://128.59.23.10:9100/HYH

ready to accept worklets




SUIVIVaRIlIty 777

“IShiivaility 1S the result of training readiness, state-of-
IEgUIpmEnt, sound le arJe i), andiipiiermed
sion mrn'/ J in the- a ERGimseci0S et we have not

ol, and can't walk away from.
> nttp: //vvvv\\ .Sa fe -ndi.navy.mil/

" Survivability' is the ability of a network computing
SYSIENIRERSIYIWERESSENLIZINSEIVICEST N the presence of
attacks and failures, and rccover full services in a timely
manner.

> http://www.cert.org/nav/index_purple.html
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SUIVIVaRIlIty 777

“POuR[evelving] interpretation:
> A distiilsuted <orrv¥5 e system) IS survivable
Whensalte of individual components does

J i)
AeL calse the whole system to fail.

> A trivialiselttion would be to provide “enough
packup components so that there would be no
Individual te hat cannot be executed.

> A more comprehensive approach will find out
which tasks to be undo/redo, how to restore
lost data, which replacement task to run, etc.




SUViIvawlewerkilow, but how?

£}

“BSiverNG: applyingldynamic adaptation to the
WiBIENVBIHII OV u:*#]g Worklets to figure out
aiternatVeNGUtes anmoeng surviving nodes.

@ we executed, then where can

oW do you know If the next task
& g at all or not?
At a fir

er level oft granularity, when partially
completed tasks fail, which is the way to go? If
re-doing, can we still get the results of the
predecessor task, is it still alive?




Wihatwe added ...

PSLWFL oader

PSLWFManager
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PSL ServiceHost

Scheduler

PSL ServiceHost

Lhedu'ef

PSL ServiceHost
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=lture. Ctlons

| SviverNGi st a Veny yoeling project, need at least:

> A progiamimatic way of specifying alternative task
ProCcESsEIS,Nand' their capabilities through an editor

> Mutal avvarergs' amoeng task processors at runtime —

~ this willfleadren to, dynamic service discovery

- capabilities or the system

More short-tern S are:

» Modeling parallel routes by cloning/merging Worklets

» Recoverability from mid-process execution, when the
Worklet’'s current site goes down

» Survivable loader/manager as a ‘distributed’ process




conclusion

NEWEIR applications fior Worklets keep coming out!!

xtensienrei the NR j:‘/sr 1 wWith minimally
INVasivVENmeuliications
WESeneerarsittiation wiere we can entrust the
JlJer vanility e fe workflow to an “James Bond”-like
tity, the autonemous mobile agent — is this the
Surv -007 system?



