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ABSTRACT
User-contributed Web data contains rich and diverse infor-
mation about a variety of events in the physical world, such
as shows, festivals, conferences and more. This information
ranges from known event features (e.g., title, time, location)
posted on event aggregation platforms (e.g., Last.fm events,
EventBrite, Facebook events) to discussions and reactions
related to events shared on different social media sites (e.g.,
Twitter, YouTube, Flickr). In this paper, we focus on the
challenge of automatically identifying user-contributed con-
tent for events that are planned and, therefore, known in
advance, across different social media sites. We mine event
aggregation platforms to extract event features, which are
often noisy or missing. We use these features to develop
query formulation strategies for retrieving content associ-
ated with an event on different social media sites. Further,
we explore ways in which event content identified on one
social media site can be used to retrieve additional relevant
event content on other social media sites. We apply our
strategies to a large set of user-contributed events, and an-
alyze their effectiveness in retrieving relevant event content
from Twitter, YouTube, and Flickr.
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1. INTRODUCTION
Event-based information sharing and seeking are common

user interaction scenarios on the Web today. The bulk of in-
formation from events is contributed by individuals through
social media channels: on photo and video-sharing sites
(e.g., Flickr, YouTube), as well as on social networking sites
(e.g., Facebook, Twitter). This event-related information
can appear in many forms, including status updates in an-
ticipation of an event, photos and videos captured before,
during, and after the event, and messages containing post-
event reflections. Importantly, for known and upcoming
events (e.g., concerts, parades, conferences) revealing, struc-
tured information (e.g., title, description, time, location) is
often explicitly available on user-contributed event aggrega-
tion platforms (e.g., Last.fm events, EventBrite, Facebook
events). In this paper, we explore approaches for identifying
diverse social media content for planned events.

Suppose a user is interested in the “Celebrate Brooklyn!”
festival, an arts festival that happens in Brooklyn, New York
every summer. This user could obtain information about
the various music performances during this year’s “Cele-
brate Brooklyn!” using Last.fm, a popular site that contains
information about music events. Fortunately, Last.fm of-
fers useful details about concerts at “Celebrate Brooklyn!,”
including the time/date, location, title, and description of
these concerts. However, since Last.fm only provides ba-
sic event information, the user may consider exploring a
variety of complementary social media sites (e.g., Twitter,
YouTube) to augment this information at different points
in time. For instance, before the event the user might be
interested in reading Twitter messages, or tweets, describing
ticket prices and promotions, while after the event the user
might want to relive the experience by exploring YouTube
videos recorded by attendees. By automatically associating
social media content with planned events we can greatly en-
hance a user’s event-based information seeking experience.

Automatically identifying social media content associated
with known events is a challenging problem due to the het-
erogenous and noisy nature of the data. These properties
of the data present a double challenge in our setting, where
both the known event information and its associated social
media content tend to exhibit missing or ambiguous infor-
mation, and often include short, ungrammatical textual fea-
tures. In our “Celebrate Brooklyn!” example, event features
(e.g., title, description, location) are supplied by a Last.fm
user; therefore, these features may consist of generic titles
(e.g., “Opening Night Concert”), missing descriptions, or in-
sufficient venue information (e.g., “Prospect Park,” with no



exact address). Similarly, social media content associated
with this event may be ambiguous (e.g., a YouTube video
titled “Bird singing at the opening night gala”) or not have
a clear connection to the event (e.g., a tweet stating “#CB!
starts next week, very excited!”).

Existing approaches to find and organize social media con-
tent associated with known events are limited in the amount
and types of event content that they can handle. Most re-
lated research relies on known event content in the form of
manually selected terms (e.g., “earthquake,”“shaking” for an
earthquake) to describe the event [21, 24]. These terms are
used to identify social media documents, with the assump-
tion that documents containing these select terms will also
contain information about the event. Unfortunately, manu-
ally selecting terms for any possible planned event is not a
scalable approach. Improving on this point, a recent effort
[7] used graphical models to label artist and venue terms in
Twitter messages, identifying a set of related Twitter mes-
sages for concert events. While this work goes a step further
in automating the process of associating events with social
media documents, it is still tailored to a particular type of
event (i.e., concerts) and restricted to a subset of the asso-
ciated social media documents (i.e., documents containing
venue and artist terms). Importantly, these related efforts
focus on identifying site-specific event content, often tailor-
ing their approaches to a particular site and its properties.

To address these limitations of the existing approaches,
we leverage explicitly provided event features such as ti-
tle (e.g., “Celebrate Brooklyn! Opening Gala”), description
(e.g., “Singer/songwriter Andrew Bird will open the 2011
Celebrate Brooklyn! season”), time/date (e.g., June 10, 2011),
location (e.g., Brooklyn, NY), and venue (e.g., “Prospect
Park”) to automatically formulate queries used to retrieve re-
lated social media content from multiple social media sites.
Importantly, we propose a two-step query generation ap-
proach: the first step combines known event features into
several queries aimed at retrieving high-precision results; the
second step uses these high-precision results along with text
processing techniques such as term extraction and frequency
analysis to build additional queries, aimed at improving re-
call. We experiment with formulating queries for each social
media site individually, and also explore ways to use re-
trieved content from one site to improve the retrieval process
on another site. Our contributions are as follows:

• We pose the problem of identifying social media content
for known event features as a query generation and re-
trieval task (Section 3).

• We develop precision-oriented query generation strate-
gies using known event features (Section 4).

• We develop recall-oriented query generation strategies
to improve the often low recall of the precision-oriented
strategies (Section 5).

• We demonstrate how query generation strategies devel-
oped for one social media site can be used to inform the
event content retrieval process on other social media sites
(Section 6).

We evaluate our proposed query generation techniques on
a set of known events from several sources and correspond-
ing social media content from Twitter, Flickr, and YouTube
(Section 7). Finally, we conclude with a discussion of our
findings and directions for future work (Section 8).

2. RELATED WORK
We describe related work in three areas: quality content

extraction in social media, event identification in textual
news, and event identification in social media.

Research on extracting high-quality information from so-
cial media [1, 16] and on summarizing or otherwise present-
ing Twitter event content [11, 19, 23] has gathered recent
attention. Agichtein et al. [1] examine properties of text and
authors to find quality content in Yahoo! Answers, a related
effort to ours but over fundamentally different data. In event
content presentation, Diakopoulos et al. [11] and Shamma et
al. [23] analyzed Twitter messages corresponding to large-
scale media events to improve event reasoning, visualization,
and analytics. Recently, we presented centrality-based ap-
proaches to extract high-quality, relevant, and useful Twit-
ter messages from a given set of messages related to an event
[6]. In this paper, we focus on identifying social media doc-
uments for known events, so the above approaches comple-
ment the work we present here, and can be used as a future
extension to select among the social media documents that
we collect for each event.

With an abundance of well-formed text, previous work on
event identification in textual news (e.g., newswire, radio
broadcast) [2, 13, 26] relied on natural language processing
techniques to extract linguistically motivated features for
identification of news events. Such techniques do not per-
form well over social media data, where textual content is
often very short, and lacks reliable grammatical style and
quality. More significantly, this line of research generally
assumes that all documents contain event information. To
identify events in social media, we have to consider and sub-
sequently eliminate non-event documents when associating
content with events.

While event detection in textual news documents has been
studied in depth, the identification of events in social media
sites is still in its infancy. Several related papers explored
the idea of identifying unknown events in social media. We
proposed an online clustering framework for identifying un-
known events in Flickr [4]. As part of this framework, we
explored the notion of multi-feature similarity for Flickr im-
ages and showed that combining a set of feature-driven simi-
larity metrics yields better results for clustering social media
documents according to events than using traditional text-
based similarity metrics. Sankaranarayanan et al. [22] iden-
tified late breaking news events on Twitter using clustering,
along with a text-based classifier and a set of news “seed-
ers,” which are handpicked users known for publishing news
(e.g., news agency feeds). Petrović et al. [20] used locality-
sensitive hashing to detect the first tweet associated with
an event in a stream of Twitter messages. Finally, we used
novel features to separate topically-similar message clusters
into event and non-event clusters [5], thus identifying events
and their associated social media documents on Twitter. In
contrast with these efforts, we focus on identifying known
events in social media, given a set of descriptive yet often
noisy context features for an event.

Several recent efforts proposed techniques for identifying
social media content for known events. Many of these tech-
niques rely on a set of manually selected terms to retrieve
event-related documents from a single social media site [21,
24]. Sakaki et al. [21] developed techniques for identifying
earthquake events on Twitter by monitoring keyword trig-
gers (e.g., “earthquake” or “shaking”). In their setting, the



type of event must be known a priori, and should be easily
represented using simple keyword queries. Most related to
our work, Benson et al. [7] identified Twitter messages for
concert events using statistical models to automatically tag
artist and venue terms in Twitter messages. Their approach
is novel and fully automatic, but it limits the set of identi-
fied messages for concert events to those with explicit artist
and venue mentions. Our goal is to automatically retrieve
social media documents for any known event, without any
assumption about the textual content of the event or its as-
sociated documents. Importantly, all of these approaches
are tailored to one specific social media site. In this paper
we aim to retrieve social media documents across multiple
sites with varying types of documents (e.g., photos, videos,
textual messages).

3. MOTIVATION AND APPROACH
The problem that we address in this paper is how to iden-

tify social media documents across sites for a given planned
event with known features (e.g., title, description, time/date,
location). Records of planned events—including the event
features on which we rely—abound on the Web, on platforms
such as Last.fm events, EventBrite, and Facebook events.
Figure 1 shows a snapshot of such a planned-event record
on Last.fm.

Figure 1: A Last.fm event record for the “Celebrate
Brooklyn!” opening night gala and concert.

We regard a social media document (e.g., a photo, a video,
a tweet) as relevant to an event if it provides a reflection on
the event before, during, or after the event occurs. Consider
the“Celebrate Brooklyn!”opening gala concert example (see
Figure 1). This event’s related documents can reflect antic-
ipation of the event (e.g., a tweet stating “I’m so excited for
this year’s Celebrate Brooklyn! and the FREE opening con-
cert!”), participation in the event (e.g., a video of Andrew
Bird singing at the opening gala), and post-event reflections
(e.g., a photo of Prospect Park after the concert titled “An-
drew Bird really knows how to put on a show”). All of these
documents may be relevant to a user seeking information
about this event at different times.

The definition of “event” has received attention across
fields, from philosophy [12] to cognitive psychology [25]. In
information retrieval, the concept of event has prominently

been studied for event detection in news [2]. We borrow from
this research to define an event in the context of our work.
Specifically, we define an event as a real-world occurrence e
with (1) an associated time period Te and (2) a time-ordered
stream of social media documents De discussing the occur-
rence and published during time Te.

Operationally, an event is any record posted to one of the
public event planning and aggregation platforms available on
the Web (e.g., Last.fm events, EventBrite). Unfortunately,
not all user-contributed records on these sites are complete
and coherent, and while we expect our approaches to han-
dle some missing data, a small subset of these records lack
critical features that would make them difficult to interpret
by our system and humans alike. Therefore, we do not in-
clude in our analysis records that are potentially noisy and
incomplete. Specifically, we ignore:

• Records that are missing both start time/date and end
time/date

• Records that do not have any location information

• Records with non-English title or description

• Records for “endogenous” events [8, 18] (i.e., events that
do not correspond to any real-world occurrence, such as
“profile picture change,”a Facebook-specific phenomenon
with no real-world counterpart)

Regardless of the platform on which they are posted, user-
contributed event records generally share a core set of con-
text features that describe the event along different dimen-
sions. These features include (see Figure 1): title, with
the name of the event (e.g., “Celebrate Brooklyn! Opening
Night Gala & Concert with Andrew Bird”); description, with
a short paragraph outlining specific event details (e.g., “...
Celebrate Brooklyn! Prospect Park Bandshell FREE Rain
or Shine”); time/date, with the time and date of the event
(e.g., Friday 10 June 2011); venue, with the site at which
the event is held (e.g., Prospect Park); location, with the
address of the event (e.g., Brooklyn, NY). These context
features, collectively, can be helpful for constructing queries
that can retrieve different types of social media documents
associated with the event.

Problem Definition. Consider any planned-event record
posted on an event aggregation platform. Our goal is to
retrieve relevant social media documents for this event on
multiple social media sites, and identify the top-k such docu-
ments from each site, according to given site-specific scoring
functions.

We define the problem of associating social media doc-
uments with planned events as a query generation and re-
trieval task. Specifically, we design query generation strate-
gies using the context features of events on the Web as de-
fined above. For each event we generate a variety of queries,
which we use collectively to retrieve matching social media
documents from multiple sites. Since each event could po-
tentially have many associated social media documents, we
further filter the set of documents we present to a user to the
top-k most similar documents, using given site-specific scor-
ing functions (e.g., the multi-feature function in [4]). The
similarity metrics that we use, and which are not the fo-
cus of this paper, might differ slightly across social media
sites, since sites vary in their context features (e.g., docu-
ments from Flickr and YouTube have titles and descriptions
whereas documents from Twitter do not).



Our approach for associating social media documents with
planned events consists of two steps. First, we define pre-
cision-oriented queries for an event using its known context
features (Section 4). These precision-oriented queries aim
to collectively retrieve a set of social media documents with
high-precision results. Then, to improve the (generally low)
recall achieved in the first step, we use term extraction and
frequency analysis techniques on the high-precision results
to generate recall-oriented queries and retrieve additional
documents for the event (Section 5). Figure 2 presents an
overview of our query generation approach.

Figure 2: Our query-generation approach.

4. PRECISION-ORIENTED QUERY
BUILDING STRATEGIES

Our first step towards retrieving social media documents
for planned events consists of simple query generation strate-
gies that are aimed at achieving high-precision results. These
strategies form queries that touch on various aspects of an
event (e.g., time/date and venue), following the intuition
that these highly restrictive queries should only result in
messages that relate to the intended event. We consider a
variety of query generation strategies for this step, involving
different combinations of the context features, namely, title,
time/date, and location, of each event.

The precision-oriented queries for an event consist of com-
binations of one or more event features. One intuitive fea-
ture that we include in all strategies is a restriction on
the time at which the retrieved social media documents are
posted. In a study of trends on Twitter, Kwak et al. [15]
discovered that most trends last for one week once they be-
come “active” (i.e., once their associated Twitter messages
are generated). Since our (planned) events can be antici-
pated, unlike the trends in [15], we follow a similar intuition
and set the time period Te that is associated with the event
(see Section 3) to start a week prior to the event’s start
time/date and to end a week after the event’s end time/date.
For documents that contain digital media items (e.g., pho-

tos, videos), we only consider them if their associated media
item was created during or after the event’s start time. This
step, while potentially eliminating a small number of rele-
vant documents, is aimed at improving precision since we
do not expect many digital media items associated with the
event to be captured prior to the start of the event. We
experimented with more restrictive time windows (e.g., one
day after the event’s end) but observed that relevant docu-
ments that contain digital media are generally posted within
a week of the event, possibly due to a high barrier to post
(e.g., having to upload photos from a camera that does not
connect directly to the Internet).

In addition to restricting by time, we always include the
title of the event in our precision-oriented strategies, as it of-
ten provides a precise notion of the subject of the event. As
discussed in Section 3, title values exhibit substantial vari-
ations in specificity across event records. Some event titles
might be too specific (e.g., “Celebrate Brooklyn! Opening
Night Gala & Concert with Andrew Bird”); for any such spe-
cific title, any social media documents matching it exactly
will likely be relevant to the corresponding event. If the ti-
tles are too specific, however, no matching documents might
be available, which motivates the recall-oriented techniques
described in the next section. In contrast, other event titles
might be too general (e.g., “Opening Night Concert”). To
automatically accommodate these variations in title values,
we consider different query generation options for the title
feature. Specifically, we generate queries with the original
title as a phrase, to capture content for events with detailed
titles. We also generate queries with the original title as a
phrase augmented with (portions of1) the event location, to
capture content for events with broad titles, for which the lo-
cation helps narrow down the matching documents. Finally,
we consider alternative query generation techniques that in-
clude the title keywords as a list of terms—rather than as a
phrase—for flexibility, as well as variations of the non-phrase
version that eliminate stop words from the queries.

The intuition for the precision-oriented strategies we de-
fine is motivated by the informal results of these strategies
over planned events from a pilot system. Our system [3]
has a customizable interface that allows a user to select
among different retrieval strategies. We selected precision-
oriented strategies that include three variations of the ti-
tle (i.e., phrase, list of terms, and list of terms with re-
moved stop words), optionally augmented with either the
city or venue portion of the location. We use these precision-
oriented strategies to retrieve social media documents for a
set of planned events, and verify that they indeed return
high-precision results (Section 7). The final set of selected
precision-oriented strategies is listed in Table 1.

5. RECALL-ORIENTED QUERY
BUILDING STRATEGIES

While the strategies outlined in Section 4 often return
high-precision social media documents for an event, the num-
ber of these high-precision documents is generally low. To
improve recall, we develop several strategies for constructing
queries using term-frequency analysis. Specifically, we treat
an event’s title, description, and any retrieved results from

1We observed that social media documents usually mention
a single, broad aspect of the event’s location, such as city or
venue, rather than a full address.



Strategy Example
[“title”+“city”] [“Celebrate Brooklyn! Opening

Night Gala & Concert with An-
drew Bird”“Brooklyn”]

[title+“city”] [Celebrate Brooklyn! Opening
Night Gala & Concert with An-
drew Bird “Brooklyn”]

[title-stopwords+“city”] [Celebrate Brooklyn! Opening
Night Gala Concert Andrew
Bird “Brooklyn”]

[“title”+“venue”] [“Celebrate Brooklyn! Opening
Night Gala & Concert with An-
drew Bird”“Prospect Park”]

[title+“venue”] [Celebrate Brooklyn! Opening
Night Gala & Concert with An-
drew Bird “Prospect Park”]

[“title”] [“Celebrate Brooklyn! Opening
Night Gala & Concert with An-
drew Bird”]

[title] [Celebrate Brooklyn! Opening
Night Gala & Concert with An-
drew Bird]

[title-stopwords] [Celebrate Brooklyn! Opening
Night Gala Concert Andrew
Bird]

Table 1: Our selected precision-oriented strategies.

the precision-oriented techniques as “ground-truth” data for
the event. We consider using the precision-oriented results
from each social media site individually, and also from all
social media sites collectively (Section 6).

Using the ground-truth data for each event, we design
query formulation techniques to capture terms that uniquely
identify each event. These terms should ideally appear in
any social media document associated with the event but
also be broad enough to match a larger set of documents
than possible with the precision-oriented queries. We select
these recall-oriented queries in two steps. First, we generate
a large set of candidate queries for each event using two dif-
ferent term analysis and extraction techniques. Then, to se-
lect the most promising queries out of a potentially large set
of candidates, we explore a variety of query ranking strate-
gies and identify the top queries according to each strategy.

Frequency Analysis: The first query candidate gener-
ation technique aims to extract the most frequently used
terms, while weighing down terms that are naturally com-
mon in the English language. The idea is based on the
traditional term-frequency, inverse-document-frequency ap-
proach [17] commonly used in information retrieval. To
select these terms, we compute term frequencies over the
ground-truth data for word unigrams, bigrams, and trigrams.
We then eliminate stop words and remove infrequent n-
grams (determined automatically based on the size of the
ground-truth corpus). We also eliminate any term that ap-
pears in the top 100,000 most frequent words indexed by
Microsoft’s Bing search engine as of April 20102, with the
assumption that any of these queries would be too general
to describe any event.

To normalize the n-gram term frequency scores, we use a
language model built from a large corpus of Web documents
(see Section 7). With this language model, we compute log
probability values for any candidate n-gram term. The prob-
ability of a term in the language model provides an indica-

2http://web-ngram.research.microsoft.com/info/

tion of its frequency on the Web and is used to normalize the
term’s computed frequency. We sort the n-grams extracted
for each event according to their normalized term frequency
values, and select the top 100 n-grams as candidate queries
for the event.

Term Extraction: The second query candidate genera-
tion technique aims to identify meaningful event-related con-
cepts in the ground-truth data using an external reference
corpus. For this, we use a Web-based term extractor over
our available textual event data [14]. This term extractor
leverages a large collection of Web documents and query logs
to construct an entity dictionary, and uses it along with sta-
tistical and linguistic analysis methodologies to find a list of
significant terms. The extracted terms for each event serve
as additional recall-oriented query candidates, along with
the term-frequency query candidates described above.

Each of the techniques we describe could potentially gen-
erate a large set of candidate queries. However, many of
these queries could be noisy (e.g., [@birdfan], with the name
of a user that posts many updates about the event), too gen-
eral (e.g., [concert tonight]), or describing a specific or non-
central aspect of the event (e.g., [Fitz and the Dizzyspells],
the name of an Andrew Bird song from the concert). Issuing
hundreds of queries for each event is not scalable and could
potentially introduce substantial noise, so we need to further
reduce the set of queries to the most promising candidates.
We explore a variety of strategies for selecting the top candi-
date queries out of all possible queries that we construct for
each event. We consider two important criteria for ordering
the event queries: specificity and temporal profile.

Specificity: Specificity assures that we rank long, de-
tailed queries higher than broad, general ones. Since we
use conjunctive query semantics, longer queries consisting of
multiple terms (e.g., [a,b]), are more restrictive than shorter
queries consisting of fewer terms (e.g., [a]). Particularly,
since we use term n-gram shingles with n=1, 2, and 3 to
construct the recall-oriented queries, our set of candidate
queries often includes bigram queries that are subsets of tri-
gram queries (e.g., [bird concert] and [andrew bird concert]).
If both such candidates are present in the set, we favor the
longer, more detailed version, as we observed that this level
of specificity generally helps improve precision and yet is not
restrictive enough to hurt recall.

Temporal Profile: The historical temporal profile of a
query is another criterion we use to select among the can-
didate queries for an event. A local spike in document fre-
quency around the time of the event might serve as an in-
dication that the query is indeed associated with the event.
We keep a record of the number of documents retrieved by
each query during the week before and the week after the
event, and compare this number to the query’s document
volume during shorter time periods (one or two days) around
the event’s time span. We used a similar signal successfully
in our prior work [5] as an indicative feature for identifying
events in textual streams of Twitter messages.

For example, Figure 3 shows a document volume his-
togram over Twitter documents for two recall-oriented quer-
ies retrieved around the week of Andrew Bird’s concert at
“Celebrate Brooklyn!” We can see that the volume of a gen-
eral query such as [state farm insurance] is consistent over
time, whereas the volume of [andrew bird concert], while
lower, increases around the time of the event. While this
temporal analysis is promising for some social media sites



(e.g., Twitter) where the time of the messages generally co-
incides with the time of the event, it may be problematic
for other sites (e.g., YouTube, Flickr) that tend to exhibit a
delay between an event’s time and upload time of the asso-
ciated digital media documents for the event, because of the
nature of these sites. Therefore, for sites containing digital
media, we use the content creation time rather than the up-
load time, if possible. (This feature is, unfortunately, often
noisy or missing, especially for YouTube videos.)
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Figure 3: Histogram of Twitter document volume
over time for two queries.

We consider using each of these query selection strategies
individually, and also explore ways of combining them, to
identify the top candidate queries for any given event. With
these queries, we can retrieve associated social media doc-
uments from a variety of social media sites. Interestingly,
content retrieved from the various sites can generate com-
plementary signals for the recall-oriented query generation
and retrieval process, as we will see next.

6. LEVERAGING CROSS-SITE CONTENT
Querying for event content from multiple social media

sites can provide a holistic perspective on the event, com-
plete with digital media and a variety of user perspectives.
For the “Celebrate Brooklyn!” opening concert, for instance,
we can use these different social media sites to learn about
the event (e.g., via a Twitter message “Celebrate Brooklyn
kicks off TONIGHT with Andrew Bird concert in Prospect
Park!”), watch a video of a song performed at the event (e.g.,
“Andrew Bird - Effigy (Live) - Prospect Park - Brooklyn,
NY” on YouTube), and see up-close photos of Andrew Bird
on stage during the event (e.g., “Andrew Bird: Prospect
Park Bandshell” photo set on Flickr).

Moreover, we can leverage event content from one social
media site to help retrieve event documents from another
social media site in different ways, following the query gen-
eration strategies proposed in the previous sections. One
simple way is, of course, to generate recall-oriented queries
for each site individually and use these queries across sites.
Specifically, we can use the high-precision results obtained
from an individual site to formulate recall-oriented queries
as described in Section 5. We can then use these site-
specific recall-oriented queries to obtain additional results
from other social media sites. This is especially useful when
the precision-oriented strategies do not retrieve results from
all sites. This is the case for our“Celebrate Brooklyn!”exam-
ple: since the event title is too specific, the precision-oriented
queries fail to retrieve any documents from YouTube, and
hence we cannot generate recall-oriented queries for the site.

Fortunately, as is often the case, Twitter has a wealth of re-
sults for the precision-oriented queries for the event, and the
resulting recall-oriented queries (e.g., [andrew bird concert],
[brooklyn celebrate]) retrieve relevant videos from YouTube.
In short, we manage to extract useful YouTube content thr-
ough queries derived based on Twitter content.

An alternative way to leverage multi-site social media con-
tent is to generate recall-oriented queries using the high-
precision results returned from all social media sites collec-
tively. Whenever we obtain precision-oriented results from
multiple sites, this approach yields a larger “ground-truth”
corpus for the recall-oriented query generation than the ones
obtained from each site individually, which may be helpful
for identifying salient event terms that appear frequently
across sites. At the same time, the results may be dominated
by content from one site, possibly obscuring useful content
from another site. This approach may also introduce noise
or irrelevant content that is often present in some sites and
not others (e.g., content-free titles of Flickr photos, Twitter
username mentions).

Although content from different social media sites pro-
vides promising opportunities, it also presents challenges
for our techniques. First, site-specific notations and con-
ventions often introduce noise or inhibit recall. For exam-
ple, Flickr users often tag photos with their camera settings
(e.g., “canoneos5dmarkii”), which may be mistakenly iden-
tified as an important event term by the term frequency
analysis, especially if the ground-truth corpus for the event
is small. In addition, each Flickr tag must consist of a single
term, so users often resort to very long multi-word tags (e.g.,
“greatcanadiancheesefestival”). In contrast, YouTube tags
may each consist of several terms, so querying for such long
multi-word tags on YouTube rarely yields results. We exper-
imentally evaluate the merits of these alternative multi-site
approaches in the next section.

7. EXPERIMENTS
We evaluated our query selection and retrieval techniques

using a large dataset of real-world events from several event
aggregation sites. For each event, we used our query gener-
ation strategies to collect related documents from popular
social media sites. We performed three different sets of ex-
periments:

• Comparison of the automatically generated queries aga-
inst human-produced queries for the events

• Evaluation by human judges of the automatically gener-
ated queries

• Evaluation of the quality of the documents retrieved by
the automatically generated queries

We report on the dataset and experimental settings, then
turn to the results of our experiments.

7.1 Experimental Settings
Planned Event Dataset: We assembled a dataset of

event records posted between May 13, 2011 and June 11,
2011 on four different event aggregation platforms: Last.fm
events, EventBrite, LinkedIn events, and Facebook events.
We used the Last.fm API with a location parameter set to
“United States”3 to collect musical performance events. To

3This was the only way to retrieve a set of events from
Last.fm without issuing specific queries.



collect events from EventBrite, we used its API with the date
parameters set to our specified date range. For LinkedIn
events, where an API was not available, we retrieved and
parsed event search pages in HTML format, using HTTP
GET parameters to specify the date range.

Facebook events deserve special attention due to the dif-
ficulty of collecting such data via the site’s API. Facebook
events can only be retrieved in response to a specific search
query or event id. To search for events, we used the most
common event terms found in event titles collected by our
event tracking system [3]. This list includes terms that de-
scribe specific types of events (e.g., [concert]) and also gen-
eral terms commonly found in event titles (e.g., [national],
[international]). We removed any returned event records
that had no location or time information, and events that
listed a virtual location (e.g., “everywhere”) in their location
or venue fields. Unfortunately, after filtering for these re-
quired fields we were left with very few events that matched
our criteria. Still, we included these events in our experi-
ments as they add diversity to our dataset.

To ensure that we collected events that would potentially
have associated social media documents, we filtered out ob-
scure events by requiring a minimum number of event at-
tendees. We tuned this minimum threshold for each site
given the observed distribution of attendees over all col-
lected events. At the end of the process, we collected a
total of 393 events, with 90 events from Last.fm, 94 events
from EventBrite, 130 events from LinkedIn, and 25 events
from Facebook. The above events constitute the test set
over which we report our results. For training and tuning,
we used a separate set of 329 event records, collected (in a
similar fashion) between April 26 and May 11, 2011.

Social Media Documents: We collected social media
documents for the events in our dataset from three social
media sites: Twitter, YouTube, and Flickr. Specifically, we
used each site’s respective search API to issue precision-
oriented (Section 4) and recall-oriented (Section 5) queries.
From the retrieved results, we further eliminated any docu-
ment that did not exactly match the search query since some
site search engines (e.g., for Twitter) search for the query in
any content that is linked from the document, and return
matching documents as relevant results.

Note that part of our evaluation considers the quality of
the top-k documents retrieved by the automatically gener-
ated queries (see problem definition in Section 3). The rank-
ing of documents for an event is not the focus of this paper.
For our evaluation, we rank the documents retrieved for an
event by computing their similarity to the event record using
(an adaptation of) the multiple-feature similarity function
in [4]. As one additional component of the similarity, not
present in [4], we consider the percentage of queries that re-
trieve a given document when we compute the score for the
document and an event. Intuitively, we have observed that
documents that are retrieved by several of our queries for an
event should be preferred over documents that are retrieved
by one such query.

Precision-Oriented Query Generation: For each ev-
ent, we generated precision-oriented queries as defined in
Section 4 using the event’s context features, namely, title,
time/date, city and venue. As an exception, we did not gen-
erate queries using the three title-only strategies for Last.fm
events since we observed that many of the event titles on
Last.fm consist of the name of a performer without any

other context. Even though we restrict the social media
documents that we retrieve to a specific time period around
the event, it is often difficult in the Last.fm case to distin-
guish between two events held by the same performer in
close time proximity. By forcing the location (i.e., city or
venue) as part of the query for such events, we ensure that
our precision-oriented queries produce results from the in-
tended performance. For event records from the rest of the
sites we use all precision-oriented queries from Section 4.

Recall-Oriented Query Generation: For each event,
we generate recall-oriented queries as described in Section
5. To perform the frequency analysis, we index the docu-
ments using Lucene4, with term n-grams, for n=1, 2, and
3. To normalize n-gram term frequency scores, we use the
Microsoft Web n-gram Service5, which provides n-gram log
probability values. This service returns the joint probabil-
ity of n-gram terms using a language model created from
documents indexed by Microsoft’s Bing search engine.

We extract meaningful queries from the high-precision re-
sults using the Yahoo! Term Extraction Web Service6, which
returns a list of significant terms or phrases given a segment
of text. This term extractor leverages a large collection of
documents and query logs to construct an entity dictionary
and uses it along with a statistical and linguistic analysis [14]
to process the given textual event data. This term extrac-
tion service has shown promising results on preliminary ex-
periments with training data, to complement the first term
frequency analysis technique above. It has also been suc-
cessfully used in prior work for similar tasks [10, 14].

Query Generation and Ranking Techniques: Our
experiments consider a subset of the (potentially many) quer-
ies generated using the precision- and recall-oriented strate-
gies above. Different techniques will vary on how these sub-
sets are selected. We consider two basic options to rank the
queries for selection, namely, using (1) the“specificity”of the
queries, as determined by the n-gram score on the Microsoft
Web document corpus, or (2) variations of a “temporal” pro-
file of the queries, determined by analyzing the volume of
matching documents for the queries over time. Each alter-
native technique selects the top-10 queries according to the
associated ranking criterion, as follows:

• MS n-gram Score (MS): n-gram score of the query from
the Microsoft Web n-gram Service

• Time Ratio (TR): ratio of the number of documents cre-
ated in the 48 hours before and after the event to the
number of documents created in the week before and af-
ter the event

• Restricted Time Ratio (RTR): ratio of the number of
documents created in the 24 hours before and after the
event to the number of documents created in the week
before and after the event

• MS n-gram Score and Time Ratio (MS-TR): MS score
multiplied by TR score

• MS n-gram Score and Restricted Time Ratio (MS-RTR):
MS score multiplied by RTR score

We apply the above techniques to documents from Twitter,
YouTube, and Flickr individually, and also to documents

4http://lucene.apache.org/
5http://research.microsoft.com/web-ngram
6http://developer.yahoo.com/search/content/V1/
termExtraction.html



from all three sites collectively. We use the site’s name
or “All,” along with the strategy name (e.g., Twitter-MS,
All-TR), to distinguish among these alternatives. We also
compare the above techniques, which include both precision-
and recall-oriented queries, against a technique that selects
all precision-oriented queries. We refer to this technique as
Precision.

Evaluation and Metrics: To evaluate our strategies,
we collected annotations for a random sample of 60 events
in our dataset. For each event, we used two annotators for
three different tasks: comparison against human-produced
queries, human evaluation of generated queries, and evalua-
tion of document retrieval results. To compare our automat-
ically generated queries against human-produced queries, we
asked each annotator to provide 5 different queries that
would be useful for collecting social media documents for
each event. We use the Jaccard coefficient to measure the
similarity of the set of automatically generated queries G
to the set of human-produced queries H for each event.
Specifically, for each query qg ∈ G and each query qh ∈ H
we compute J(qg, qh) = |qg ∩ qh|/|qg ∪ qh|, with set opera-
tions performed over query terms. The Jaccard value that
we report for G is then

P
qg∈G maxqh∈H(J(qg, qh))/|G|. In

other words, for each event, we computed the sum of max-
imum similarities between each automated query and the
best-matching human-produced query.

For the human evaluation of the automatically generated
queries, we asked two annotators to label 2,037 queries se-
lected by our strategies for each event on a scale of 1-5,
based on their relevance to the event. Here, we aim to gauge
the potential of each query to retrieve results related to the
event. For our “Celebrate Brooklyn!” example, the queries
[celebrate], [celebrate brooklyn], and [andrew bird celebrate
brooklyn] would receive scores of 1, 3, and 5, respectively.
In cases of disagreement between annotators, we use the av-
erage rating. For two events in this set, our annotators were
unable to provide queries due to ambiguous content (e.g.,
“ready film” as the title, without description), and content
in a foreign language (e.g., queries in Italian for “Fashion-
Camp,” despite setting our API parameters for English-only
content). These events were removed from the analysis.

Finally, for the evaluation of the quality of the documents
retrieved by the automatically generated queries, we used
Amazon’s Mechanical Turk7 to collect relevance judgments
for the top-20 documents retrieved from Twitter, YouTube,
and Flickr for each of our query selection techniques above.
We collected two binary relevance judgments for each doc-
ument. Agreement between our annotators was substantial,
with Cohen’s kappa coefficient values κ = 0.85, 0.69, and
0.93, for Twitter, YouTube, and Flickr documents, respec-
tively. In cases of annotator disagreement, we collected a
third judgment. To evaluate the retrieved documents, we
use a standard metric, namely, normalized discounted cu-
mulative gain, or NDCG [9], which captures the quality of
ranked lists with focus on the top results. We use the bi-
nary version of NDCG [9], to measure how well our approach
ranks the top documents relative to their ideal ranking.

7.2 Experimental Results
We begin by comparing the similarity of the automat-

ically generated queries and human-produced queries for

7https://www.mturk.com

Strategy Twitter Flickr YouTube All
MS 0.571 0.216 0.181 0.272
TR 0.524 0.254 0.097 0.277

RTR 0.517 0.253 0.094 0.317
MS-TR 0.531 0.209 0.141 0.244

MS-RTR 0.523 0.209 0.141 0.263

Table 2: Jaccard coefficient for automatically gener-
ated queries and human-produced queries.

our events. Table 2 shows the results of our query gener-
ation methods using documents from Twitter, Flickr, and
YouTube separately, and documents from all sites collec-
tively. Across all strategies, queries generated using Flickr or
YouTube documents were less similar to the human-produced
queries compared to queries generated using Twitter docu-
ments. For Flickr, this result can be explained by the com-
mon use of long multi-word tags, which were often selected
as the top queries by our strategies (e.g., [20110603musichall-
ofwilliamsburgbrooklynny]). While these queries may not
reflect human behavior, they could still be useful for re-
trieving event content, as we will see. In contrast, Precision
had the highest Jaccard value at 0.705, indicating that the
human-produced queries were most similar to the precision-
oriented queries we defined in Section 4. Interestingly, using
documents from all sites collectively did not improve the
similarity, possibly due to the presence of Flickr tags among
the selected queries for this strategy.
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Figure 4: Average annotator rating of our automat-
ically generated queries.

For the next step in our analysis, Figure 4 shows the aver-
age annotator rating for our alternative query generation ap-
proaches. Not surprisingly, Precision achieved the best aver-
age rating since, by design, it produced very detailed queries
that are expected to return relevant results for their asso-
ciated events. The query generation techniques that used
Twitter documents, especially Twitter-MS, were again the
most successful set of techniques. Based on our annotation
guidelines, the score of Twitter-MS indicates that, on aver-
age, queries generated by this strategy are expected to re-
trieve some results for their associated event. The query gen-
eration techniques that used YouTube documents received
the lowest scores in this evaluation. One possible expla-
nation is that the query-generation strategies may not be
effective when formulated using YouTube data alone, which
may be related to the lack of reliable temporal information
for YouTube documents, as we discussed in Section 5.

For our third set of experiments, we examined the rele-



Strategy 5 Docs 10 Docs 15 Docs 20 Docs
Twitter-MS 0.759 0.724 0.690 0.690

Twitter-RTR 0.828 0.793 0.759 0.759
Precision 0.414 0.293 0.241 0.224

Table 3: Percentage of events with Twitter results at
different recall levels for alternative query strategies.

vance of documents retrieved by our query generation strate-
gies to their associated events. Figure 5 shows the NDCG
scores for the top 5, 10, 15, and 20 Twitter documents re-
trieved by Precision, Twitter-MS, and Twitter-RTR (Twitter-
TR, Twitter-MS-TR, and Twitter-MS-RTR produced simi-
lar results to Twitter-MS and Twitter-RTR, and were there-
fore omitted). Validating our earlier observation (Section 4),
Precision retrieved highly relevant results. Both Twitter-MS
and Twitter-RTR also produced good results, demonstrat-
ing their effectiveness at retrieving Twitter documents for
known events.
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Figure 5: NDCG scores for top-k Twitter documents
retrieved by our query strategies.

Note that the NDCG scores at each level of recall were av-
eraged over the set of events that had some returned results
for each strategy. Table 3 reports the percentage of events in
our dataset for which each strategy returned results at var-
ious levels of recall. As expected, Precision returned results
for a small fraction of the events. Interestingly, Twitter-
RTR returned results for a larger proportion of the events
than Twitter-MS. This can be explained by the way these al-
ternative strategies select their top queries. Specifically, all
queries selected for Twitter-RTR must have some matching
documents, since we consider each query’s document volume
over time as the selection criterion. In contrast, Twitter-MS
is biased towards rare terms (i.e., terms with lower proba-
bility scores), making it the second most precise among the
strategies, following Precision.

Our next set of results examines the effectiveness of our
approaches for retrieving event documents across social me-
dia sites. Given our observations from the query-based eval-
uations, we evaluated the relevance of documents retrieved
by the best performing query generation approach, namely,
Twitter-MS, from both YouTube and Flickr. Figure 6 shows
the NDCG scores of Precision, Twitter-MS, and YouTube-
MS for the top-k YouTube documents, averaged over all
events. In addition, the size of each point reflects the num-
ber of events that had at least k documents retrieved by
the strategy. As we can see, Twitter-MS performed better

and retrieved results for more events than YouTube-MS, in-
dicating that Twitter documents can be potentially used to
improve both precision and recall of YouTube documents for
planned events.

5	   5	  

4	   4	  

39	   36	   34	   34	  

9	   8	   8	   7	  

0	  
0.1	  
0.2	  
0.3	  
0.4	  
0.5	  
0.6	  
0.7	  
0.8	  
0.9	  
1	  

1.1	  

0	   5	   10	   15	   20	   25	  

N
DC

G	  

Number	  of	  Documents	  k	  

Precision	  

Twi7er-‐MS	  

YouTube-‐MS	  

Figure 6: NDCG scores for top-k YouTube docu-
ments retrieved by our query strategies.

We performed a similar evaluation over documents from
Flickr, using Precision, Twitter-MS, and Flickr-MS. Preci-
sion, expectedly, retrieved relevant results for a small num-
ber of events. Interestingly, unlike YouTube-MS, Flickr-MS
achieved higher NDCG scores than Twitter-MS. However,
the number of events covered by Flickr-MS is smaller than
the number of events covered by Twitter-MS, showing that
Twitter-MS can still retrieve relevant Flickr documents and
can be particularly useful in cases where Flickr-MS returns
no results.
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Figure 7: NDCG scores for top-k Flickr documents
retrieved by our query strategies.

Overall, our evaluation showed that our query generation
approaches can effectively retrieve relevant social media doc-
uments for planned events on multiple social media sites. In
addition, we demonstrated that we can leverage social me-
dia documents on Twitter to generate a query strategy (i.e.,
Twitter-MS) that can retrieve relevant event documents on
YouTube and Flickr.

8. CONCLUSIONS
In this paper, we presented a query-oriented solution for

retrieving social media documents for planned events across



different social media sites. This work provides an essential
step in the process of organizing social media documents
for events, towards improved browsing and search for event
media. Using a combination of precision-oriented and recall-
oriented query generation techniques, we showed how to au-
tomatically and effectively associate social media documents
with planned events from various sources. Importantly, we
demonstrated how social media documents from one social
media site can be used to enhance document retrieval on
another social media site, thus contributing to the diver-
sity of information that we can collect for planned events.
Many opportunities for future work remain to improve our
general approach, such as learning how to exploit the con-
tent of pages linked from event-related documents and how
to leverage direct links between such documents across so-
cial media sites, in an iterative cross-site retrieval process.
Other future directions include sub-event content and topic
analysis, so that multiple views or temporal variations rep-
resented in the data can be exposed. Overall, our techniques
help unveil important information from, and about, planned
events as they are reflected through the eyes of hundreds of
millions of users of social media sites.
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