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Abstract

We investigate four hierarchical clustering methods (single-link,
complete-link, groupwise-average, and single-pass) and two
linguistically motivated text features (noun phrase heads and
proper names) in the context of document clustering. A sta-
tistical model for combining similarity information from mul-
tiple sources is described and applied to DARPA’s Topic De-
tection and Tracking phase 2 (TDT2) data. This model, based
on log-linear regression, alleviates the need for extensive search
in order to determine optimal weights for combining input fea-
tures. Through an extensive series of experiments with more
than 40,000 documents from multiple news sources and modal-
ities, we establish that both the choice of clustering algorithm
and the introduction of the additional features have an impact on
clustering performance. We apply our optimal combination of
features to the TDT2 test data, obtaining partitions of the docu-
ments that compare favorably with the results obtained by par-
ticipants in the official TDT2 competition.

1 Introduction

Clustering plays a crucial role in organizing large document col-
lections. As a notable example, clustering can be used to struc-
ture query results, hence providing users with an overview of the
results that is easier to understand and process than a flat list of
documents (see, e.g., [7]). It can also form the basis for further
processing of the documents once they have been organized in
topical groups, such as summarization [11].

Clustering is also a key component of DARPA’s ongoing
Topic Detection and Tracking (TDT) initiative, which completed
its second phase (TDT2) in early 1999.1 The goal of the TDT
initiative is to provide benchmarks for comparing systems that

1Seehttp://www.itl.nist.gov/iaui/894.01/tdt98/
tdt98.htm .

address three specific tasks relating to manipulating and orga-
nizing broadcast news and newswire stories. Given a stream of
incoming news articles,topic detectionis the task of grouping
together the articles that correspond to the sametopic, where a
topic is defined as “a seminal event or activity, along with all di-
rectly related events and activities.” [4, p. 19]. Topic detection is
then a clustering task, where we group documents on the same
“topic” together.

In this paper, we study document clustering applied to the
TDT2 topic detection problem. For this, we investigate alter-
natives for the two crucial components of a clustering strategy,
namely the clustering algorithm itself and the document features
that are used to guide the clustering. More specifically, we study
the performance of the four most popular hierarchical cluster-
ing algorithms, single-link, complete-link, groupwise-average,
and single-pass clustering. (We do not consider in our eval-
uation more expensive, non-hierarchical clustering techniques
because of efficiency concerns.) Single-pass clustering makes
irrevocable clustering assignments for a document as soon as
the document is first inspected. Among the four techniques that
we considered, single-pass is then the best suited for the TDT2
topic detection task, which requires systems to make clustering
assignments “on-line” as soon as a new document is received.
To investigate the limitations of such an on-line algorithm, we
experimentally compare the performance of single-pass with the
other three clustering algorithms mentioned above.

The other component of a clustering strategy that we explore
in this paper is the document features that guide the cluster-
ing. Typically, document clustering techniques use the words
that appear in the documents to define the “distance” function
that determines the final clustering. But additional, more lin-
guistically informed sets of features can be used in an attempt to
limit the input features to the most important ones, facilitating
the task of the learning (i.e., clustering) algorithm. In this paper
we investigate two such sets of automatically identified features:
matched noun phrase heads, where additional premodifiers are
excluded, and proper names (single nouns and phrases), catego-
rized as people, place, or organizations’ names.

We conduct a large-scale experimental evaluation involving
over 40,000 real documents from the TDT2 initiative1998 data
set. Our results show that, as expected, groupwise average out-
performs the other hierarchical clustering algorithms, but (for
a limited range of clustering thresholds) its performance is sur-
prisingly close to that of the computationally cheaper, on-line



single-pass method. We also establish that the linguistically
motivated features increase the overall clustering performance
when used in conjunction with the full word vectors tradition-
ally employed in clustering. Our results compare favorably with
those obtained by the official participants in the TDT2 competi-
tion.

In the remainder of the paper, we first review the four clus-
tering algorithms and linguistic features we experimented with
(Sections 2 and 3, respectively). Since combining the features is
an important step that is usually approached with approximate
and computationally expensive exhaustive search methods, we
present in Section 4 a statistical model for this combination task
based on a trainable log-linear model. Section 5 contains a de-
tailed presentation of our experimental results, along with a dis-
cussion of their significance.

2 Clustering Algorithms

Part of the goal of the experiments reported in this paper is to
explore the effect that the chosen clustering algorithm has on
the quality of document clustering (i.e., clustering with text fea-
tures). To this end, we implemented the four major hierarchi-
cal clustering technique discussed in the literature. These tech-
niques (or their variants) are used by most IR systems that per-
form clustering of thousands of documents. We briefly review
the four algorithms below, and discuss their strengths and weak-
nesses. (See [5] for a more complete discussion of hierarchical
clustering techniques.)

Given a set of documentsS = fD1;D2; : : : ;Dng and a sim-
ilarity function f : S � S ! <, the goal of all four methods is
to output a “reasonable” partition ofS into a collection of clus-
tersC1; C2; : : : ; Cm as a function of a pre-selected threshold� .
The first three techniques (single-link clustering, complete-link
clustering, andgroupwise-averageclustering) share the same al-
gorithmic steps but differ in the criterion they apply to determine
when two clusters should be merged. The general procedure first
places each documentDi in a separate clusterCi (i.e., initially
m = n); then it iteratively examines pairs of clusters, merges
a pair of clusters that satisfy the method’s test for merging, and
repeats this cycle until no mergeable clusters can be found, re-
ducingm by one at each iteration. The merging criterion is what
distinguishes each of these three methods:

� For single-link clustering, two clustersCi andCj can be
merged if there is a pair of documentsx 2 Ci andy 2 Cj
such thatf(x;y) � � .

� For complete-link clustering, two clustersCi andCj can be
merged if all pairsx 2 Ci andy 2 Cj satisfyf(x;y) � � .

� Groupwise average adopts a middle position between these
two extremes. Two clustersCi andCj are mergeable if the
average similarityf(x;y) across all pairs withx 2 Ci and
y 2 Cj is equal to or greater than the threshold� .

The produced clustering also depends on which pair of clus-
ters is actually merged at each iteration, whenever there are mul-
tiple candidates. Single-link clustering is actually unaffected by
this selection, since ifCi andCj are mergeable at some point,
they will continue to be mergeable even if additional elements
are included in one or both of these clusters. For complete link

and groupwise average, we chose (as most other systems do) to
select for merging the pair of clusters with the largest minimum
or average similarity, respectively.

The fourth technique we experimented with,single-pass clus-
tering, is unique in that it makes (irrevocable) clustering assign-
ments as soon as it sees each element.2 This makes single-pass
clustering especially suitable for very large collections of docu-
ments, and also for situations where new documents arrive con-
tinually, in different points in time (e.g., as is the case with an
online news source). The algorithm proceeds by maintaining an
initially empty but ever increasing set of clusters. Aseach new
document arrives, its average similarity with all the members of
each existing cluster is calculated. If a cluster for which this
average exceeds or matches the threshold� is found, we assign
the document to that cluster. Otherwise, a new cluster contain-
ing only the just arrived document is formed. Again, we choose
among multiple clusters that satisfy the similarity criterion by
selecting the one that has maximum average similarity with the
document under consideration.

Among these four methods, single- and complete-link reduce
the numerical similarity information to the minimum or maxi-
mum of a set. Therefore, these methods are expected to perform
less well (and run faster) than the groupwise-average technique,
which takes into account information across all pairs in the clus-
ters it assesses for merging. In comparison, single-pass cluster-
ing operates with less information at each step, since each doc-
ument must be placed in its final cluster as it arrives. Hence, we
anticipate that single-pass clustering will underperform group-
wise average.

All these methods adopt a greedy approach to clustering,
which is justified for very large data sets. An alternative class
of algorithms, collectively referred to asnon-hierarchicalclus-
tering methods, spend much more time per clustered element
in order to improve the quality of the partitioning. They do
so by defining a merit function for the entire partition, which
is then iteratively optimized; unlike the four hierarchical tech-
niques discussed above, they can revise prior decisions, moving
elements out of the cluster they had originally been assigned.
This is the reason for both the increased performance and the in-
creased computational complexity of these techniques. See [8]
for a comprehensive discussion of non-hierarchical techniques,
including thek-means,k-medians, exchange, and simulated an-
nealing methods. Since in the experiments reported in this paper
we worked with tens of thousands of documents, collections that
even hierarchical methods take hours to cluster, we did not in-
clude optimization methods in our comparative analysis.

3 Linguistic Features

Document clustering is a task that has received considerable at-
tention in the IR community, and the recent and ongoing Topic
Detection and Tracking effort has highlighted the issues in-
volved when very large collections of documents are partitioned.
Many techniques for improving the basic algorithms described
in the previous section have been considered, including multiple
clustering stages with varying thresholds [22] and probabilistic

2Delaying these decisions for a fixed number of elements is possible,
but we did not include such a delay in our implementation.



mixture models of word vector distributions [10]. Yet, any learn-
ing method depends on the selection of the most informative in-
put features for producing high quality output. In the TDT effort,
and in most other clustering work for information indexing and
retrieval purposes, the words in the document have dominated
as the sole features on which the clustering is based.

A good case can be made for the suitability of the full collec-
tion of words as the basis for determining document similarity
and eventually clusters. After all, the unfiltered words contain all
the information that humans have when they perform the same
task. Keeping all those words, appropriately weighed with a
scheme such astf.idf [15], makes all this information avail-
able to the clustering algorithm, and avoids hard choices such
as limiting the similarity features to specific words or classes of
words. However, for many tasks, an informed selection of fea-
tures can prove beneficialby injecting external, linguistic knowl-
edge about what kinds of words are most important for the clas-
sification, thus enabling the learning algorithm to zoom in to
the most significant input features. For example, in work clas-
sifying images on the basis of their captions, Sable and Hatzi-
vassiloglou [14] have established that keeping only the first sen-
tence of image captions and only specific parts of speech signifi-
cantly improves classification accuracy. Other types of linguistic
knowledge have also been found useful for information retrieval
tasks (e.g., nominal compounds [6], syntactic constraints [16],
and collocations [18]).

In this paper, we explore two linguistically motivated restric-
tions on the set of words used for clustering: noun phrase heads
and proper names. While it is not possible to predetermine with
complete accuracy which word classes make a document be-
long to a specific topical class, noun phrases and proper nouns
carry most of the information about the protagonists in each
document, and (indirectly) about the location and time frame
of any events discussed therein. This assumption is more jus-
tified for news articles, where 80–85% of documents describe
one or more specificevents, as opposed to generic discussions
of a topic [9]. By limiting the input features to those grammat-
ical categories, we construct additional feature vectors that can
be used either in place of or in addition to the traditional word
vectors during clustering.

We use two external tools to extract these features automat-
ically from text. For identifying noun phrase heads, we use
LinkIt [19], a tool developed at Columbia University for the
purpose of identifying significant topics in documents and in-
dexing text collections. LinkIt uses part-of-speech information
(also automatically assigned using the Alembic toolkit devel-
oped at MITRE [1]) and a simple finite-state grammar to locate
maximal non-recursive noun phrases in the text. Then it col-
lates those phrases that have the same head (final noun in the
sequence). In this manner, the phrases “Bill Clinton”, “Presi-
dent Clinton”, and “Clinton” will all be mapped toClinton, pro-
viding a means for addressing the hard problem of definite co-
reference. Unfortunately, so will “Hillary Clinton”, demonstrat-
ing that the approach will also introduce some reference errors.
Our experiments measure whether the positive contribution of
collapsing related terms to a canonical form with LinkIt’s basic
implementation outweighs these errors.

The second tool we use,Nominator[20], was developed at
IBM. It uses capitalization and punctuation information together

with a contextual model and a large knowledge base to iden-
tify proper nouns in context. Not only are proper names recog-
nized, but they are also classified into categories such asPER-
SON, PLACE, andORG (the latter standing for “organization”).
This allows us to experiment with different versions of proper
name vectors for each document, by including different cate-
gories in our definition of what really is a proper name. We
considered three such versions:3

� Our first version (hereafter referred to asNominatorAll) sim-
ply takes all the words or phrases labeled as proper names by
Nominator.

� For the second version (NominatorPPOU), we exclude all
words and phrases labeled asOTHER or UTERM (unknown
term). These are words or phrases that Nominator is either
unable to confidently characterize as proper names, or identi-
fies as fixed terms, respectively; in both cases the probability
of their being a proper name is lower. Examples of words
tagged asOTHER in the TDT2 corpus include “Internet” and
“Chapter 7”, while examples ofUTERM are “private school”
and “recent study”.

� Finally, we only consider words and phrases marked asPER-
SON, PLACE, or ORG (versionNominatorPPO). These are
the classes most likely to include information about the par-
ticipants and location of an event, which we consider central
to a document’s placement in an appropriate cluster.

4 Combining Features

The previous section presented ways to calculate vectors of lin-
guistically motivated features, which can complement the basic
vector containing all words that appear in a document. Having
extracted those vectors, we can then calculate the similarity be-
tween documents by first applying atf.idf normalization on
each vector and then taking the cosine between the two vectors
that correspond to the two documents. In this manner, we obtain
different similarity matrices (or functions), depending on which
set of input features is chosen. These similarity matrices can
then be used individually to drive the clustering algorithm and
produce a partition of the document set. Nevertheless, it is in-
teresting to also consider combinations of the similarity values
assigned to a pair of documents by the different feature models.

How to combine such similarity values is a hard problem that
involves two steps: first, deciding the form that the combining
function should have, and second, assigning values to the pa-
rameters in that form. Frequently, the chosen form is a linear
weighted sum, and the weights are estimated via a search regime
that calculates the final similarity for a given set of weights,
clusters the documents, and evaluates the produced clustering,
repeating the process iteratively for different sets of weights.
The complexity of this approach is exponential in the number
of weights, and consequently it cannot be used with more than a
few such parameters. Even then, the exhaustive search is limited
in the range and resolution of the weights considered, and often
has to be approximated by either gradient-descent or decompo-
sition techniques.

3In all three versions, we distinguish between occurrences of the
same word that are assigned different labels in different contexts, e.g.,
Ford/PERSONandFord/ORG.



To avoid these problems, we consider a mathematical model
for selecting optimal values for the weights in a slightly mod-
ified formulation of the weighted sum approach. Given vec-
tors of similarity valuesV1;V2; : : : ;Vk, one for each feature
(Words, LinkIt, NominatorPPO, etc.) and with each valueVij
corresponding to thej-th pair of documents, we assume that the
combining function should best approximate the values of a vec-
tor R (again ranging over the same pairs of documents), where

Rj =

(
1 if the documents in thej-th pair should be

in the same cluster
0 otherwise

The valuesRj can be obtained from a training set of documents
for which optimal cluster assignments are available (this is the
case in the TDT2 training data used in our experiments). Then,
we fit a log-linear regression model[17] in which theVi’s are
the predictors andR the response. Such a model calculates first
a linear internal predictor,�, which is a weighted sum of the
Vi’s,

� =

kX
i=1

wi � Vi

and then relates� to the final response via thelogistic transfor-
mation

Rj =
e�j

1 + e�j

Note that the log-linear model is quite similar to linear regres-
sion, which has been used successfully for combining features
for text classification before [21]. The log-linear extension guar-
antees that the final response will lie in the interval(0; 1), with
each of the endpoints associated with one of the outcomes. It
is also more appropriate than a straightforward weighted sum
because of technical reasons relating to the statistical assump-
tions inherent in such modeling (the fact that the variance in the
binomial distribution, which appropriately models eachRj , is
dependent on the mean and not constant as assumed by the lin-
ear regression model; see [17]). Given very modest assumptions
about the distribution of theVi’s, the optimal set of weightswi
can be calculated efficiently using theiterative reweighted non-
linear least squaresalgorithm [2].

This approach aims to optimize the final similarity function,
rather than the evaluation metrics over the clustering that this
function leads to. Hence, it is possible that a different set of
weights would lead to higher overall scores, when the effects
from the particular clustering algorithm are factored in. How-
ever, in our experimental analysis (Section 5) we found that the
weights assigned by this procedure were in all but one case bet-
ter than those produced by (limited) exhaustive search; and in
the one exceptional case, the difference in final performance was
negligible. At the same time, the log-linear model greatly sim-
plifies the task of combining the similarity values in a principled
manner, and allows us to experiment with more models (e.g.,
WordsplusLinkIt data alone,Wordsplus each of the versions of
Nominator data alone, etc.) than would otherwise be practical.

5 Experimental Evaluation

In the previous sections we described the possible choices of
clustering algorithms and of text features that we can use to pro-

duce document clusters. We now evaluate the clustering and
feature selection choices experimentally (Section 5.2), using text
corpora and evaluation metrics developed in the context of the
TDT2 initiative (Section 5.1). In addition to reporting results
for the single-pass algorithm, which satisfies TDT2’s online re-
quirement, we also present results for the other three clustering
algorithms of Section 2, even though these three algorithms do
not fit strictly in the TDT2 setting, since they inspect the docu-
ments repeatedly during clustering.

5.1 TDT2: Corpora and Metrics

The TDT2 corpus that we use for our experiments consists of
newswire articles from 1998, from Associated Press, The New
York Times, the Voice of America, Public Radio International,
CNN, and ABC. Our training corpus consisted of the 20,228 ar-
ticles in the TDT2 training corpus, while our evaluation test cor-
pus consisted of the 22,410 documents in the TDT2 evaluation
test corpus for topic detection.4

The TDT2 metric for evaluating the performance of topic de-
tection systems is thecost of detection, cdet , which combines
miss (PM ) and false alarm (PFA) errors into a single number,

cdet = CM � PM � PT +CFA � PFA � (1� PT )

whereCM andCFA are the costs of a miss and a false alarm, re-
spectively (equal to 1 in the TDT2 evaluation), andPT is a train-
ing set specific a priori target probability of a story discussing a
topic (equal to 0.02 for the TDT2 evaluation of topic detection).
Note thatPM andPFA are related to the more traditional met-
rics of recall and precision, respectively; more specifically,PM
is equal to 1 minus recall, andPFA is the same as fallout (which
generally is low when precision is high).cdet offers one way
to combine these usually competing factors into one number, so
that rankings of different systems, or different versions of the
same system with different input features, can be made.

The results that we report next use thecdet metric above,
and were computed with evaluation software produced by NIST
for TDT2. Using the same training and test corpora5 and the
same evaluation metric enables us to directly compare results
with those obtained by the TDT2 participants in a large-scale
evaluation. [12] discusses further details of the TDT2 evalua-
tion methodology, including the way that system-produced clus-
ters are aligned with the clusters in the reference model. In both
TDT2 and our experiments presented here, evaluation scores are
reported separately after micro-averaging (i.e., scores are cal-
culated per document and averaged across all documents) and
macro-averaging (i.e., scores are calculated per cluster in the
reference model and averaged across those clusters), or, in TDT
terminology, asstory-weightedandtopic-weighted, respectively.

5.2 Results over the Training Corpus

Tf vs. tf.idf weights:

As a first experiment, we studied the performance of thetf
and tf.idf weighting schemes over the TDT2 training cor-

4The TDT2 data included 21,950 additional documents in adevelop-
mentset that participants were free to use during training. We did not
use these documents for the experiments reported in this paper.

5Actually, a subset of the training corpus available to TDT2 partici-
pants; see footnote 4.



(a) (b)

Figure 1: Topic- (a) and story-weighted(b) cdet as a function of the threshold� (Wordswith tf.idf weights).

(a) (b)

Figure 2: Topic-(a) and story-weighted(b) cdet as a function of the threshold� (tf.idf weights; groupwise-average clustering).

pus discussed above. Not surprisingly, usingtf.idf weights
results in slightly better (i.e., lower) values of both the story-
and the topic-weightedcdet metric. Hence, in the rest of our
experimental evaluation we usetf.idf weights. Also, in all
subsequent experiments we adopted a standard cosine metric to
calculate the similarity between two feature vectors.

Choice of clustering algorithm:

Figure 1 compares the performance of the clustering algorithms
that we discussed in Section 2, for theWordsrepresentation of
the documents usingtf.idf weights. As it was expected on
theoretical grounds, groupwise-average performs significantly
better than both complete-link and single-link, and better than
single-pass clustering. These results are consistent across the
other feature representations of the documents that we tried
(Section 3). Consequently, we mostly focus on groupwise-
average clustering in the rest of the paper. However, we also
report results for single-pass clustering. In effect, although the
latter technique performs slightly worse than groupwise-average
clustering over our training data, it has the important advan-
tage of being an on-line technique (Section 2), comparable to
the methods used in TDT2. Furthermore, Figure 1 reveals that
for an appropriate range of thresholds� , single-pass performs

almost as well as groupwise-average clustering. This surprising
fact justifies the use of single-pass clustering if accurate estima-
tion of a suitable value of� can be performed from the training
data, and may offer an explanation for the relatively small im-
provement obtained by TDT2 systems that delayed clustering
decisions for 10 or 100 documents.

Analysis of individual document features:

As discussed in Section 3, we have a choice of features that we
can use to represent the documents in our collection. Figure 2
shows thecdet values that we obtain when we use each of these
choices in isolation for clustering. As we can see, theWords
representation performs the best, with significantly lower values
of both topic- and story-weightedcdet than those for theLinkIt
andNominatorAllrepresentations.

This result may indicate that discarding non-nouns results in
significant loss of information, or may be due to limitations of
the specific tools (LinkIt and Nominator) we used. For example,
many cases of slightly different forms of proper names (e.g.,
“Microsoft” and “Microsoft, Inc.”) are not matched by our cur-
rent techniques; methods that perform such matching [3] have
been shown to be useful in information retrieval. In any case,
the failure of the additional linguistic features to improve per-



Feature combination Intercept Words LinkIT Nominator
Words + LinkIt �3:2850 25.9389 �1:1403 N/A
Words + NominatorAll �3:2402 22.4196 N/A 5.8726
Words + NominatorPPOU �3:2440 22.4787 N/A 4.6294
Words + NominatorPPO �3:2479 22.4412 N/A 4.1257
Words + LinkIt + NominatorAll �3:2476 23.5958 �1:3459 5.8944
Words + LinkIt + NominatorPPOU �3:2519 23.7355 �1:4445 4.6586
Words + LinkIt + NominatorPPO �3:2560 23.7206 �1:4692 4.1479

Table 1: Combinations of features and weights estimated for the corresponding log-linear model.

(a) (b)

Figure 3: Topic-(a) and story-weighted(b) cdet as a function of the threshold� (tf.idf weights; groupwise-average clustering;
optimal log-linear combination ofWordswith other features).

formance when used alone does not mean that they cannot con-
tribute to better clusterings when used together with the original
word vectors, as we show in the next paragraph.

Choice of document feature combinations:

To combine the similarity values obtained by the above methods,
we applied the log-linear model of Section 4. We selected 1,358
documents from the training part of the TDT2 corpus for which
their topic assignment was known (i.e., manually annotated by
the Linguistic Data Consortium). Among the

�
1358

2

�
= 921,403

pairs of these documents, we randomly selected 100,000 pairs
for training models that included different combinations of input
features. These combinations and the weights assigned to each
similarity vector are shown in Table 1.

We note several interesting observations from Table 1. First,
and in line with the empirical results of the preceding paragraph,
the weights for words are invariably larger than either of the
other two features, and the weights for Nominator are larger
(in absolute values) than those assigned to LinkIt. This indi-
cates that, with our current extraction techniques, words remain
the most important feature6, and that the information provided
by Nominator is more useful than the simple noun phrase head
matching performed by LinkIt. Second, the LinkIt vector is as-
signed negative weights; this does not mean that noun heads
are not useful as a matching feature, but rather indicates that
given the information from words and proper nouns, additional

6This was confirmed with a separate analysis of variance study.

matches of noun phrases are evidence for documentdissimilar-
ity. This surprising result can form the basis of a more detailed
analysis of matching noun phrases in the future. Finally, the
negative intercept confirms that, in the absence of other infor-
mation and given the low expected similarity between any two
documents7, it is far more likely for two documents to belong in
different clusters than the same cluster. Note that the automatic
modeling procedure has explored a range of weights usually not
covered by other techniques, which would have been unable to
detect the negative correlation of the LinkIt-based similarities
with the overall document similarity.

Figure 3 contrasts the performance of the best single feature
(Words) with models involving additional linguistically moti-
vated features; as Figure 3 shows, the combined features slightly
outperform theWordsfeature alone, and extend the range of
threshold values for which thecdet curve remains low (which
is important when the method is applied to unseen data, where a
different optimal� may apply).

5.3 Comparisons with TDT2 results

Having explored different clustering algorithms and assessedthe
contributions of features and feature combinations on (part of)
the TDT2 training set, we selected the best feature combination

7The average similarity was 0.039 forWords, 0.030 forLinkIt, and
0.012 forNominatorAll; accordingly, our model combining these three
features predicts that two documents will be in the same cluster 9.14%
of the time.



Optimized for Story-Weighted Optimized for Topic-Weighted
Story-Weighted

cdet
Topic-Weighted

cdet
Story-Weighted

cdet
Topic-Weighted

cdet
Groupwise-Average

Clustering
Training 0.0068 0.0034 0.0083 0.0032
Test 0.0043 0.0042 0.0046 0.0034

Single-Pass
Clustering

Training 0.0078 0.0043 0.0087 0.0034
Test 0.0072 0.0046 0.0079 0.0036

Table 2: Training and test detection costs for groupwise-average and single-pass clustering (tf.idf weights; optimal log-linear
combination ofWords, LinkIt, andNominatorAll).

Optimized for Story-Weighted Optimized for Topic-Weighted
Story-Weighted

cdet
Topic-Weighted

cdet
Story-Weighted

cdet
Topic-Weighted

cdet
Groupwise-Average

Clustering
Training 0.0071 0.0033 0.0071 0.0033
Test 0.0052 0.0037 0.0052 0.0037

Single-Pass
Clustering

Training 0.0077 0.0047 0.0090 0.0032
Test 0.0074 0.0049 0.0084 0.0039

Table 3: Training and test detection costs for groupwise-average and single-pass clustering (tf.idf weights;Wordsas the single
feature used).

Organization
Story-

Weighted
cdet

Topic-
Weighted

cdet
Average

BBN 0.0040 0.0047 0.00435
IBM 0.0046 0.0042 0.00440
Dragon 0.0045 0.0048 0.00465
UMass 0.0040 0.0064 0.00520
UPenn 0.0071 0.0063 0.00670
CMU 0.0077 0.0057 0.00670
CIDR 0.0096 0.0084 0.00900
UIowa 0.0130 0.0095 0.01125
Our system (a) 0.0072 0.0046 0.00590
Our system (b) 0.0079 0.0036 0.00575

Table 4: The cdet values over the test corpus for the TDT2
participants and for our system. The last two rows show the
test results that we obtained by using single-pass clustering and
the best parameters learned during training for(a) lowest story-
weightedcdet , and(b) lowest topic-weightedcdet .

(Wordsplus LinkIt plus NominatorAll) and fixed the threshold
parameter� , both on the basis of the training set. Then we ap-
plied both the groupwise-average and single-pass methods on
the TDT2 test set. The results, shown in Table 2, reveal that
our system not only is stable when applied to a different set
of unseen documents but also generallyimprovesthe cost of
detection on the test set (i.e., has a lower cost for the test set
than for the training set). Note that Table 2 has separate entries
for the threshold values that minimized on the training set the
story-weighted (micro-averaged)cdet and the topic-weighted
(macro-averaged)cdet .

Table 3 shows how the original feature,Words, fares com-
pared to the combination of all three features for whichcdet

scores were given in Table 2. We observe that the combina-
tion of the three features continues to slightly outperform words
alone in the test set, as was the case for the training set. Overall,
in 11 of the 16 cases presented in Tables 2 and 3 the combined
features approach performs better than just using words.

Finally, we compare the performance of our system (with
all three features and using the single-pass technique to en-
sure a fair comparison) on the test set with the performance
of the TDT2 participants on the same set of documents (Ta-
ble 4). Our system places in the middle range of the participants
in terms of micro-averaged detection cost (whether optimized
for micro- or macro-averages), but performs especially well in
terms of macro-averaged detection cost: it places second when
optimized for micro-averaging, and first when it is also opti-
mized for macro-averaging.

6 Conclusions

Our analysis has established that both the chosen clustering
algorithm and the input features make a difference in the
performance of a system that separates documents in topical
groups. We confirmed that groupwise-average performs best in
the TDT2 setting, and discovered that single-pass can offer a
cheaper but close second if the clustering threshold is carefully
selected. In addition, we found that using information about
matching noun phrase heads and proper nouns can help improve
overall clustering quality. We addressed the hard problem of
combining similarity values from multiple input features (or dif-
ferent similarity functions) by proposing a theoretically justified
statistical model, which was shown in practice to perform as
well as or better than exhaustive search.

Of course, the improvement offered by the linguistic features
was relatively small, a fact that we believe is due in part to er-
rors made by the extraction tools and in part to the generality of
the classes considered. Our motivation for including the noun



phrase head and proper name vectors in the first place was to fo-
cus the input features on the protagonists in the documents. Tak-
ing all noun phrase heads or all person and organization names
is only an approximation, and in future work we will explore
additional techniques so that only a few proper names or nouns
are selected as the major participants for each event described
in a document. Similarly, we plan to refine our technique for
identifying the location of an event, and incorporate time infor-
mation, which has already been used with some success by other
systems [13, 22].
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