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Adaptive Deadlock- and Livelock-Free Routing
With all Minimal Paths in Torus Networks

Luis Gravano, Gustavo D. Pifarré, Pablo E. Berman, and Jorge L. C. Sanz, Feliow, IEEE

Abstract—This paper consists of two parts. In the first part, two
new algorithms for deadlock- and livelock-free wormhole routing
in the torus network are presented.

The first algorithm, called *-Channels, is for the n-dimensional
torus network. This technique is fully-adaptive minimal, that is, all
paths with a minimal number of hops from source to destination
are available for routing, and needs only five virtual channels
per bidirectional link, the lowest channel requirement known
in the literature for fully-adaptive minimal worm-hole routing.
In addition, this result also yields the lowest buffer require-
ment known in the literature for packet-switched fully-adaptive
minimal routing. The second algorithm, called 4-Classes, is for
the bidimensional torus network. This technique is fully-adaptive
minimal and requires only eight virtual channels per bidirectional
link. Also, it allows for a highly parallel implementation of its
associated routing node.

In the second part of this paper, four worm-hole routing
techniques for the two-dimensional torus are experimentally
evaluated using a dynamic message injection model and different
traffic patterns and message lengths.

Index Terms— Adaptivity, deadlock-freedom, torus network,
livelock-freedom, parallel communication, parallel computer,
performance simulation, worm-hole routing.

I. INTRODUCTION.

ESSAGE routing in large interconnection networks

has attracted a great deal of interest in recent years.
Different underlying machine models have been used and
proposed [11], [43], [42], [46], [34], [47], [28], [38], [22],
(51, (11, [33], [27] .

In terms of message length, several issues have been studied
concerning the ways to handle long messages (of potentially
unknown size) and very short messages (typically of 150-300
bits). In packet-switching routing, the messages are of constant
(and small) size, and they are stored completely in every
node they visit. In [16], a survey of some packet routing
algorithms has been presented. In [14], simulation results have
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been shown comparing a number of different oblivious packet
routing schemes on the hypercube. In worm-hole routing [11],
messages of unknown size are routed in the network. These
messages are never stored completely in a node. Only pieces
of the messages, called flits, are buffered when routing. For
a review of recent worm-hole methods, see [37]. In between
packet-routing and worm-hole lie some hybrid approaches. In
these methods [25], a message is routed by using a worm-hole
technique until it gets blocked in a node by traffic. In this case,
the message is buffered completely in the node, if buffers are
large enough with respect to message length.

Two subjects of long-standing interest in routing are dead-
lock and livelock freedom. Techniques that perform without
deadlocks or livelocks have been shown on different models.
Some algorithms succeed in accomplishing deadlock-free or
livelock-free routing only in a probabilistic sense [28], [41].
In other algorithms, deadlock freedom is guaranteed in a
deterministic sense [35], [18]. Several techniques achieve this
by defining an ordering on the critical resources, and allowing
each message to progress throughout the network by occupy-
ing resources in a strictly monotonic fashion [111, [43], [42],
[26], [3], and [21], [36], among others. This idea results in the
generation of a directed acyclic graph (DAG) of the resources.

A desirable feature of routing algorithms is adaptivity, i.c.,
the ability of messages to use alternative paths toward their
destinations according to traffic congestion in the nodes of
the network. Recent simulations results for packet switching
on the two-dimensional mesh [15] have shown that adaptivity
improves the performance of dynamic injection routing when
compared to oblivious methods. Also, the same conclusion
was obtained by [8] for k-ary n-cubes. However, finding
deterministic and probabilistic bounds for static models of
message injection in adaptive routing is still an open problem
for all cube-type networks.

A fully-adaptive minimal routing scheme is one in which
all possible minimal paths between a source and a destination
are of potential use at the time messages are injected into
the network. Paths followed by the messages depend on the
traffic congestion found in the nodes of the network. Full-
adaptivity is a feature from which one can hope to obtain
the best possible performance if no source of randomization
is used. Full-adaptivity has been used by Upfal in [46] to
produce a deterministic optimal algorithm for routing in the
multibutterfly. Multibutterflies are extremely rich in terms of
the number of minimal paths between any pair of nodes.

New algorithms for deadlock-free worm-hole routing have
been reported in [32], [8], [9], [19], [20], and [13]. Recently,
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some mathematical analyses have been reported on the perfor-
mance of worm-hole oblivious algorithms [44]. The algorithms
in [32] are for k-ary n-dimensional cubes and n-dimensional
mesh-connected networks. These techniques need a number
of virtual channels per link that increases exponentially with
n: in a k-ary n-cube 2"~! virtual networks are needed, each
with n + 1 copies of the network. In [8], a method for
deadlock-free adaptive routing in k-ary n-dimensional cubes
is presented, which can be used for worm-hole routing. The
new technique is based on a dynamic view of the conditions
under which deadlock may arise. Routing of messages is
accomplished by enforcing certain priorities on the use of
virtual channels potentially intervening in deadlock conditions.
In [9], a technique based on the use of multiple independent
lanes associated with each physical link in a routing node is
shown. Given a fixed amount of storage space allocated to
each physical channel, it is shown that breaking the storage
into several buffers is a convenient methodology for improving
network performance. Simulations for worm-hole routing on
a multistage interconnection network are shown. In [20],
fully-adaptive worm-hole algorithms were introduced for a
variety of networks, including the hypercube, together with a
methodology for the design of deadlock-free wormhole routing
techniques. The same fully-adaptive worm-hole algorithm for
the hypercube and a very similar design methodology were
independently presented in [13].

In Section III, a new algorithm for routing on toroidal
networks is presented [20], [2]. The new technique, called *-
Channels, is fully-adaptive, deadlock- and livelock-free, and
requires a very moderate amount of resources in the routing
nodes. The new method is presented for n-dimensional tori. *-
Channels works for messages of unknown size, thus rendering
new routing techniques for both packet-switched and worm-
hole models. It requires 5 virtual channels per bidirectional
link of an n-dimensional torus. This algorithm is the first
one with these characteristics, i.e., fully-adaptive minimal and
deterministically livelock- and deadlock-free, that requires a
number of virtual channels per link that does not depend
on n or the size of the network. Actually, the number of
virtual channels can be made equal to 3 for one of the
dimensions. Thus, the total number of virtual channels per
node is 10(n — 1) + 6 for an n-dimensional torus. This count
compares very favorably with that of the techniques presented
in [32], as explained above. An instance of *-Channels yields
a fully-adaptive minimal deadlock-free worm-hole routing
algorithm for the bidimensional torus using 3 virtual channels
per bidirectional link associated with the X dimension, and 5
virtual channels per bidirectional link associated with the ¥
dimension.

In addition, *-Channels also yields the smallest number
of buffers known in the literature for packet-switched fully-
adaptive minimal routing. For example, a total of 16 buffers
are needed in the node of a two-dimensional torus, and
26 buffers in a three-dimensional torus. Thus, *-Channels
offers an appealing approach to practical implementations of
packet-switched low-dimensional toroidal networks because
of its reduced storage requirement, ensuring freedom from
deadlock and livelock deterministically without any source of
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randomization, and yet allowing all minimal paths for routing.
Another remarkable characteristic of *-Channels for the packet
model is that no central queue is necessary (o guarantee any
of its properties. These properties make *-Channels a practical
alternative to chaotic routing [4], [29] for two-dimensional and
three-dimensional adaptive torus networks.

In Section IV, a new algorithm for worm-hole routing
on bidimensional torus networks, dubbed 4-Classes [15], is
presented. This new technique is fully-adaptive minimal, and
free of deadlock and livelock in a deterministic sense, and
requires only eight virtual channels per bidirectional link for
its implementation.

Section V presents a comparison of worm-hole algorithms
for the two-dimensional torus. Four algorithms are analyzed
and compared: *-Channels, 4-Classes, Linder-Harden's, and
Oblivious. Although 4-Classes uses more virtual channels than
*_Channels, it allows a node model design with potentially
more parallel logic than that in *-Channels. Linder-Harden’s
algorithm [32], is fully-adaptive minimal, but uses more vir-
tual channels than *-Channels and 4-Classes. The Oblivious
algorithm [11] is oblivious and nonminimal, that is, the path
followed by a message is completely determined by its source
and destination, and the number of hops of this path may be
greater than that of a minimal path. A node model for each
of the algorithms is presented. For a fair comparison of the
four algorithms, the number of virtual channels used by the
different techniques is equalized.

II. DEFINITIONS

Definition 2.1: An n-dimensional k-torus (sometimes re-
ferred to as k-ary n-cube) is a network with &™ nodes. The
n dimensions of the n-dimensional torus will be referred to
as Xn_1, -+, Xo. Each node of the torus will be denoted
by a tuple (zp—1,++-,%o), With 0 < z; < k for all 0 <

i < n, and will be connected to nodes (Zp—_1, -, Tit1, (T +
1) mod k,x;—y1,- -, %), and (Zp—1,- -, Tit1, (z; — 1) mod
k,x;_y,---,x0), forall 0 <7 < n.

The link connecting nodes (%p—1,---,k — 1,--+,2) and
(Zp_1,-++,0,---,30) along dimension X; will be called a
wrap-around link along dimension X;.

The directed link ((Zn—1, " ,Ti, - > To)o(Tno1, - (Ti +
1) mod k,---, o)) corresponds to dimension X;, and will be
referred to as having orientation X"

Analogously, ink ((zn—1, ", %s, * *, Z0)s (a1, -, (Ti—
1) mod k, - - -, zg)), corresponding to dimension X;, will be

referred to as having orientation X .
Dimensions X; and X, of a two-dimensional torus will
often be referred to as X and Y, respectively.

III. ALGORITHM*-Channels

In this section, a fully-adaptive, minimal, deadlock-free,
worm-hole routing algorithm for the n-dimensional k-torus
will be presented. This routing algorithm requires five virtual
channels per bidirectional link for its implementation!, a
number that does not depend on the size or dimension of the

!In fact, only three virtual channels are needed for each bidirectional link
associated with the most significant of the dimensions of the torus network.
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torus, and allows each message to choose adaptively, step by
step, among all the minimal paths that take it to its destination.
No minimal path is discarded in order to obtain freedom from
deadlock. This algorithm will be referred to as *-Channels.

The central idea in *-Channels is simple. There are basically
two types of virtual channels, as will be explained below:
star channels, and nonstar channels. Messages will move
through the star channels as when doing dimension-order
oblivious routing [11]. The nonstar channels will be used
when taking any of the transitions that would not be allowed
by the dimension-order routing algorithm, thus obtaining full
adaptivity while preserving freedom from deadlock.

Related routing functions presented in the literature have
acyclic channel dependency graphs (CDG). Although this
property is sufficient to guarantee deadlock freedom, it is
not necessary, and can be substantially relaxed: the channel
dependency graph has to be dynamically acyclic {36]. Intu-
itively, the *-Channels algorithm involves two subnetworks,
one composed of star channels and one of nonstar channels.
The star channels implement a complete oblivious subnetwork
that acts as a “release valve” or “drain” for the subnetwork
built from the nonstar channels. The nonstar subnetwork can
deadlock at any time but the star-channel subnetwork acts as
an “escape” from deadlock.

The key idea behind the new algorithm is adding adaptivity
to a routing algorithm based on an acyclic CDG. Starting with
the acyclic CDG, some transitions are added under several
constraints. The restrictions ensure that a message has always
a valid transition in the original CDG as a valid step toward its
destination. This means that if a message can be routed along
a new transition, it will still have the possibility of taking
a transition in the original CDG. Therefore, at any moment,
every message has a path to its destination in the original CDG.
In other words, every message will be able to progress towards
its target node through the underlying DAG. This technique
was used elsewhere for building routing functions over several
networks, but for packet routing only. In [40], fully-adaptive
algorithms for the hypercube and mesh have been presented
for packet-switching routing. These algorithms are deadlock-
free, and can be implemented using only two queues per node.
Recently, the principles shown in [40] have been used for the
same routing model in n-dimensional torus networks by using
three queues per node [6], and this result is optimal for the
given model and network [7]. Unfortunately, the methodology
of [40] and [6] does not apply to worm-hole routing.

Next, the new algorithm will be described. Consider the
directed link:

((Tp_1,, Tiy+++, 20)y (Tne1,++, (®i+1) mod k, - -+, 20)).
This link will have three virtual channels associated with it:

*

ci,+,0,($n—1r-~,(zt'+1)modk,---,zo)’
*

S G L (@nn 1y (4] modk,,zo)r 20D

® Cit(zn_1,(Ti+1)modk, -, z0)"

Analogously, link:

((Tn=1,""*,Fi,++, 20), (Tn—1,- -+, (£ — 1) mod k, - - -, Tg))
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will have three virtual channels associated:

° *
i,—,0,(Zn -1, (i —1)modk, -, z0)’
bt

® G 1 (2n1, o (xi—1)modk,,x0)° and
® Ci— (zn_1,(x:i—1)modk, -,z0)"
Channels:

.
Cir+,0,(2n—1, - (zi+1)modk, -, z0)"
kK

* Cirt L (@nm1, (@it ) modk, ,20)”

® G 0,(znmt,(zi~1)modk, - z0)’ and
A

® G 1(no1,(@i—1)modk,-,a0)

will be referred to as star channels.

In both cases, the star channels will be used as when doing
dimension-order routing [11]: messages will move through
star channels with prefix i,+,0 while correcting dimension
X; following orientation X~ before taking a wrap-around
link along dimension X;. After taking a wrap-around along
dimension X; following orientation X;", messages will move
through star channels with prefix ,+,1 when correcting
dimension X;.

Now, the routing function R: VirtualChannels x Nodes
— P (VirtualChannels) will be described, where P (Virtu-
alChannels) is the powerset of the set of VirtualChannels. It is
supposed that each node p has an injection channel i, where
p injects the new messages into the network?. Whenever a
message arrives at a channel incident with its destination node,
it is delivered and taken out of the network.

The routing function.>

(c*
44,0, (Tn— 1,0, ®ig 1,%iF1,Ti 1,0 5%0)

ifr;=y;Vy=n—-1,---,i+1and

xigéyiandxi;ék—land

the message has not taken

a wrap-around along

dimension X; yet and

dimension X; should be corrected

following X;"
c;(,+,1,(xn,1,'~,xl+1,0,:v,-_,,---,wa) .

ifz;=y;Vj=n—-1,---,i+1and

z; #y; and z; =k —1 and

dimension X; should be corrected

R(cz,y) = 3 following Xi+

*
Ciy+,1,,(xn—1,"',Ig‘l,zi+1,wi_1,'".$o)
ifz;=y;Vj=n—1,---,2+1and

x; # y; and the message has already
taken a wrap-around
along dimension X; and
dimension X; should be corrected
‘following X

Clots(Tn -1, 5&541,(zj+1)modk,z;_1,,0)
if .’E]' 75 y]'
and dimension X; should be corrected
following X5 j € {n—1,---,0}

2This model, called one-port architecture [23], is not required for the
correctness of the algorithm. Several injection buffers can be used, still
preserving deadlock and livelock-freedom. However, in the torus network
a single injection buffer is enough to define the theoretically achievable
throughput.

3In fact, R(cz,y) is the set of all the virtual channels above whose
corresponding condition on the right hand size is true.
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(0,0) (1,0) (2,0) (3,0) (4,0) (5,0) (6,0)
®
(0,1) (4,1) (5,1) (6,1)
(0.2) (4,2) _(5,2) o(6,2)
o [ J
(1,3) (2,3) (3,3)
o o
1,4) (2,4) (3,4)
( ° ° 1
(3,5)  o(4,5) d
o [ J
(3,6) (4,6) g
[ J ®
* Star channels with prefix i,+,1
—_— Star channels with prefix i,+,0
LIERLLLLIS g Non-star channels
Fig. 1. The paths available in the two-dimensional 7-torus between node (1, 0) and (4, 2) and between node (5, 3) and node (1, 6) with the

*-Channels algorithm.

where ¢, is a virtnal channel incident to node z =
(Tn-1,"",20) and ¥ = (Yn—1,---,¥0) is the destination
of the message. In the definition above, only the equations
for correcting each dimension following the “+” orientation
have been described.

A message will be allowed to correct any of the dimensions
that need correction through nonstar channels. A message will
be allowed to enter a star channel corresponding to dimension
X; only if X; is the most significant dimension the message
needs to correct, and only if the star channel corresponds to the
message’s having taken a wrap-around along that dimension
or not, as explained above.

Consequently, the resulting worm-hole routing algorithm
is fully-adaptive minimal. Moreover, assuming that virtual
channels are assigned fairly, and that messages are of finite
but arbitrary length, this routing algorithm is free of deadlock.
Star channels play the most important role in proving this.

Fig. 1 shows two examples for a two-dimensional 7-torus.
None of the minimal paths between nodes (1,0) and (4,2)
contains a wrap-around link. So, all the star channels po-
tentially used by a message going from node (1,0) to node
(4,2) have prefix ¢,4+,1, with ¢ = 1 or ¢ = 0. Note that
any nonstar channel in a minimal path between the source
node and the destination node can be taken at any moment.
However, the star channels along the Y dimension can only
be used after the X dimension has been totally corrected. For

example, if the message is at node (2, 1), it can take any
of the nonstar channels to nodes (3, 1) and (2, 2), namely
€1,4,(3,1) OF Co 4 (2,2)> respectively. However, cx; 4 1,3,1) 18
the only star channel the message can take, since it has not
finished correcting dimension X yet. The same restrictions
apply to the minimal paths between nodes (5, 3) and (1, 6).
All of these paths contain a wrap-around link along the X
dimension. Consequently, after the message reaches the “edge”
of the torus (nodes (6, 3), (6, 4), (6, 5), and (6, 6)), it can only
proceed through star channels with prefix 1,+,0.

The following definition will be used in the remaining
of this section. The star-channel dependency graph CDG*
= (C*,D*) is defined as follows:

e C* consists of all the star channels.

* (cf,c;) € D* if and only if there exists a message m such
that R builds a path from m’s source node’s injection
channel towards its destination that passes through ¢} and
afterwards through c;.

The main difference between this dependency graph and the
well-known CDG (see [11] and Definition 4.1) is as follows.

1) The nodes of the CDG* graph are a subset of the
channels of the network.

2) Although the nonstar channels are not nodes of the
CDG* graph, they participate in paths that create channel
dependencies: two star channels that are not connected
in the CDG for the dimension-order algorithm may now
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be connected in the CDG* because of paths containing
nonstar channels. For example, consider star channels
C¥1,4.1,(1,0) and cx1 11,(2,1) in Fig. 1, which originate
in nodes (0, 0) and (1, 1), respectively. These chan-
nels, which correspond to the X dimension and “+”
orientation, are not linked in the CDG for the dimension-
order algorithm. However, the nonstar channel ¢ 4 (1,1)
from node (1, 0) to node (1, 1) establishes a dependency
between them according to the definition above.

The set of all the virtual channels, star and nonstar, will
often be referred to as C.

Lemma 3.1: The star-channel dependency graph CDG" as-
sociated with R is acyclic.

Proof: The proof can be found in Appendix A .

Lemma 3.2: The routing algorithm that results from routing
function R is free of deadlock.

Proof: The proof can be found in Appendix A.

From Lemma 3.1, Lemma 3.2, and R, we have Theorem
3.3.

Theorem 3.3: The *-Channels algorithm yields a worm-
hole routing technique for any n-dimensional torus. The tech-
nique is fully-adaptive, minimal, free of deadlock and livelock
in a deterministic sense, and can be implemented using 5
virtual channels per bidirectional physical link in all but one
of the dimensions where only 3 channels suffice. Thus, the
total number of virtual channels per node is 10(n — 1) -+ 6.

In fact, the above presentation yields an algorithm with
six virtual channels per physical link. However, only five
virtual channels per bidirectional link are necessary. This
is so because the star channels C:s+117(1n—17"'=Iia"'y130) with
x; > |k/2] are never used, because paths are minimal, and
so, each message travels at most |k/2| steps along each
dimension. Channels ¢} . 1 . | ... .20 with z; > |k/2]
would be used by messages that had taken a wrap-around
along dimension X; and orientation X l+ , and moved at least
[k/2] — 1 steps along X;" after the wrap-around. So, entering
such a channel would involve traveling more than |k/2] steps
along dimension X;.

Analogously, channels ¢}
|k/2] are never used.

So, only five virtual channel per bidirectional link
are needed, because channels c;',JﬁO,(zn‘l,_,,,0,..,@0) and
CZ,—,O,(zn_l,w,k—1,~-~,zo) are never used. Furthermore, dimen-
sion X, _1, the most significant one, does not need nonstar
channels: each bidirectional link corresponding to dimension
X,._1 needs only three virtual channels.

As a result of this, the algorithm above instantiated to a
two-dimensional torus needs three virtual channels for each
bidirectional link associated with dimension X and five virtual
channels for each bidirectional link associated with dimension
Y. A simplified routing node model is depicted in Fig. 4 for
the two-dimensional torus.

The above theorem was presented in the context of a worm-
hole model. In this model, messages serviced by the network
are of unknown size. Therefore, the design of the routing
node cannot be based on the assumption that messages will
be completely stored in a node. If a packet implementation is

with z; <

= 1L,(#n—1,0%i, 0 T0)
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desired, *-Channels also yields the following important and
immediate result:

Theorem 3.4: The *-Channels algorithm yields a packet
routing technique for any n-dimensional torus. The technique
is fully-adaptive, minimal, free of deadlock and livelock in a
deterministic sense, and can be implemented using 5 buffers,
in each node, per bidirectional physical link in all but one of
the dimensions where only 3 buffers per link suffice. Thus, the
total number of buffers per node is 10(n — 1)+ 6. Furthermore,
the packet routing technique does not require any central queue
mechanism for ensuring the above properties.

As no central queue is mandatory, *.Channels can be
used for combined routing, i.e., both short fixed-size packets,
and long messages of unknown size are handled by the
same network and routing resources. While this type of
combined routing can be naturally handled in multistage
adaptive networks such as the multi-butterflies [30], fully-
adaptive combined routing remained as a difficult goal for
n-dimensional toroidal networks before *-Channels was dis-
covered. Combined routing is accomplished in *-Channels by
a “partial” virtual cut-through implementation, i.e. the storage
of long messages would span more than one routing node
while short messages may be buffered completely in one
node. Practical studies are being carried out to experimen-
tally determine the performance of this combined routing,
and the potential improvements offered by a central queuing
mechanism for enhanced routing of the fixed-size packets.

IV. ALGORITHM 4-Classes

This algorithm divides all (source, destination) pairs into
four classes and creates a virtual network for each class using
all minimal paths in the network. [32] and [24] used similar
ideas with a different choice for the classification of (source,
destination) pairs. The partition chosen in 4-Classes renders
an algorithm that requires fewer resources and that has more
potential parallelism in the node design than the techniques in
[32] and [24]).

Algorithm 4-Classes {15] requires 8 virtual channels per
bidirectional physical link, while allowing all the minimal
paths between any pair of nodes s, d to be of potential use
by those messages moving from s to d. Although 4-Classes
requires more virtual channels than *-Channels, it has some
important features: its routing node can be designed with a
highly parallel implementation, as switching in a node can
be decoupled into a set of eight independent 3 x 3 adaptive
crossbars. This node model will be presented in Section V-B.
A more detailed description of the algorithm follows.

If for a given node (z,y) dimension Y is fixed to y, then a
cycle of length k is defined by moving along the X dimension.
Cycles along dimension Y are defined in an analogous manner.
Given a message with source node (z,y) and destination node
(z','), a minimal path from (z,y) to (z',y’) is built in such
a way that the message will have to travel through at most
|k/2] links along dimension X and through at most Lk,2]
along dimension Y. To find such minimal paths, the correct
orientation along each dimension should be chosen. If k is
odd, there is only one possible orientation of each dimension
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following which all the minimal paths are built. If k is even,
and a message m is k/2 steps away from its destination
along dimension X, for example, then either orientation along
the X dimension can be taken in order to follow minimal
paths towards m’s destination. This choice is independent for
each dimension. Consider dimension X and the set of cycles
associated with this dimension. Moving along dimension Y
does not change the relative position within the different cycles
associated with dimension X that will be visited. Similar
considerations can be made for dimension Y. Therefore, the
set of minimal paths between any pair of nodes is determined
by a correct choice of the direction in which to change each
of the dimensions.

Consequently, when a message is injected in the network,
it will be classified into one, two, or four out of four classes
according to the orientation in which each dimension should
be corrected in order to follow a minimal path towards the
destination. These four classes will be referred to as XY T,
XY+, XtY~, and X~Y~. This concept of classifying
messages according to classes is well known [24] . If k is
odd, then every message belongs to exactly one of these four
classes. However, if k is even, then a message may belong to
more than one class. For example, a message that is k/2 steps
away from its destination along the X dimension will belong
to both classes X TY and XY, where Y is the orientation(s)
following which dimension Y should be corrected.

In the following, the case of a two-dimensional k-torus with
k odd will be analyzed.

Given a source node, a destination node, and an orientation
for each dimension, a “submesh” is determined. All minimal
paths between a source and a destination node are included in
the submesh determined by the source, the destination and the
orientation of each dimension chosen as explained above.

Now, the virtual network associated with each of
the four classes into which messages are classified, viz
X*tY+t X-Y+, XtY~, XY, will be presented. Each
of these virtual networks will have a particular set of virtual
channels assigned. The definition of each of these four virtual
networks is almost identical. So, only the case X Y+ will
be described here (see Fig. 2).

A message will belong to class XY+ if the minimal paths
from its source towards its destination are built by choosing
X+ and Yt as the orientation for correcting dimensions X
and Y, respectively. Only this kind of messages will be routed
through the virtual network XY +.4

Each physical link will have two virtual channels associated
in the virtual network corresponding to class X Y *+. These
two virtual channels will both use the underlying bidirectional
physical link in the same direction. Every virtual channel is
identified by a 3-uple: the first component of the 3-tuple is
either a 0 or a 1°. The second component is the dimension
associated with the underlying link, X or Y. Finally, the
last component is the node in which a message arrives by
taking this virtual channel. For example, there are two virtual

4In the case k even, messages that belong to more than one class may start
visiting channels belonging to class X+Y T, as will be explained below.

5This first component will often be referred to as the prefix of the virtual
channel in what follows.
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Fig. 2. Virtual Network XY+ for Algorithm 4-Classes.

channels from node (3, 2) to node (4, 2): c(’; },(4’2) and
++
€1,X,(4,2)°

Next, the routing function for routing on the two-
dimensional k-torus used for those messages belonging to
class XTY*t will be described. The routing function will
be defined in terms of the virtual channels just mentioned.
Let m be a message with source node (z,y) and destination
node (z',3’). A distinction has to be made between those
messages that will need to use the wrap-around links and
those that will not. If m does not have to go through any
wrap-around, then m will visit only channels with prefix 1
until it arrives at its target node. At each step, m will move
along any of the dimensions that need correction. If z > z’
then m will use a wrap-around corresponding to dimension
X and orientation X+, If y > 3’ then m will use a wrap-
around corresponding to dimension Y and orientation Y¥.
Again, the use of wrap-arounds or not along dimension X
(resp. Y) depends exclusively on the values of = and z’ (resp.
y and y'). If either z > z’ or y > ¥/, then m will start
moving through virtual channels with prefix 0, moving along
any of the dimensions that need to be corrected, until it has
to go through a wrap-around. It is important to notice that
those virtual channels c;;(z,w) withd = X ord =Y, and
0 < z,w < |k/2] are not used during this first phase. This
is so because if z > 2’ and = < |k/2] then the path from z
to z’ following X+ has length greater than |k/2] and so, the
X~ orientation would have been chosen to correct dimension
X. An identical argument follows for dimension Y.

After using a wrap-around, m will start moving through
virtual channels with prefix 1. m will go on moving through
channels with prefix 1 either until it arrives at its destination
node, or until it needs to use another wrap-around, correspond-
ing to the dimension that has not gone through a wrap-around
yet. At this moment, m will start visiting channels with prefix
0 again until it arrives at its target node. It is important to
note that the channels with prefix 0 that m will use in its last
phase towards its destination are exactly those channels that
have not been used yet, as pointed out above.
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The routing algorithm that has just been described allows
each message to choose adaptively among all the minimal
paths from its source node to its destination node in a two-
dimensional k-torus with k odd. Furthermore, the routing
algorithm is deadlock-free.

Next, the routing function for the messages in class X Y+
will be described more formally. In the definition of the routing
function it is supposed that every node (x,y) has an injection
channel i, , into which node (z,y) injects its messages.

A. Routing Function

Given a message at a virtual channel, and its destination,
the following routing function defines the virtual channels the
message can use as its next step to its destination. As soon as a
message arrives in a channel that is incident with its destination
node, the message is delivered and taken out of the network.
The routing function below is for a two-dimensional k-torus
with k odd. This routing function is modified later to cover
the case k even by substituting extra statements for the (x)
placeholders:

R(i(z,yb(zlﬁ y’))
VCO+,}’(,((1:+1),y) if (z/ <zVy <y
r#cAz#k—1 (1)
ifetas’Anz=k-1 (2
if (' <z Vy <yA
y#Zy Ay#k-1 Q)
fy£y Ay=k-1 @4
ifz' >zAy >y (5)
ife' >zAy >y (6)

++
€1,x,(0,9)
0, ,(z,(y+1))

++

1,v,(2,0)

€1, ,((z+1).)

1Y (z,(y+1))
*

RS aeary @)

(k@i HEFETATFE-L 0
X0 ifrtz’'Az=k-1 (8)
= cgzi,(x,(y+1)) ify£y Ay#k-1 (9
1 ¥,(,0) ify#y Ay=k—-1 (10)
\ ()
R(cti(m,y)’ (@".y))
(T @iy HE#TAz#k-1 (D
CE)*—,},(O,y) ifzr£asnz=k—-1 (12)
=4 LY (@, (v+1) fy#y Ay#k—-1 (13)
03},@,0) fy£y Ay=k-1 (14
)
ford=X,Y.

Next, the case k even will be considered. Suppose that a
message m has been injected in node (z,y) and has node
(z/,y) as destination. Suppose that |z — z'| = k/2. Then,
there are minimal paths from (z,y) to node (z’,y') following
both orentations X+ and X~ for correcting dimension X.
As soon as m moves a step following one of these two
possible orientations, then only one of the two orientations
will include all the minimal paths from the new current node
to the destination of the message. Then, m should be allowed
to switch to orientation Xt or X~ while m is moving along

dimension Y without moving along dimension X. As soon
as m moves along dimension X, the orientation in which to
correct dimension X becomes fixed.

To avoid deadlock, the following policy will be followed
regarding messages belonging to more than one class. Notice
that 2 message m can belong to 1, 2 or 4 classes according
to its final destination.

Suppose that m belongs to 4 classes. Then, m is k/2 steps
away from its destination node along both dimensions X and
Y. So, while m is in its injection channel, it will be able to
move along any of the two dimensions following any of the
two orientations of these dimensions.

« If m moves along dimension X as its first step, then
m will enter the set of virtual channels corresponding to
class XTY T if the first step taken follows orientation
X+, or to class XY if it follows orientation X-.

« If m moves along dimension Y as its first step, then m
will enter the set of virtual channels corresponding to
class XY™ if the first step taken follows orientation
Y+, or to class X TY ™ if it follows orientation ¥ —.

So, after this first step, all the minimal paths from the new node
in which m resides towards m’s final destination belong to
two classes, as the orientation following which the dimension
corresponding to m’s first step was corrected becomes fixed
after this first step.

Now, after this first movement, m is at a virtual channel
incident with a node that is k/2 steps away from m’s des-
tination along the dimension that has not been touched yet.
If this dimension is dimension X, then m is in class XtYye
where 0 = + or 0 = — and Y?° is the orientation that was
taken in the first step (which was a step along dimension
Y). Before the first step along dimension X, m will move
through virtual channels belonging to class X1Y°. If the first
step along dimension X is taken by following orientation X T,
then m will move through virtual channels belonging to class
X+Y?° until it gets delivered. Otherwise, m will switch to
class X~ Y° and will remain there. The case in which the first
step m takes is along dimension X is analogous.

Now, if m belongs to 2 classes, X +Y? and X~Y° where
o = + or o = —, then m is k/2 steps away from its
destination along dimension X, and less than k/2 steps away
from its destination along dimension Y following orientation
Y. Initially, m will start visiting virtual channels belonging
to class X+Y©. If the first step m takes along dimension X is
a step following orientation X +, then m will belong to class
X+Y?° until it gets delivered. On the other hand, if the first
step m takes along dimension X is a step following orientation
X, then m will pass to class X ~Y°, and will remain in that
class. Dimension Y is treated analogously.

Therefore, a message in a virtual channel of class X Y+
can switch to class X1TY ™, or to class X ~Y*+ A message
in class XY~ can move to class XY ~, and a message in
class X~Y* can move to class XY ~. In every case, the
policy just outlined must be followed to switch from a class
to another.

Now, the routing function defined above will be modified
to cope with messages switching class.
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A message moving from class X tY™* to class X~Y'*, for
example, will be treated as being injected as a message in class
XY™ in the node where the passage between the classes
takes place.

Therefore, the following is added to the definition of the
routing function above, for a message initially in virtual
network XtY+:
if (@ >zVy <y)A
e —z'|=k/2Az#0
ifle—a'|=k/2A2=0
ifr' <z Ay >yA
|z —2'|=k/2Az#0

( -~ T
0,X ,(z—1,y)

—+
€1.X,(k—1,9)
ct
1L,X,((z—-1),y)

ca;,(r,y—]) if (¢ <zVvy >y)A
o ly—y'|=k/2Ay#0
yry HW=yI=k/2Ay=0

Ty (o y—1)) ifz' >xzny <yn
\ ly—y'|=k/2ny#0

The other cases are handled completely analogously.

B. Correctness of the Routing Algorithm

In this section, it will be proved that the routing algorithm
described in Section IV is correct and deadlock-free. When
proving the deadlock freedom of the algorithm, the following
definition will be used, which is very similar to the one
presented in [11].

Definition 4.1: The channel dependency graph (CDG) cor-
responding to a set of virtual channels C and a routing function
R is a directed graph such that its set of vertices is C' and
there exists an edge from ¢; to ¢; (c;,c; € C) iff there exist
an injection channel s € C and a node d of the underlying
network such that R builds a route from s to d passing through
both ¢; and ¢;, and ¢; € R{c;,d).

Theorem 4.1: The 4-Classes algorithm presented in this
section is correct, deadlock-free, and yields a worm-hole fully-
adaptive minimal routing technique for the two-dimensional
torus using eight virtual channels per bidirectional link.

Proof: The proof can be found in Appendix B.

V. NODE MODELS AND SIMULATIONS

In this section, an experimental comparison of four different
routing algorithms for the two-dimensional torus network will
be presented. The four algorithms studied in this section
are *-Channels (see Section III), 4-Classes (see Section IV),
Linder-Harden’s [32], and Oblivious [11]. The first three
algorithms are fully-adaptive minimal, whereas the last one
is oblivious and nonminimal. These algorithms require 16,
32, 36, and 8 virtual channels per node, respectively, for
their deadlock-free implementation. The comparison is carried
out by equalizing the number of virtual channels used by
the different routing techniques. This task is accomplished
by adding lanes to the algorithms originally requiring fewer
virtual channels per physical link. In the scope of this paper,
a lane in a physical link is simply a virtual channel that
plays an identical role to one of the original virtual channels
associated with the same link [9]. Lanes are known to play a
central role in enhancing the throughput of oblivious routing
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worm-hole algorithms [9]. Thus, more than one message
can be simultaneously using the same virtual channel by
occupying different lanes associated with the virtual channel.
For example, in order to compare Oblivious with 4-Classes,
6 lanes will be added per physical link, thus matching the 32
virtual channels of 4-Classes. Furthermore, lanes are added in
a way that crossbars grow with the total number of inputs.

The analysis of algorithms is carried out in two directions.
First, routing node models are proposed for each technique.
Second, simulations on their performance are shown for a net-
work of 31 x 31 nodes. This machine size is feasible according
to current VLSI and packaging technology. Moreover, it has a
sufficient number of processors to be considered a massively
parallel computer while still keeping the time required by
the simulations manageable. The number of nodes in each
dimension is odd with the purpose of having a slightly simpler
routing function.

A. Oblivious and Linder-Harden’s Algorithms

The oblivious, non minimal routing technique presented
in {11] for routing in n-dimensional tori will be briefly
described for n = 2. This algorithm has been designed with
a unidirectional torus in mind, and will be referred to as
Oblivious.

Messages are routed to their destination in two phases. In
the first phase, they correct dimension X, and in the second
phase they correct dimension Y. Number the nodes along each
dimension from 0 to k£ — 1. In order to avoid deadlock, the
physical channels are split in two virtual channels, a high and
a low one. Restricting to each dimension, messages at a node
numbered less than their destination node in that particular
dimension are routed through the high channels, and messages
at a node numbered higher than their destination node are
routed through the low channels. If a message is injected at
a node numbered less than its destination, it starts using high
channels until it reaches node O in that dimension, and then it
starts using low channels.

This oblivious algorithm requires two virtual channels per
physical link to guarantee freedom from deadlock. Each link
is only used in one of the directions.

In what follows, the fully-adaptive minimal routing algo-
rithm for the n-dimensional torus presented in [32] will be
briefly described for n = 2. This algorithm will be referred to
as Linder—Harden’s algorithm.

For this algorithm, the torus network is split into two virtual
networks, dubbed Y * and Y ~. Each virtual network will have
virtual channels in only one of the two possible directions in
dimension Y, and in both directions in dimension X. For each
of the two virtual networks, three “copies” of the network are
required, because a message can use at most two wrap-around
edges, and it needs to enter a new “copy” of the virtual network
whenever it takes one wrap-around edge. Every message will
be injected in one of the two virtual networks depending on
its destination.

This technique requires 12 virtual channels per bidirectional
link in dimension X and 6 virtual channels per bidirectional
link in dimension Y for its deadlock-free implementation
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Fig. 3. Virtual network Y+ for Linder—Harden’s algorithm.

[32]. Fig. 3 shows a generic virtual interconnection network
corresponding to Y.

B. Node Models

This section gives high-level descriptions of the routing
nodes for each technique, using buffers and crossbars as
building blocks. The exact time-delay introduced in each node
is not calculated. For related work, see [10], [12], [45], [29],
and [4].

Each virtual channel is implemented through an input and
an output buffer. In addition, each node has an injection and
a delivery buffer. The size of all of these buffers depends on
whether the algorithms are intended to work for worm-hole
or for packets of fixed and small size. In the experiments,
worm-hole routing was tried. Therefore, the buffer size was
1 Aflit.

For some of the algorithms being compared, a partition of
all of the buffers can be found such that the connections that
the routing function performs are only between buffers that
belong to the same set. Then, each set requires a crossbar that
is independent of the others (see, for example, the node model
of 4-Classes and that of Linder-Harden’s algorithm, in Figs. 5
and 6, respectively). It is assumed that each crossbar can set
one new connection from its inputs to its outputs per cycle
[29], and this is executed independently for each of the other
crossbars in the same node. Therefore, the more independent
crossbars each node has, the more parallelism within each
switch is achieved. Oblivious is allowed to make all possible
connections (depending on availability of output buffer space)
in its crossbar in each routing cycle, because this crossbar is
oblivious, and therefore simpler than all of the others, which
are adaptive. These adaptive crossbars are a mechanism to
connect input frames to output frames adaptively which is
functionally similar to a crossbar for oblivious routing, except
that more than one useful output buffer, if available, may
be used for potential progressing of a message toward its
destination. An analogous input-to-output frame connectivity
is used in other routers such as the Chaos [4]. The inputs
to the crossbars and physical channel arbitration are handled
with fairness to avoid starvation.

1241

Algorithm *-Channels: In Fig. 4, a node model for *-
Channels is presented. Only 8 input and 8 output buffers per
node are needed. These buffers, together with the injection
and delivery ones, make a total of 9 the number of inputs and
outputs of the adaptive crossbar, because adaptive connectivity
between all of the inputs and all of the outputs of a node is
required. Lanes are added to the virtual channels, as explained
above. Therefore, each node will have an adaptive 17 x 17
crossbar.

Algorithm 4-Classes: This algorithm requires four virtual
networks, each of which is split into two levels. Therefore,
there are eight levels. Virtual channels corresponding to one
level are independent of those of other levels. Thus, 8 adaptive
3 x 3-crossbars are required. Fig. 5 shows the node model for
this algorithm. 2 input buffers, 2 output buffers and a 3 x 3-
crossbar for each level, add up to 16 input buffers, 16 output
buffers and 8 crossbars per node. Multiplexers connect the
injection buffer to the 8 crossbars and the 8 crossbars to the
delivery buffer.

Linder—Harden’s Algorithm: Fig. 6 shows the node model
for this algorithm. Each node has 36 buffers and 6 adaptive
4% 4 crossbars, assigned as follows: 1 crossbar, 3 input buffers
and 3 output buffers per independent level. Two multiplexers
connect the injection buffer to the crossbars and the crossbars
to the delivery buffer.

Algorithm Oblivious: For this routing algorithm, the set of
buffers cannot be split into independent classes. Therefore,
the node model has a single crossbar (see Fig. 7). Then, eight
buffers and one 5 x 5-crossbar [10] are needed. 12 input and
12 output buffers are added as lanes to the virtual channels,
as mentioned above. Adding buffers to implement lanes gives
this algorithm some degree of adaptivity, since messages can
take different lanes depending on traffic congestion.

C. Network Activity

This section describes the activity of the network assumed
in the experiments that were performed. As latency will be
measured in terms of routing cycles, a definition of the amount
of work involved in one such cycle is needed. The routing
cycle consists of two cycles: the node cycle and the link cycle,
which take place simultaneously.

To keep the node cycle as short as the link cycle, only one
new connection per independent crossbar will be set during
a single node cycle [29].° Allowing more connections in one
cycle would require some mechanism to handle arbitration,
as two or more worm heads might want to enter the same
output buffer. The overhead resulting from this arbitration
would probably make a node cycle much longer than a link
cycle. Moreover, if long worms are present in the network,
making more than one connection per cycle might not be
used frequently enough to offset the cost introduced by this
function.

* Node cycle: During a single node cycle, each node per-

forms the following sequence of tasks:
Connect;

6 Algorithm Oblivious is an exception to this, as explained above.
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Fig. 4. Node model for algorithm *-Channels.

FreeBuffers;
Inject;

— Connect: Each crossbar scans its inputs in a round-
robin fashion and looks for a worm header. If a worm
header is in some input and there is one idle output
buffer which is a feasible connection for the worm
header, the connection is performed. During a cycle,
at most one head from the input buffers is allowed to
set a connection to an output buffer, for each crossbar.
A fair policy to prevent starvation is used. The injection
buffer has the same priority as the rest of the buffers.
The header of a message that has arrived at an input
buffer of its destination node tries to set a connection
with the delivery buffer of that node and then, it is
eventually consumed.

FreeBuffers: For all the connections already set in
each crossbar, one flit is transmitted through the crossbar
if possible, i.e., if the receiving output buffer is free.
If the flit transmitted is the last flit of a worm, the
connection is released in that routing cycle. Thus, once
a buffer accepts the first flit of a message, it must accept
the remainder of the message before accepting any flit
of any other message.

— Inject: Each node injects a new flit if it needs to do

so and its injection buffer is empty.

All the algorithms considered in this paper, except for *-
Channels, have acyclic channel dependency graphs associated
with them. For these algorithms, to preserve freedom from
deadlock, it suffices that the header of each worm check
that the tail of a worm is occupying an output buffer for
that header to set a connection with that output buffer. On
the other hand, as the channel dependency graph associated
with the algorithm presented in Section III is not acyclic, it
is required that the header of a worm check that both the
output buffer and its associated input buffer are free for the
header to set the connection with the output buffer in the
corresponding crossbar. Note that this extra condition to be
tested requires that there be two empty buffers separating every
pair of “consecutive” worms.

* Link cycle: During the link cycle, the flits of the messages
move from the output buffers to the corresponding input
buffers. For those algorithms with more than one output
buffer per directed link, only one flit is transferred per
cycle. These buffers are served in a round-robin fashion.
The first output buffer, according to this round-robin
policy, that can effectively transmit a flit is chosen to



GRAVANO et al.: ADAPTIVE DEADLOCK- AND LIVELOCK-FREE ROUTING IN TORUS NETWORKS

1243

Delivery
Buffer

n3x

3 Jlaxs llaxs [ax

Laxa Taxa llaxall

Injection
Buffer

Fig. 5. Node model for Algorithm 4-Classes.

do so. A fair policy is used so as to prevent starvation.
Oblivious uses each physical link in only one direction.
To compare this algorithm to the others, the set of output
buffers associated with each link was split into two
equally sized subsets. It was assumed that each of these
subsets had a “dedicated” link. Therefore, up to two flits
can be transmitted from one node to its neighboring node
along one of the dimensions, as long as the two flits come
from output buffers belonging to different subsets.

From these definitions, some implications can be deduced.
First, it takes at least two cycles for a flit, under no congestion,
to pass from an input buffer to another input buffer: in one
cycle the flit reaches an output buffer, and only in the next
routing cycle is it transferred to the neighboring node. Second,
under optimal conditions, a worm of length b needs 2b routing
cycles to complete its injection process (i.e., the number of
cycles from the cycle when the header gets to the injection
buffer and the cycle when the tail leaves the injection buffer).
Finally, as a buffer accepts a new flit only if it is empty,
it takes at least 2b — 1 cycles to route a message through a
link.

In the simulations reported in this paper, both the node
and link cycles are synchronized throughout the network, in

the sense that all of the cycles take place at the same time.
However, the model presented can be made asynchronous.

Injection Model: There are two injection models: the static
injection model, in which every node has a fixed number of
messages to inject, and the continuous or dynamic injection
model, in which each node attempts to inject new messages
at arbitrary moments following some probability distribution.
In the first case, the routing begins when each node injects its
first message, and ends when the last message arrives at its
destination. In the latter the simulations are an infinite process
that has to be stopped at some point.

In this paper, simulation results for continuous injection are
reported. It is widespread knowledge that this type of injec-
tion models more accurately the network activity of MIMD
machines. A node decides to inject a new message into the net-
work at some rate A. If a node decides to inject a message, and
the corresponding injection buffer is empty, the new message
is effectively injected. Otherwise, the message is discarded,
and it is considered as a failure. If A is too large, the network
can become saturated, i.e., the latency of the messages grows
without bound or the network rejects a lot of messages.

The number of messages injected per cycle in each node,
7, is bounded by the characteristics of traffic patterns, the
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Fig. 6. Node model for Linder—Harden’s Algorithm.

network, and the routing algorithm. Some bounds are know
for 7 [15], [29]. If N is the number of nodes in the network,
B the bisection of the network [31] [39], ¢ the proportion of
messages that cross the bisection and 73 the minimum time
required for a message to traverse a link, then:

ey

For the two-dimensional k-torus, B = 2k and N = k2. In
this simulations, T = 2b — 1, where b is the number of flits

in each message. Thus,

TS Re(2bo1) e

4 @

Traffic Characteristics: The performance of the routing al-
gorithms was measured for different communication patterns.
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Fig. 7. Node model for Algorithm Oblivious.

¢ Random Routing: The destinations of the messages had a
uniform distribution over the set of nodes. This models
the unstructured communication pattern that is present in
many applications. In this case, ¢ = 3.

Fixed Permutations: In this case, a permutation ¢ of the
processors’ indices was fixed in advance. Node p injected
all of its messages with destination o (p). In particular, the
following permutation was simulated:

Bit Reversal: Node ((zp---o),{yp - ¥0))
sends all of its nmessages to node

((yo---yp), (zo -+~ p)), where p = [log,(k)]
[8]. In this case, ¢ = 1/2.

D. Simulation Results

Each routing algorithm was simulated according to the
high-level node models sketched above. Several continuous
injection simulations were tried. These experiments involved
two different message sizes, namely worms of 15 and 31
flits, and two different traffic patterns: random traffic and
bit-reversal traffic, on a two-dimensional torus with 961 nodes.

Figs. 8-10 show the mean latency as a function of the
achieved throughput, for the four routing algorithms and
the different traffic patterns and worm lengths. The results
corresponding to bit-reversal traffic for 31-flit worms are
similar to those for 15-flit worms.

From the experimental performance study, several conclu-
sions can be drawn. First, *-Channels showed better perfor-
mance than Oblivious for all of the communication patterns
and at all of the applied loads tried. This comparison is fair
because Oblivious was allowed to make all possible connec-
tions in its oblivious crossbar in each routing cycle, while in
the adaptive crossbar of *-Channels only one connection per
cycle was allowed. Furthermore, the number of inputs and
outputs to their crossbars was equalized.

It is important to remark that *-Channels outperformed
Oblivious even for random traffic, and did so with a large
performance gap. This gap is not commonly encountered when
comparing adaptive and oblivious packet-switching routers [4],
[17], [29]. This observation holds true in spite of increasing
the number of extra lanes in the oblivious router to yield a
total of 32 buffers per node.
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Fig. 9. Results for Random Routing with worms of length 31.

It should be noted that the oblivious routing used in the
above comparison is nonminimal. The nonminimal algorithm
was chosen because the simulations were conducted with the
purpose of comparing the new algorithms presented in this
paper with those known in the literature for worm-hole routing
in the torus. Also, there is a large number of experimental
results in the literature documenting the better performance
of adaptive routing when compared with oblivious minimal
routing. Therefore, it is strongly believed that no minimal
oblivious routing will outperform the *-Channels algorithm.

While the experimental results show that *-Channels -also
outperformed the other two routers, this comparison would be
unfair. The reason is that even though all routers have been
equalized with respect to the number of virtual channels, the

resulting adaptive crossbars have different sizes. Thus, Linder-
Harden’s algorithm is based on a 4 x 4 adaptive crossbar,
and 4-Classes on a 3 x 3 crossbar, while *-Channels uses an
adaptive crossbar connecting all inputs to all outputs.

On the other hand, 4-Classes outperforms Linder-Harden's,
and the comparison is fair because the size of the adaptive
crossbar in the former is smaller than that in the latter. The
result of this comparison is consistent for all message sizes
tried, all patterns of communication, and all applied loads.
To explain this, notice that 4-Classes has more independent
crossbars than Linder—Harden’s, and so, it can perform more
new connections per cycle. Also, this independent switching
capability promotes a different flow control in the use of
available buffers.
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Fig. 10. Results for Bit-Reversal Routing with worms of length 15.

VI. CONCLUSION

Two new algorithms for deadlock- and livelock-free worm-
hole routing in the torus network were presented.

The first algorithm, *-Channels, is for the n-dimensional
torus network, and requires the smallest number of channels
known in the literature for fully-adaptive minimal worm-
hole routing. In addition, these results also yield the smallest
number of buffers known in the literature for packet-switched
fully-adaptive minimal routing.

The second algorithm, 4-Classes, is for the bidimensional
torus network. This technique is fully-adaptive minimal and
requires only eight virtual channels per bidirectional link for
its implementation. Due to the characteristics of this algorithm,
its routing node can be designed with a highly parallel imple-
mentation, since switching in a node can be decoupled into a
set of eight independent 3 x 3 adaptive crossbars.

Both of the new algorithms work for messages of unknown
size, thus yielding new routing techniques for both packet-
switched and worm-hole models of message transmission. In
addition, as no central queue is mandatory, these techniques
can be used for combined routing, i.e., both short fixed-size
packets, and long messages of unknown size are handled by
the same network and routing resources.

The second part of this paper compared four worm-hole
techniques for the two-dimensional torus. Simulation results
on the performance of the four worm-hole algorithms were
reported for a dynamic injection model and different traffic
patterns and message lengths. *-Channels displayed better
performance than the other routing algorithms tried in all of
the experiments. Regarding the algorithms that require smaller
crossbars, 4-Classes outperformed Linder-Harden’s for every
traffic pattern and message length tried.

APPENDIX A

Lemma 3.1: The star-channel dependency graph CDG* as-
sociated with R is acyclic.

30 40 50
Throughput

Proof: Consider the dependencies existing between
channels belonging to orientation X with prefix ¢,+,0.
Suppose the head of a message m enters channel
€} 4.0, (8n_ryssyyzo)” LDEM, T has to correct dimension
¢ following the X' orientation, and m has not taken a
wrap-around along dimension X; yet. If m’s head enters
channel C;,+,0,(yn_1,~-,y,v,~~,yo) afterwards, then it' fo]lqws
that m has still not taken any wrap-around along dimension
X; yet. So, if y; < x;, then m’s head would have had to
move following orientation X, contradicting the minimality
of R. So, y; > ;. Consequently, no cycles can exist in
CDG* involving channels belonging to orientation X, & with
prefix 4, +,0 exclusively. Analogously, no cycles can exist
in CDG* involving exclusively channels with prefix i, +, 1.
In addition, if a message m enters a star channel with prefix
i,+,1, then m has already taken a wrap-around link along
dimension X;. Therefore, m will never enter a channel with
prefix 4, +,0 again, from the definition of R. Consequently,
for a given dimension X, there cannot be any dependency
from a channel with prefix 4,+,1 to a channel with prefix
i,4+,0 in CDG*. Analogous conclusions can be drawn for
orientation X, i =n—1,---,0.

Furthermore, as the routing function R is minimal, never
can a message enter a star channel corresponding to orientation
X after entering a star channel corresponding to orientation
X[, or vice versa. Therefore, there are no dependencies
between channels corresponding to a dimension X; that have
different orientations, ¢ = n — 1,---,0.

So, if there is a cycle in CDG*, it must involve star channels
corresponding to different dimensions.

Consider a dependency from a channel ¢}, ,, , to a channel

oty zr» With @ # j. If the head of a message m enters
c;“o,w,m, it follows from R that at that moment X; was

the most significant dimension m’s head had to correct. As
the routing algorithm is minimal, and as X; was the most
significant dimension that needed correction when m’s head
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entered ¢}, . then i > j. Therefore, there cannot be
any cycle involving virtual channels corresponding to different
dimensions. Consequently, CDG* is acyclic.

Lemma 3.2: The routing algorithm that results from routing
function R is free of deadlock.

Proof: First, suppose that no channel in C* ever partici-
pates in a deadlock cycle. Therefore, as from the definition of
R the head of a message that has not arrived at its destination
always has a channel in C* in its waiting set of virtual
channels, no deadlock can ever arise, as virtual channels are
assigned fairly, and messages are of finite length.

So, it suffices to show that no channel in C* ever participates
in a deadlock cycle.

As from Lemma 3.1, CDG* is acyclic, each channel in C*
can be assigned a level in CDG*: Let ¢* € C*. Then, level
(¢*) is the length of the longest path between any root r* of
CDG* such that there is a path from r* to ¢* in CDG*, and c*.
A virtual channel 7* € C* is a root of CDG* if r* has indegree
0 in CDG*. As CDG* is acyclic, level(c*) is finite Vc* € C*.

It will be shown that no channel in C* can ever participate
in a deadlock cycle by using induction on the level of the
star channels.

o Basis: Let I* € C* be such that it has outdegree 0 in
CDG*. The basis is correct since every ¢ € C* has a
channel [* € C* with outdegree 0 reachable from c*,
because CDG* is acyclic. Suppose that [* participates in
a deadlock cycle, i.e., I* holds a flit of a message m
that is deadlocked. As m is deadlocked, m’s head has
not arrived at its destination node yet. Therefore, when
m’s head entered [*, from the definition of R, m’s head
had at least one possible next step within C*. But this is
not possible, as [* has outdegree 0 in CDG*. Then, m’s
head arrived at its destination by entering [*. So, m is
not deadlocked. Consequently, I* can never participate in
a deadlock cycle.

o Inductive Step: Consider virtual channel ¢* € CDG”. It
is supposed that ¢* can never participate in a deadlock
cycle, V¢'* € C* : level (¢*) > level(c*). Suppose
that at a certain moment, there exists a message m with
destination d that is deadlocked such that ¢* contains a flit
of m’s. So, m’s head has not arrived at its destination yet
(as otherwise, m would not be deadlocked). Then, m’s
head is at a virtual channel ¢ € C' (not necessarily in C*)
such that 3¢ € C* : ¢* € R(c, d), from the definition
of R. Then, as ¢* € C*, and by definition of CDG", it
follows that (¢*,c*) € D*. Then, level (¢*) > level (c*),
as CDG* is acyclic. So, by inductive hypothesis, ¢’ can
never participate in a deadlock cycle. Then, as messages
are finite and virtual channels are assigned fairly, m’s
head will eventually have c¢™* available. Consequently, m
is not deadlocked.

Therefore, no channel in C* can ever be involved in a deadlock
cycle.

APPENDIX B

Theorem 4.1: The 4-Classes algorithm is correct, deadlock-
free, and yields a worm-hole fully-adaptive minimal routing
technique for the two-dimensional torus using eight virtual
channels per bidirectional link.
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Proof: Only class X*Y* will be analyzed here. The
other three classes can be treated analogously.

e Correctness: First consider a two-dimensional k-torus
with k odd. Then, a message in class X TY 1 will remain
in this class until it is delivered. If only the virtual
channels with prefix 0 are considered (or equivalently,
only those with prefix 1), then a directed network is
obtained that allows to route from any node (z,y) to
any other node («,y’) if and only if z < ' and y < ¥/’
In addition, never can a message use wrap-around links
twice along the same dimension, as all the routes built by
the routing algorithm are minimal.

Given a message m with a source node (z,y) and a
destination node (2, ') such that m belongs to class X tY'*,
there are four possible cases:

— z < 7’ and y < %/ In this case, v moves through
channels with prefix 1 ((5) and (6)), and keeps visiting
channels with prefix 1 until it arrives at its destination
node, using any of the minimal paths ((11) and (13)).

— z > ' and y < ¥': In this case, m starts moving

through channels with prefix 0 ((1) and (3)), and moves
adaptively using any of the minimal paths ((7) and
(9)) until it uses a wrap-around link corresponding
to dimension X. Then, m starts moving through the
channels with prefix 1 ((8)). Note the special case when
the wrap-around channel is taken as the first routing
step ((2)).
After using the wrap-around channel, m will enter a
virtual channel ¢; x (g, such that y"” < y. Therefore,
m will be able to reach node (', y’) using adaptively
all the minimal paths through channels with prefix 1
((11) and (13)).

— £ < 2’ and y > y': Analogous to the previous case,
using (10) instead of (8), and (4) instead of (2).

— x>’ and y > ¢': m starts moving through channels
with prefix 0 ((1) and (3)), and will move adaptively
using all the minimal paths ((7) and (9)) until it takes
a wrap-around link ((8) or (10)). Note the special case
when m takes a wrap-around link as its first routing
step ((2) and (4)). After taking a wrap-around link, m
starts moving adaptively through channels with prefix
1 ((11) and (13)) until it takes the second wrap-around
link ((12) or (14)). After this, m has arrived at a virtual
channel cg g o,y such that z” < z’ and Yy < 9.
Therefore, m will move towards node (z’,y’) through
channels with prefix 0 using (7) and (9).

As k is odd, a message will belong to only one class, as
all the minimal paths from a message’s source node to its
destination node belong to only one class.

If k is even, then a message m may belong to one, two, or
four classes. If m belongs to 4 classes, then it is k/2 steps
away from its destination along both dimensions X and Y. m
will be injected in the injection channel at its source node. As
m takes its first step, it will fix one orientation in which to
correct the dimension along which this first step is taken. So,
after this first step, m will belong to two classes.

Now, the case of a message m belonging to two classes
will be analyzed. Suppose that m belongs to classes XY+
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and X~Y*. Then, if m has been injected in node (z,y),
and has as destination node (z/,y’), then |z — z/| = k/2. As
explained above, before moving along dimension X, m will
travel through virtual channels corresponding to class X TY'+.
When m takes its first step along dimension X, there are two
possible cases:

— The first step along dimension X is taken following
orientation X+, Therefore, from the routing function,
m will remain in class X*Y™ until it arrives at its
destination, as the distance from the nodes m will visit
and m’s destination node will never be k/2 again. The
reason for this is that /n will not be able to abandon class
X*Y+ unless it is k/2 steps away from its destination
along some dimension. But m is less than k/2 steps
away from (z’,y’) along dimension X and dimension
Y, and it can only move closer to (z’,y’) by following
the routing function as far as class X 7Y * is concerned.
So, m will not switch to another class, and the argument
for the case k odd applies.

— The first step along dimension X is taken following
orientation X ~. Therefore, from the routing function,
m will move to class X~Y*. Furthermore, suppose
that m entered node p by taking this first step in
dimension X. As m was k/2 steps away from node
(z',y') before switching class, then either X+ or X~
could be chosen as orientations to correct dimension
X following minimal paths. So, class X ~Y* contains
all the minimal paths from node p to node (z’,y’),
as p is k/2 — 1 steps away from node (z’,y’) along
dimension X following orientation X ~. Furthermore,
as explained in the previous case, m will never leave
class XY T. In addition, when changing class, m is
treated as being injected in node p for the definition
of the channels through which m will move in class
X~Y™. Consequently, the same arguments as in the
case k odd apply to show that m will be able to reach
its destination.

The case of m belonging to other pairs of classes can be
treated analogously.

» Freedom from Deadlock: It will be proved that the routing
algorithm is deadlock-free by showing that the channel
dependency graph (CDG) associated with R is acyclic.
Again, the case k odd will be analyzed first.

First, notice that the injection channels have indegree 0
in the CDG, and so, they cannot participate in any cycle
in the CDG. Regarding the other virtual channels, they can
be divided into disjoint sets according to the class (XY,
X1tY—, X-Y™*, or X~ Y ) to which they belong. Never will
a message pass from a virtual channel in one of these classes
to a virtual channel in another class if k& is odd. Consequently,
the analysis of the existence of cycles can be performed
independently for each of these four classes of virtual channels.
X*Y* will be analyzed below. The other three cases can be
handled analogously.

As pointed out above, no injection channel can participate
in a cycle in the CDG. So, (1) through (6) do not generate any
cycle in the CDG. A cycle in the CDG cannot consist solely
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of channels with prefix 0. This is so because if the equations
that define movements within this set of channels, i.¢., (7) and
(9), allow transitions from a channel ¢ 4 (5) t0 a channel
Co,d,(a',y)> then T +y < ' + 9. An analogous consideration
can be made regarding a cycle consisting solely of channels
with prefix 1, but using (11) and (13). So, only the case in
which a cycle is formed by both channels with prefix 0 and
prefix 1 has to be analyzed. Furthermore, a cycle must have
both a link from a channel with prefix O to a channel with
prefix 1, and a link from a channel with prefix 1 to a channel
with prefix 0.

Consider a link from a channel with prefix 1 to a channel
with prefix 0. Such a dependency can only be built by (12)
and (14). The link will be either (c1,4,(k—1,y) C0,X,(0,9)) OF
(€1,d,(2,k—1) C0,Y,(z,0))» fOr some d € {X,Y}. Consider the
first case. A message m using that dependency is going
through a wrap-around link corresponding to dimension X.
Therefore, m started moving through the network using virtual
channels with prefix 0, and then it switched to the channels
with prefix 1 by taking a wrap-around corresponding to
dimension Y. As a result of this, and the fact that the paths
taken by messages are shortest, y < |k/2], as a message
travels at most | k/2| steps along any dimension. Summing up,
there can only be a dependency in the CDG from c¢; g (x—1,y)
to o x,(0,9) if ¥ < [k/2]. Analogously, there can only be
a dependency from ¢ g (s k—1) 0 Coy,(z,0) if T < Lk/2].
Consequently,

Al ={co ey d=X,Y;(x=00ry= 0)
and z,y < |k/2]}

is the set of all the virtual channels with prefix O that may
have a dependency from a channel with prefix 1 in the CDG.

For a cycle to exist, it must have a link from a channel with
prefix O to a channel with prefix 1.

Ay ={codg(ay):d=X,Y;(z=k—-1lory=k— 1)}

is the set of channels that may have a dependency to a channel
with prefix 1. To reach a channel in Ay from a channel in A;
following a path in the CDG, there must exist links in the
CDG from a channel in

AS = {cﬂ,d,(:c,y) td= X=Y7(I < Lk‘/ZJ and y= l.k/2.J)
or (y < |k/2] and z = |k/2])}
to a channel in
Ag ={co,dy(zy) 4= X,Y; (z < |k/2] and y = |k/2]
+1)or (y < |k/2] and z = |k/2] + 1)}

It will be proved that there are no links from A3 to Ay in the
CDG. Therefore, the CDG is acyclic.

To see this, notice that a message m arriving at a channel
in As has already taken two wrap-around links necessarily. m
could not have taken only one wrap-around, as in that case,
it would be in a channel with prefix 1. Finally, if m had not
gone through any wrap-around yet, as it is in a channel with
prefix 0, it would have to take a wrap-around link. Otherwise,
it would have started moving through channels with prefix
1, according to R. So, m would have to travel at least |k/2]



1250

steps more along one dimension, to be able to wrap. But this is
not possible. So, m has already taken two wrap-around links,
one in each dimension. So, if m would move from a channel
in A; to a channel in A4, this would involve traveling more
than |k/2] steps along one dimension. Then, no message at
a channel in As ever passes to a channel in A,. Therefore,
the CDG is acyclic for the case k odd. Now, the case k even
will be analyzed. As explained above, messages can change
from one class to another according to their final destination.
Messages can switch from class X +Y * to either class XY~
or class X~Y*, and from class X+Y~ and class X~Y*
to class XY ~. Never can a message switch from class
X-Y~ to class XTY ™, for example. Without considering
this switching between the classes, the CDG is acyclic (case
k odd). So, if there is a cycle in the CDG, it must involve
at least one dependency generated by this switching between
the classes.

Suppose that a dependency from a virtual channel belonging
to virtual network X*TY T to a virtual channel belonging to
X~Y™ participates in a cycle in the CDG. Therefore, there
must be a dependency from some virtual network towards
X+Y*. But this is not possible, because no message can
switch from a virtual network other than XY™ to virtual
network X 7Y *. The other possible cases are analyzed analo-
gously. Consequently, the CDG is acyclic for the case k even
as well.
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